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ABSTRACT 

 

DATA SCIENCE TECHNOLOGY SELECTION: DEVELOPMENT OF A 
DECISION-MAKING APPROACH 

 

 

Nazlıel, Kerem 

MSc., Department of Information Systems 

Supervisor: Assoc. Prof. Dr. P. Erhan Eren 

Co-Supervisor: Dr. Kerem Kayabay 

 

January 2023, 107 pages 

 

Developments in IT, Cloud, Analytics, and related fields have created an abundance of 

Data Science technologies for practitioners, developers, and organizations to use. This 

abundance and variety complicate the Data Science technology selection and management 

processes for the analytics teams. When teams select and use improper tools and 

technologies, they encounter problems and inefficiencies, also known as technical debt. 

As a remedy, this thesis proposes a systematic technology selection method considering 

the analytics technology selection literature and tests it on a case study. This method 

consists of a survey with open-ended questions to determine the requirements of a given 

Data Science Workflow, linkage grids to map technologies to these requirements, and 

multi-criteria-decision-making to rank the technologies according to practitioners’ needs 

and preferences. This method enables decision-makers to compare the technology 

alternatives and select the most suitable Data Science Technology Stack. While the 

existing studies in this domain consider the technology selection problem in isolation and 

investigate a subset of technologies, the proposed method encapsulates the end-to-end 

Data Science Process and the entire analytics technology landscape considering the key 

principles for developing industrially relevant strategic technology management toolkits. 

Keywords: Data Science, Technology Management, Technology Selection, Multi-Criteria 

Decision-Making 
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ÖZ 

 

VERİ BİLİMİ TEKNOLOJİ SEÇİMİ: BİR KARAR VERME YAKLAŞIMININ 

GELİŞTİRİLMESİ  

 

Nazlıel, Kerem 

Yüksek Lisans, Bilişim Sistemleri Bölümü 

Tez Yöneticisi: Doç. Dr. P. Erhan Eren 

Tez Eş Danışmanı: Dr. Kerem Kayabay 

 

Ocak 2023, 107 sayfa 

 

Bilişim Sistemleri, Bulut, Analitik ve ilgili alanlardaki gelişmeler kullanıcılar ve 

organizasyonlar için Veri Bilimi alanında çok sayıda teknolojik çeşitliliğe neden olmuştur. 

Bu çeşitlilik Veri Bilimi teknolojilerinin seçilmesini ve yönetilmesini zorlaştırmaktadır. 

Ekipler uygun olmayan araçları ve teknolojileri seçip kullandıklarında teknik borç olarak 

bilinen sorunlarla ve verimsizliklerle karşılaşırlar. Bu soruna çözüm olarak, bu tez, 

analitik teknoloji seçimi literatürünü göz önünde bulundurarak sistematik bir teknoloji 

seçim yöntemi önermekte ve bunu bir vaka çalışması üzerinde test etmektedir. Bu yöntem, 

belirli bir Veri Bilimi İş Akışının gereksinimlerini belirlemek için açık uçlu sorular içeren 

bir anketten, teknolojileri bu gereksinimlerle eşleştirmek için bağlantı tablolarından ve 

kullanıcıların ihtiyaç ve tercihlerine göre teknolojileri sıralamak için çok kriterli karar 

verme yöntemleri kullanmaktadır. Bu yöntem, karar vericilerin teknoloji alternatiflerini 

karşılaştırmasını ve en uygun Veri Bilimi Teknoloji Mimarisi seçmesini sağlar. Bu 

alandaki mevcut çalışmalar, teknoloji seçimi problemini tek başına ele alıp teknolojilerin 

bir alt kümesini araştırırken, önerilen yöntem endüstriyel olarak ilgili stratejik teknoloji 

yönetimi araç setleri geliştirmek için temel ilkelerine uyarak geliştirilmiştir ve bu yöntem 

uçtan uca Veri Bilimi Sürecini ve tüm analitik teknolojilerini kapsar. 

Anahtar Sözcükler: Veri Bilimi, Teknoloji Yönetimi, Teknoloji Seçimi, Çok Kriterli 

Karar Verme 
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CHAPTER 1 

CHAPTER 

INTRODUCTION 

 

1.1. Research Background & Problem Statement 

Developments in cloud & edge computing, computer science, analytics, and artificial 

intelligence are reshaping industries all over the globe. Organizations that aim to keep 

up with these advancements and be competitive in the future must use data-driven 

decision-making in their routines and operations [1]. To do so, organizations need to 

apply various data science practices in their business functions.   

The Data Science (DS) industry is ever-expanding, with an estimated $77 Billion by 

2023 [2]. These rapid developments in the industry are creating new job roles 

responsible for working with various data products, including Data Analyst, Data 

Scientist, Data Engineer, Machine Learning (ML)/Artificial Intelligence (AI) 

Engineer, MLOps Engineer, Data Product Owner, and other data integrated roles [3]. 

Each job definition requires the use of specific models and methods and therefore 

requires specialized technologies, including software packets, libraries, and 

frameworks. In addition, data has critical importance in the choice of technology. Big 

Data plays a vital role in the abundance of open-source and commercial technologies 

[4]. The emergence of Big Data has opened the door for the development of numerous 

technologies. These technologies vary according to Big Data's characteristics: volume, 

velocity, variety, and veracity. Besides, research suggests [5] that Open-Source 

technologies are preferred by 37% of Data Scientists since these technologies are 

economical and help avoid vendor lock-in. 

DS requires high-performance computing in which complex computations are at the 

core, thus requiring high-performing technologies both in hardware and software. 

There are numerous technologies utilized for different steps of data science processes. 

The steps taken under the DS development framework should be recognized to 

understand these technologies and processes. Researchers from academia and 

practitioners from the industry have developed process models like Knowledge 

Discovery in Databases (KDD) [6] and Cross-Industry Standard Process for Data 

Mining (CRISP-DM) [7] to unify the data processing steps of DS projects and create 

DS workflows. A Data Science Workflow (DSW) is an end-to-end process consisting 

of data processing stages where each step uses different techniques, algorithms, and 

models to manipulate data and create data products. 

This expansion of the DS industry has resulted in an abundance of new technologies 

for development teams to work with. In addition, DS teams consist of numerous people 
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with different roles working together by using multiple technologies in an 

interoperable fashion. Using an improper set of technologies, teams face technical debt 

in which unexpected costs can occur when they try to change their technology 

infrastructure or the source codes to run on different platforms [8]. Therefore, 

integrating diverse analytic techniques into business processes is quite complex. It 

requires comprehensive planning, technology assessment, and forecasting to 

streamline these processes [9].  

These studies show [10]-[13] that technology selection needs to consider various 

criteria, such as organizational strategy, pricing, and technological requirements. 

Literature includes research on Big Data Storage [10], Programming Language [11], 

Big Data Platform [12], and Big Data Visualization Tool [13] selection. However, 

these studies only focus on a single technology category with limited scope. In 

addition, the literature presents that there are seven key principles to developing 

strategic technology management toolkits [14]. The tools utilized in these studies do 

not adhere to these principles, thus making them limited and insufficient. Furthermore, 

no studies cover the selection of multiple technologies for a DSW and no approach 

covers the entire DS technology landscape. 

1.2.Research Aim & Objectives 

This interdisciplinary research aims to approach the Data Science Technology 

Selection problem by blending the Data Science and Technology Management 

domains with the following objectives: 

1) To systematically identify, analyze, categorize and evaluate the technology 

selection approaches and criteria used in the DS domain. 

2) To develop a comprehensive technology management method for technology 

selection covering all DS workflows and the DS technology landscape.  

3) To apply the method on a DS project to validate the method's applicability 

and usefulness. 
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1.3.Significance of the Study 

This study has three significant contributions to the literature:  

1) This study compares the related literature on the technology selection problem 

for various DS technologies from a socio-technical point of view.  

2) The study presents a requirements-based holistic technology selection 

methodology covering the end-to-end DSWs and the entire DS technology 

landscape covering infrastructure, platform, and application levels. 

3) The study validates the proposed technology selection methodology by 

applying it on exemplary DSW to choose the most appropriate technologies. 

1.4. Research Strategy and Organization of Thesis 

The need for a comprehensive method for data science technology selection is 

recognized following an academia and industry collaboration project. Conducting an 

extensive literature review helped determine the technology selection methods used in 

Information Technology (IT) and DS domains. The findings are analyzed, and the 

proposed method is developed iteratively through regular group meetings and periodic 

literature reviews. Finally, the designed method is revised and validated in a case 

study.  

The thesis consists of 6 chapters. Following this introductory chapter, Chapter 2 

provides an overview of Data Science & Processes, DS Technologies, Technology 

Management, Decision-Making Approaches, and Technology Selection Studies. 

Chapter 3 identifies the research questions, the research goals, and the research 

approach, respectively. Chapter 4 describes the proposed method for DS technology 

selection. Chapter 5 tests this proposed method in a case study and presents the results. 

Chapter 6 summarizes the findings, contributions limitations, and future work. 
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CHAPTER 2 

 

LITERATURE REVIEW 

 

In this section, a relevant literature review is presented. First, DS and its respective 

technologies are briefly explained. Secondly, Technology Management and its 

respective subdomains are reviewed. Next, decision-making approaches, including 

Multi-Criteria-Decision-Making and Group-Decision-Making, are discussed. Finally, 

the technology selection approaches used in the analytics domain are inspected and 

evaluated. 

2.1 Data Science  

DS is one of the rapidly developing areas in the Information Technology world. It is a 

broad field that can be considered as an intersection point of three areas. These are 

mathematics and statistics, computer science, and another domain like biology, 

physics, and finance, as shown in Figure 1 [15]. New Vantage Partners [16] predict 

that 97.2% of organizations will invest in DS  and AI to improve competitiveness. 

Thanks to its interdisciplinary nature DS is used extensively in various industries, 

including Retail, Medicine, Banking, Finance, Manufacturing, Construction & 

Transportation, Energy, and many more [17]. It enables organizations to assess, 

document, and keep up with key performance indicators for organizational decision-

making. Companies can use DS to analyze their processes, customers, and productivity 

to enhance their performance and profitability [18].  

  

Figure 1: Data Science Venn Diagram, image based on [15] 
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Data alone is not helpful for organizations. Information gathered from Data helps 

organizations and people to make insightful decisions. DIKW Pyramid [19] states data, 

information, knowledge, and wisdom hierarchy. In this pyramid, Data is defined as the 

collection of raw facts or observations. In the second level of the pyramid, information 

can be found which is derived from data. Next, refining Information, Knowledge, and 

Wisdom levels follow. DS works as a facilitator tool to step into higher levels and 

make sense of the available Data. 

 

Figure 2: DIKW Pyramid, image based on  [19] 

Activities listed under DS Lifecycle Management Methods should be understood to 

understand what is considered a DS processing activity. 

2.2. Data Science Lifecycle Management Methods 

Researchers and practitioners from academia and industry have developed process 

models to plan and oversee the DS tasks to streamline data mining and analytics 

projects. Analytics teams frequently use KDD, CRISP-DM, and Microsoft's Team 

Data Science Process (TDSP) to plan DS-related workflows among these process 

models. 

KDD [6]  was developed by academic experts in the late 1990s.  KDD consists of the 

following steps with possible back steps from the Interpretation/Evaluation step when 

required. The figure below shows how the KDD process model operates: 

Wisdom

Knowledge

Information

Data
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Figure 3: KDD Process, image based on [6]   

Cross-Industry Standard Process for Data Mining (CRISP-DM) [7] is a similar 

approach that takes an iterative DS project management approach. There are loops 

between business understanding and data understanding, data preparation and 

modeling, and business understanding and evaluation. The following figure depicts 

the steps of CRISP-DM:  

 

 

 

 

 

 

 

 

Team Data Science Process (TDSP) [20] is the most recent one among the three 

process models. Microsoft has developed TDSP to advance the prominent and 

competent CRISP-DM approach. TDSP takes the deployment and modeling steps into 

account with more depth. KDD and CRISP-DM were developed when the variety of 

analytics-related workflows was limited to standard database querying or basic data 

mining techniques. However, TDSP is designed according to Big Data and AI-based 

workflows and alternative deployment environments like Cloud, Edge, and On-

Premises. The following figure depicts how Microsoft TDSP operates: 

Figure 4: CRISP-DM Process, image based on [7] 



8 

 

 

 

Figure 5: Team Data Science Process, image is based on [20] 

DS is a broad field that collaborates with computational domains that work on data-

intensive tasks. Areas that converge with DS are listed as the following [21]–[23]:  

 

 

 

 

 

 

A DSW consists of multiple processing steps, including modeling. This step can 

include AI models, Rule-Based Systems, Data Mining, and BI techniques.  In 

addition, AI covers ML, DL, CV, and NLP fields, that provide dedicated models and 

algorithms used in the modeling stage. Next, Big Data has distinctive dimensions, 

including Volume and Velocity. Volume characteristic of Big Data maps to the storage 

step of the DS process, whereas Velocity characteristic maps to the Data Acquisition, 

Data Preparation and Data Processing. Powerful hardware resources are a must to 

implement state-of-the-art analytics solutions. Cloud, Edge Computing, and HPC 

technologies can provide the necessary infrastructure to run these solutions. 

2.3. Data Science Technologies 

DSWs consist of multiple data processing steps, as stated in 2.2. Each of these steps 

may require different technologies. Also, because of research and development 

progress in AI & DS, new infrastructure and software technologies are being 

• Artificial Intelligence  

• Machine Learning  

• Deep Learning (DL) 

• Computer Vision (CV) 

• Natural Language Processing (NLP) 

 

 

• Big Data 

• Business Intelligence (BI) 

• Data Analytics & Data Mining 

• Cloud/Edge Computing 

• High-Performance Computing (HPC) 
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developed and released quickly. One other driving force for these new technologies is 

the large tech companies.  These companies develop in-house solutions, but then to 

expedite their development processes, these software technologies are then 

transformed into open-source packages so that other software developers and 

specialists can contribute and utilize these technologies for their use [4]. Some 

examples of open-source technologies with their organizations and domains include: 

Table 1: Open-Source Technologies Developed by the Industry 

Organization  Technology Domain 

Twitter Apache Storm [4][24],  Apache Heron [25] Stream Processing 

LinkedIn  Apache Kafka [26] Stream Processing 

Facebook  Prophet[27]  Machine Learning 

Facebook PyTorch [28] Deep Learning 

Google Tensorflow [29] Deep Learning 

Google Apache Hadoop [30], Apache Beam [31] Batch Processing 

Google  Kubernetes [32] Resource Manager & 

Container Platforms 

Intel OpenCV [33] Computer Vision 

 

Thanks to both developments in academia and industry, a multitude of technology has 

emerged. In the Data Science technology landscape, the technologies vary according 

to different aspects: First, technologies differ according to their purpose or task. These 

tasks can be considered storage, visualization, data exploration, prediction, image 

processing, and other data processing tasks. Suppose that chosen task is storage. Next, 

databases, file systems, or files should be considered. However, in the case of 

visualization, visualization libraries and dashboarding libraries should be evaluated. 

Secondly, the infrastructure where these software technologies are deployed; promotes 

this technology variety. These technologies can be run on on-premises machines, edge 

devices, cloud, or High-Performance-Computing infrastructures. In addition, in the 

case of the cloud, the commercial technologies vary according to the cloud provider 

since cloud vendors like Amazon Web Services [34], Microsoft Azure [35], and 

Google Cloud Platform [36] offer commercial solutions for similar problems. 

Infrastructure includes the platforms where the source codes are run, and the hardware 

and the processing units inside these machines play an essential role. Industry leaders 

in computer hardware and semiconductors are developing dedicated processing units 
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for Data Science tasks. These units are Graphical Processing Units [37], Data 

Processing Units [38], and Tensor Processing Units [39].  

Thirdly, the algorithm or the model to be used also creates a variety of technologies as 

well. The technologies that work on statistical tests and techniques differ from those 

of machine learning or deep learning. Furthermore, the developer of the technologies 

causes them to differentiate. The open-source community develops software 

technologies, whereas companies develop commercial solutions with similar 

capabilities. One other aspect to consider is the data. According to the definition of 

Big Data, it has five dimensions: Volume, Velocity, Variety, Veracity, and Value [40].  

Data's characteristics also affect the storage type, such as relational, non-relational, or 

object database, and the processing type, such as batch or real-time processing. The 

following section discusses the DOTS Framework, which identifies the critical factors 

in Analytics processes. 

2.4. DOTS Framework 

Kayabay et al. [9] propose the DOTS research framework that delineates the factors 

that influence the use of data science and data-driven transformations. These factors 

are Data, Organization, Technology, and Strategy. Kayabay et al. use these factors and 

their subfactors as a template to prepare Data Science Roadmaps. The following table 

depicts the dimensions of these factors: 

Table 2: DOTS Framework [9] 

Data Organization Technology Strategy 

• Data Governance 

• Development 

• Data Collection 

• Insights 

• Design 

• Requirements 

Collection 

• Deployment 

• Expertise 

• Organizational Culture 

• Project Management 

• Managerial Issues 

• Organizational 

Structure 

• Human Resources 

Management 

• Software 

Management 

• Hardware 

Management 

• IT 

Governance 

• Business Value 

• Strategic 

Objectives 

• Environment 

• Transformation 

Socio-technical approaches may be required for streamlining analytics process. Thus, 

it may help using technology management approaches. The following section 

investigates the technology management and its activities. 
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2.5. Technology Management  

Cetindamar et al. [41] define Technology Management (TM)  as "planning, directing, 

controlling, and coordinating the development and implementation of technological 

capabilities to shape and accomplish their strategic and operational objectives." TM 

comprises five activities: acquisition, identification, exploitation, protection, and 

selection. The following part discusses the activities and their capabilities. 

2.5.1. Acquisition 

Technology acquisition is how an organization obtains technological resources 

according to its business goals. Mainly there are two ways of technology acquisition. 

First, the required technology is obtained through in-house product/service Research 

and Development (R&D) activities. The other approach is acquiring the needed 

technology from an external institution by purchasing, outsourcing, licensing, Mergers 

and Acquisition (M&A), or collaborating with organizations. P&G, one of the 

prominent companies in the global Fast Moving Consumer Goods industry, utilizes 

in-house R&D teams worldwide. Also, the company outsources, collaborates, and 

seeks new joint ventures to expand its technology capabilities.[42] 

2.5.2. Exploitation 

Cetindamar et al. [41] define technology exploitation as "the utilization of new 

technology or scientific developments to improve the performance of products, 

services or manufacturing processes." Exploitation consists of 

commercialization/marketing, technology transfer, and utilization. Suzlon Energy, one 

of the industry leaders in Wind Power, has acquired a failing wind turbine producer 

from Germany and exploited their opportunities by customizing the purchased 

company's products according to its market needs [41].  

2.5.3. Identification 

Technology identification activities aim to foresee the technologies and applications 

that can significantly affect the business. Organizations must regularly search and 

assess emerging and present technologies and opportunities to identify suitable 

technologies. Technology identification consists of several activities: technology 

auditing, forecasting technology and markets, identifying organizational capabilities, 

and documenting and disseminating the information.  

2.5.4. Protection 

Technology protection [42] aims to preserve the intellectual assets inside the company. 

There are two types of intellectual assets: legally protected and intangible assets. 
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Legally protected assets are considered intellectual property protected by copyright, 

patent, trademark, and industrial design rights. Employees can be given incentives, or 

senior management can promote corporate entrepreneurship to preserve intangible 

assets like employee know-how. 

2.5.5. Selection 

When more than one technology is suitable in an area, the selection should be made 

according to a list of criteria relevant to the domain's requirements and the 

organization's strategic objectives [43]. In addition, Technology Selection (TS) 

represents a crucial decision in the early stages of a project, which can substantially 

impact the economic viability [44]. Therefore, this decision requires a disciplined 

evaluation method to select the most appropriate, efficient, and cost-effective solution. 

TS is an issue in the Information Technology & Analytics domain. Still, it is also a 

problem in all areas where technology is at the project's backbone. The following part 

sheds light on the case studies regarding TS. 

The literature includes studies of technology selection from various domains. Prasad 

& Somasekhara [45] selected telephony technology infrastructure for the Indian 

government by using AHP. Also, Ahmed & Ahmed [46] investigated choosing a 

suitable water purifier for the city of Bangladesh. So, the technology selection problem 

is common and is handled across different domains. 

The technology selection problem is explored in the software domain as well. To begin 

with, Jusoh et al.  [47] worked on the issue of open-source software selection. This 

research focuses on a selection methodology that uses AHP, a Multi-Criteria Decision-

Making (MCDM) method, including reliability, usability, performance efficiency, 

functionality, maintainability, security, responsiveness, assurance, and empathy. 

Finally, a software toolkit is implemented using the selected functional and non-

functional criteria and open-source software alternatives. Also, Şener et al. [48] 

implemented Multi-Criteria Decision-Making to choose a cloud service. Next, the 

following section elaborates on Multi-Criteria Decision Making and its use cases 

accordingly.  

2.6. Multi-Criteria Decision-Making 

TS is a complicated problem that requires an assessment of technology alternatives 

based on numerous factors. Due to this characteristic of the problem, the solution 

requires using Multi-Criteria Decision-Making methods, thus making it an MCDM 

problem. In addition, MCDM methods determine the best feasible solution according 

to established criteria with multiple alternatives. There are various methods and 

techniques used for MCDM problems. Some include Analytic Hierarchy Process 

(AHP) [49], TOPSIS [50], and Fuzzy methods [51]. The following segment looks into 

how AHP works. 
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2.6.1. Analytic Hierarchy Process  

AHP [26], a quantitative approach, is one of the most popular MCDM methods as it 

provides consistency measures. It works by deriving priorities among criteria and 

alternatives. This process takes in the experts' opinions in numerical values and returns 

the highest-scoring ones among the options. Here follow the steps of AHP according 

to Gerdsri et al.[52]: 

1) Develop the weights for criteria by 

a. Construct a pairwise comparison matrix for each criterion by assigning 

values between 1-9 

b. Normalize the resulting criterion matrix 

c. Average the values in each row to get the corresponding rating 

d. Calculate and check the consistency ratio 

2) Calculate the weighted average rating for each decision alternative 

3) Conduct steps 1 and 2 for each expert and calculate the mean scores of the 

weighted rating score for each decision alternative 

4) Choose the one with the highest score 

The figure below represents the architecture of the Analytic Hierarchy Process: 

 

Figure 6: AHP Architecture, image is taken from [52] 

Apart from quantitative expert-based methods, there are also qualitative approaches. 

These are also examined under Group Decision-Making in the following section. 

2.7. Group Decision-Making  

Group Decision-Making (GDM) techniques are used when people need to select 

alternative options. There is no limit to the number of people participating in group 

decision-making; however, it mainly varies between 2-7, but it can differ from one 

GDM method to another [53]. The composition of these groups can vary according to 

the nature of the decision. If it is a domain-specific decision, then the group should be 

chosen from experts, and if it is about a problem that requires input from different 

demographics, the group should be mixed [54]. There are numerous GDM methods: 

Brainstorming [55], Dialectical Inquiry [56], Nominal Group Technique [57], and 
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Delphi Technique. Among these methods, Delphi Technique [58] will be investigated 

in the following part. 

2.7.1. Delphi Technique 

The Delphi technique [58] is a group decision-making process used to reach a 

consensus by surveying experts' panels. This process consists of several rounds of 

questionnaires, including open-ended and multiple-choice questions in which experts 

share their answers. At the end of each round, responses are aggregated and shared 

with the group. Experts can change their responses according to the aggregated result, 

and after multiple rounds, the goal is to reach a consensus. Not to encounter any expert 

dominance, the Delphi technique should be done anonymously and individually so that 

any personal bias does not affect the decision-making process of individuals. This 

method provides different perspectives on a specific problem that can be shared 

democratically, and the final decision would be made as a result of the wisdom of the 

crowds. 

Here follows the tentative roadmap for the Delphi technique on a single step of a 

decision-making process: 

1. Step 1: A group of experts is gathered. 

2. Step 2: The forecasting/ranking/selection task is identified and shared with the 

group. 

3. Step 3: Experts make their selection/listing/forecast with their justifications. 

Then these are collected and summarized to provide feedback. 

4. Step 4: Feedback is shared, and experts can review their answers and update 

their choices. Step 3-4 is iterated until a consensus is reached among experts. 

5. Step 4: Consensus is reached. 

In addition, AHP and Delphi Technique can be used together to decide, as in the study 

by Abdelanbi [11]. Considering MCDM methods, GDM methods, the DOTS 

Framework, and Data Science Technologies, the following part analyzes the analytics 

selection studies in the literature. 

2.8. Analytics Technology Selection Literature 

Literature includes numerous studies regarding technology selection for analytics 

technologies. After elaborating on these studies, section 2.9 presents evaluation 

criteria for these technology selection methodologies. Next, these studies are evaluated 

in terms of these criteria. Finally, knowledge gaps are determined in section 2.10. 
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Collier [58], one of the pioneers in analytics software technology selection, worked on 

selecting Data Mining software for a financial project among numerous options using 

a Weighted Sum approach. In contrast, Dakić et al. [60] utilize a decision tree-based 

approach to compare data mining technologies. Altalhi et al. [61]  also evaluated and 

compared open-source data mining and knowledge discovery software suites using 

weighted sum scoring and checklists. Kachaoui et al. [10] have worked on selecting a 

Big Data Storage (Data Warehouse, Data Lakehouse) for three different organizations: 

an R&D Institution, a Governmental Organization, and an SME by using AHP 

considering technical, social, and cost-related criteria. Similarly, Klein and Gorton 

[62] have proposed a design assistant for NoSQL technology selection. Furthermore, 

a Fuzzy-based MCDM approach is used for Data Warehouse selection. Lněnička [12] 

selected AHP, Rouhani et al. [63] chose Fuzzy MCDM and FSIR, Ilieva [64] used 

TOPSIS, and Uddin et al. [65] used a Fuzzy TOPSIS approach to select a Big Data 

Platform among Amazon Kinesis, Apache Hadoop, Apache Spark, Cloudera, MapR, 

and other alternatives. A study by Singh et al. [66] selected a Big Data Platform for a 

Hospital in India using a Rembrandt System. In addition, Volk et al. [67] adopted a 

method that is a combination of AHP and SACAM to compare Big Data Reference 

Architectures, including Lambda, Bolster, and Kappa, for various scenarios. Next, 

Grandhi and Wibowo [13] presented a study on Data Visualization technology 

selection using Intuitionistic Fuzzy MCDM among Power BI, Tableau, Looker, and 

Aster Discovery. AHP is also used to select a programming language for novice 

programmers to use in data analytics applications by Abdelnabi [11]. Similarly, a 

decision tree is used for query programming language selection [68]. Regarding the 

Business Intelligence Systems, Büyüközkan [69] has chosen Hesitant Fuzzy Linguistic 

AHP with the COPRAS method to select the most suitable alternative. In contrast, a 

Hybrid of the AHP & TOPSIS model is used for ETL technology selection [70]. 

Lehman et al. [71] proposed a Big Data technology stack selection method considering 

data acquisition, analytics, generation, processing, and storage technologies with the 

help of checklists and decision trees. Lastly, Volk et al. [72] introduced a multi-staged 

MCDM method to select a Big Data technology stack. 
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2.9. Evaluation 

According to Kerr et al. [14], a strategic technology management toolkit should have 

seven characteristics. Also, these characteristics should apply to technology selection 

methods and tools. These characteristics, abbreviations, and definitions are as follows: 

Table 3: Strategic Technology Management Toolkit Characteristics 

Characteristic Definition 

Human-centric (H) A Human-centric approach should enable individuals to participate 

and engage with others to provide a solution resulting from social 

interaction and meaningful collaboration. 

Workshop-based 

(W) 

A Workshop-based approach should include physical or virtual 

meetings to have group interaction. 

Neutrally facilitated 

(N) 

The workshop where the technology management tool is applied 

should be facilitated neutrally and objectively. 

Lightly processed 

(L) 

The workshops should start in small, dedicated groups and iterate fast. 

Modular (M) Tools should be modular so that they can be integrated with other tools 

Scalable (S) Scalability refers to the hierarchy levels where the tool can be used 

within an organization, such as by executives and the product 

development team. 

Visual (V) Tools should have some form of visualization during their application 

and the outputs. 

 

In Table 4, each technology selection approach discussed in Chapter 2.7 is summarized 

and analyzed in terms of strategic technology management toolkit characteristics. The 

character 'ü' indicates	fulfillment,	and	'*ü' indicates partial fulfillment. 
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Table 4: Technology Selection Approaches in the Analytics Domain 

 

Article Technology 
Category 

Technology 
Alternatives 

Selection 
Method 

Selection 
Criteria 

Validation H W N L M S V 

[59] Data Mining 
Software 

Knowledge 
Seeker, Data 

Mind, Clementine, 
Darwin 

Weighted Sum Performance, 
Functionality, 

Usability, 
Auxiliary Tasks 

Case Study: Data 
Mining 

Technology 
Selection for 

Finance 

  

ü 

  

ü 

 

ü 

  

[61] Data Mining 
Software 

AlphaMiner, 
CSMR, ELKI, 

D.ESOM, KEEL, 
DataMelt, 

GDatamine, 
Knime, Rattle, 
MiningMart, 

SPMF, Weka, 
ML-Flex, Tangara, 

Orange, 
RapidMiner, 
V.Waabbiti, 

Adam, ADAMS 

Weighted Sum 
Scoring, 

Functionality 
Mapping 

Performance, 
Functionality, 

Usability, 
Auxiliary Tasks 

Case Study: 
Technology 
capability 
ranking 

 

ü 

 

ü 

  

ü 

 

ü 
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Table 4 continued: 

 

 

[61] Data Mining 
Software 

AlphaMiner, 
CSMR, ELKI, 

D.ESOM, KEEL, 
DataMelt, 

GDatamine, 
Knime, Rattle, 
MiningMart, 

SPMF, Weka, 
ML-Flex, Tangara, 

Orange, 
RapidMiner, 
V.Waabbiti, 

Adam, ADAMS 

Weighted Sum 
Scoring, 

Functionality 
Mapping 

Performance, 
Functionality, 

Usability, 
Auxiliary Tasks 

Case Study: 
Technology 
capability 
ranking 

 

ü 

 

ü 

  

ü 

 

ü 

  

[60] Data Mining 
Software  

Weka, Azure ML 
Studio, 

RapidMiner H20, 
Apache Spark 

Decision Tree General 
Characteristics, 

Data 
Management, 
Functionality, 

Usability 

No Validation: 
Mapping of each 
technology with 

functionality 

    

ü 

 

ü 

 

 

 

ü 
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Table 4 continued: 

 

 

[10] Big Data 
Storage 

Data Lake, Data 
Warehouse 

AHP Technical, 
Organizational, 

Cost related 

3 case studies: 
Research 

Institution SME, 
Public Sector 

Institution 

 

ü 

 

ü 

  

ü 

 

ü 

  

[73] Data 
Warehouse 

Technologies are 
not shared 

Fuzzy MCDM System-related, 
Vendor, 

Organizational 

Case Study: Bar 
Code 

Implementation 
Project for 

Agricultural 
Products in 

Taiwan 

 

ü 

 

ü 

  

ü 

 

ü 

  

[11] Programming 
Language 

Python, Java, R, 
SQL, Scala, C 

AHP Functionality, 
Performance, 

Cost, Usability 

Case Study: 
Choosing a 

programming 
language for a 

novice data 
analyst 

 

ü 

 

ü 

  

ü 

 

ü 

  

[68] Database 
Querying 
Language 

Cobol, SQL, 
Alpha, Rabbit, 

Taxis 

Decision Tree Usability, 
Functionality, 

User Type, 

Comparison and 
Categorization 

    

ü 

 

ü 

 

 

 

ü 
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Table 4 continued: 

[13] Data 
Visualization 

Aster Discovery, 
Power BI, 
Tableau, Looker 

Intuitionistic 
Fuzzy MCDM 

Cost, Usability, 
Functionality, 

Security 

Case Study: 
Dashboard 

Selection Power 
and Electrical 

Equipment 
Industry 

 

ü 

 

ü 

  

ü 

 

ü 

  

[12] Big Data 
Platform 

Amazon Kinesis, 
Apache Hadoop, 
Apache Spark, 
Apache Storm, 

Cloudera, 
GridGrain, 

Hortonworks, 
HPCC, InfoSphere 
Streams,  MapR, 

Sphere" 

AHP Technical, 
Organizational, 

Cost related 

3 case studies: 
Research 

Institution SME, 
Public Sector 

Institution 

 

ü 

 

ü 

  

ü 

 

ü 

  

[64] Big Data 
Platform 

MapR, 
Hortonworks, 
BigInsights, 

Cloudera, Pivotal 
HD 

Fuzzy MCDM, 
FSIR method 

Performance, 
Functionality, 

Usability, 
Security 

Case Study:  

Big Data 
Platform 
Selection for an 
Iranian IT 
Company 

 

ü 

 

ü 

  

ü 

 

ü 
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Table 4 continued: 

 

 

 

[65] Big Data 
Platform 

Cloudera, MapR, 
Apache Hadoop 

Fuzzy TOPSIS Performance, 
Data 

Management 
Strategy, 

Usability, Cost 

Case Study: 
Technology 
capability 
ranking 

 

ü 

 

ü 

  

ü 

 

ü 

  

[66] Big Data 
Platform 

Hadoop, MapR, 
PIG, Hive, JAQL, 

Zookeeper, 
HBase, Cassandra, 

Oozie, Lucene, 
Avro, Mahout 

Rembrandt 
System 

Performance, 
Usability, 
Granular 

Manipulation, 
Security 

Case Study: 
Selecting Big 

Data Platform for 
a Hospital in 

India 

 

ü 

 

ü 

  

ü 

 

ü 

  

[69] Business 
Intelligence 

Technologies 

Power BI, Sisense, 
Qlik, Tableau 

Integrated 
Hesitant Fuzzy 
Linguistic AHP 

& COPRAS 

Technical, 
Functionality, 
Organization, 

Cost 

Case Study: 
Research 

organization to 
implement BIS 

 

ü 

 

ü 

  

ü 

 

ü 

  

[70] ETL 
Technologies 

Technologies are 
not shared 

Hybrid of AHP 
& TOPSIS 

Functionality, 
Vendor, 

Usability, 
Reliability, Cost  

Case Study: 
According to 

chosen criteria 
and metrics 

 

ü 

 

ü 

  

ü 

 

ü 
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Table 4 continued: 

[71] Big Data 
Technologies 

Multiple 
technology 

alternatives for 
multiple 

technology 
categories 

Functionality 
Technology 
Mapping, 

Decision Tree, 
Compatibility 

Mappings 

Strategy, Data, 
Time, Analytics 

capability 

Case Study: 
Shopping Market 

Big Data 
Infrastructure 
Case Study 

 

 

 

ü 

  

ü 

 

ü 

 

ü*  

 

[72] Big Data 
Technologies 

Multiple 
technology 

alternatives for 
multiple 

technology 
categories 

Multi-staged 
MCDM, 
Filtering 

technologies 
according to 
functional 

requirements 

Functionality, 
Usability, 
Availability, 
Cost, 
Performance, 
Data 
Management, 
Regulations 

Case Study: Big 
Data Client-
Server System 

 

ü 

 

ü 

  

ü 

 

ü 

 

ü* 
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2.10. Analytics Technology Selection Literature 

Organizations aiming to be data-driven and planning complete their digital transformation 
are incorporating Data Science into their business processes. Adopting Data Science 
principles and technologies is a complex task that requires detailed and holistic planning. 
One crucial aspect that should be considered in Data Science adoption is the technology 
dimension. Numerous technologies have emerged thanks to developments in the hardware 
and software industries. In addition, Data Science processes consist of multiple processing 
steps. At the same time, each of these processing operations may require different 
technologies.  

Literature offers some studies regarding technology selection approaches in Data Science 
technologies. Firstly, no model considers the seven principles of developing a strategic 
technology management kit [14]. In addition, [10], [11], [12], [13], [59], [60], [61], [64], 
[65], [66], and [69] worked on selecting a single technology category like visualization 
tool and databases. These studies do not adhere to the end-to-end structure of the Data 
Science workflows consisting of multiple interoperable technologies. Also, these studies 
use several approaches, including Weighted Sum, MCDM, Decision Trees, Checklists, 
and Rembrandt Systems. For validation of the methods, these studies include case studies 
and selection criteria covering technical, financial, and organizational aspects. 
Furthermore, the selection literature lacks diversity since the studies mostly cover the 
same technology categories like Big Data Platforms and Data Mining Software Packages. 

The studies [71] and [72] are the only ones that are investigating the selection of data 
analytics stacks consisting of multiple technologies. Furthermore, these studies' scope is 
limited to Big Data technologies and does not cover the entire technology categories in 
the DS technology landscape. [71] provides technology selection for the Acquisition, 
Storage, Processing, and Analytics steps of a Big Data workflow with the help of a 
predefined Decision Tree. Thus, this method is limited in the number and variety of 
technology categories and is likely to become obsolete as new alternatives emerge for 
each category. [72] uses multi-round MCDM to select a Big Data technology stack. The 
selection approach here works on selecting each technology category alone and then 
merging them to make a stack. However, this approach lacks to evaluate the technology 
stack holistically. This method may provide suitable selections for each technology 
category, but it may not provide the most suitable stack since it does not present a holistic 
approach. Lastly, these two studies do not implement a proof-of-concept deployment to 
test the finalized stacks.  
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Consequently, this study identifies the following knowledge gaps in the literature: 

1. No study in the literature investigates and assesses the Data Science technology 
selection approaches.  

2. There is no comprehensive Data Science technology selection method covering 
the end-to-end Data Science workflow and the entire technology landscape. 

3. No technology selection method meets the seven principles of strategic technology 
management toolkits. 
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CHAPTER 3 

 

RESEARCH APPROACH 

 

3.1 Research Questions & Objectives 

This study aims to develop a novel holistic method for technology selection for Data 
Science projects and workflows. Two research questions help identify the scope of this 
master thesis is: 

1. What methods and approaches are used for analytics technology selection in the 
literature?  

2. How can we develop a technology selection method covering the entire Data 
Science landscape and the end-to-end DSW? 

Accordingly, this study has the following objectives considering the research questions 
together with the knowledge gaps in the literature:  

1. To systematically identify, analyze and categorize the technology selection 
approaches and criteria used in the DS domain 

2. To develop a comprehensive technology selection method that covers the entire 
DSW and DS landscape   

3. To apply the method on a DSW to validate the method's applicability and 
usefulness. 

3.2 Research Approach 

The research started by realizing and understanding the problems and complexities of 
technology selection for analytic workflows. Next, a literature review is conducted to 
determine the commonly used technology selection approaches in analytics software 
selection and the critical factors that distinguish these technologies.  

Then the research progressed based on the principles for developing strategic technology 
management toolkits [14]. Each study found via the literature review is mapped regarding 
these principles, technology, alternatives, selection criteria, and selection method. Thus, 
the characteristics that a novel holistic method should satisfy are determined. 
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Following this mapping of these studies, an exploratory research approach is followed. 
The research process is iterative and consists of a literature review and group meetings 
where the current technology selection methods and approaches are evaluated in terms of 
their strengths, weaknesses, and scopes. Then, according to these studies, a new method 
is developed incrementally. After each of these discussions, the literature is revisited in 
line with the shortcomings of the newly developed model. Subsequently, newly found 
techniques and methods are added to the list of candidate approaches. Then, a new method 
is constructed after a few iterations with the help of analytics lifecycle models, the studies' 
strengths, and alternative solutions to the studies' shortcomings. Therefore, a new 
technology selection method covers the end-to-end DSW, and the entire DS technology 
stack is developed. In addition, this method complies with all fundamental principles for 
developing industrially relevant strategic technology management toolkits. Finally, it is 
tested in a case study to validate the proposed method. The following diagram depicts the 
steps of the research approach. 

 

 

 

 

 

 

 

Figure 7: Research Approach 
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CHAPTER 4 

 

DATA SCIENCE TECHNOLOGY SELECTION METHOD 

 

In this chapter, the proposed Data Science Technology Selection is presented. There are 
two groups for implementing this method: facilitators who follow the steps and run the 
method and evaluators who provide input in decision-making. The proposed technology 
selection method (Figure 9) starts with determining the requirements for the given project. 
Then, the technology alternatives are mapped and filtered according to these requirements. 
Following this step, the remaining alternatives are ranked according to the developers’ 
preferences, and thus, the most suitable set of alternatives is determined. Also, during the 
implementation of this method, many artifacts are created and used. 

This chapter consists of three main parts. In section 4.1, the expected requirements and 
the responsibilities of the participants are described. Next, section 4.2 highlights the 
artifacts that are developed for this method. Finally, in section 4.3, the proposed method 
is explained step by step in detail. In chapter 5, this method is demonstrated on an 
exploratory case study. 

4.1 Participants 

According to the key principles of developing industrially relevant strategic technology 
management toolkits, a method should be neutrally facilitated; thus, it should be applied 
objectively. The proposed method would be run by two parties to comply with the 
neutrally facilitated principle [14]. These are the Facilitator and the Evaluator teams. 
Facilitators are the ones who will be applying the method objectively according to the 
input from the Evaluators, who are the domain experts. Both parties should have experts 
from either academia or the industry.  

The requirements that the experts from both academia and the industry must have as the 
following:  

• Bachelor's degree in Computer science, Electrical & Electronics Engineering, 
Information Systems, IT, or any other related field 

The following are the expected attributes of an expert from academia in addition to the 
requirements: 
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• Master's or Ph.D. student with an emphasis on analytics and who is in their thesis 
phase 

• Faculty with Ph.D. in Computer Science, Electrical & Electronics Engineering, 
Information Systems, IT, or any other related field 

Grade student or Faculty with the following research interests:  

• Data Science, AI, Machine Learning, Digital Transformation, Computational 
Social Science, Cloud Technologies, and related fields 

The following are the expected attributes of an expert from the analytics industry in 
addition to the requirements: 

• Master's or Ph.D. in Computer Science, Electrical & Electronics Engineering, 
Information Systems, IT, or any other related field would be preferred but not 
mandatory 

• Minimum of 3 years and more expertise in the analytics domain 

• Knowledge of AI & Data Science principles 

• Expected job titles: Machine Learning Engineer, Deep Learning Engineer, Data 
Engineer, Data Scientist, Data Analyst, Analytics Manager, and other related titles 

4.2 Artifacts 

There are artifacts required throughout the technology selection process. These are the 
Technology Vision Statement, Data Science Workflow, Functional and Non-Functional 
Requirements, and Differentiating Features. Finally, the suitable Technology Stack would 
be determined at the end of the selection process. In the following part, these artifacts are 
explained. 

4.2.1 Technology Vision Statement 

The technology vision statement needs to be constructed to understand the technological, 
organizational, and environmental capabilities and constraints. This artifact is constructed 
according to the answers to the interview questions in Appendix A. Technology Vision 
Statement covers the following dimensions: Organization, Data Infrastructure, Software, 
Experience, Environment (ODISEE). 
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Table 5: ODISEE Dimensions 

Dimension Details 

Organization Organizational Strategy and Financial Limitations 

Data Data Characteristics and Requirements 

Infrastructure Available On-Premises, Cloud, HPC, Edge, and Other Hardware 
Capabilities & Resources 

Software Data Processing Steps, Techniques, and Models to be used 
Throughout the Project 

Environment Legislative or Environmental Limitations, Technological Trends and 
Drivers, Sectoral Considerations and Practices 

Experience Teams' Experience in Programming Languages, Libraries, 
Frameworks, Platforms, and Techniques 

4.2.1.1 Technology Vision Statement Development 

The development team should ask the right questions to construct the technology vision 
statement. However, it may be difficult and not practical to have a static question set that 
would help shape the technology vision statement since each DSW may have different 
requirements regarding the organization, data, software, infrastructure, and other 
dedicated requirements. Instead, a preliminary question set and guidelines to add and tailor 
new question sets according to the project should be more applicable and practical.  

The preliminary generic question set for each ODISEE dimension is constructed as the 
following: 

Organization: 

• What is the type of organization? (Government, Research, Enterprise, SME) 

• What is the planned budget for this project? 

• Does the organization/team have any open-source or commercial software 
preferences? 

• Does the organization have on-premises or cloud platform preferences? 
Data: 

• What is the type of dataset? (Tabular, image, time-series) 
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• What are the size and dimensions of the dataset? 

• Does the dataset require frequent updates? 

• Does the dataset have any privacy or security requirements? 

• Does the dataset have any storage requirements? 
 

Infrastructure: 

• Does the team have any on-premises resources at hand? What are the 
specifications of those resources? 

• Does the team have any cloud platform subscriptions? What are the resources and 
limitations? 

• Does the team have any other infrastructure platform or hardware alternative at 
hand?  

Software: 

• What statistical methods, algorithms, models, and techniques are required for each 
step? 

• What type of development platform is required? 
Experience: 

• What are the programming languages, frameworks, libraries, SDKs, and platforms 
the team has experience with? 

• What are the infrastructure resources, OS, and cloud platforms the team has 
experience with? 

Environment: 

• Does the domain require any infrastructure limitations and regulations? 

• Does the domain require any processing limitations and regulations? 

• Does the domain require any storage limitations and regulations?  

According to the answers provided by the development teams, additional follow-up 
questions could be constructed using the DOTS Framework and its dimensions [74]. 
Higher-level dimensions of the DOTS Framework can be observed in Table 6. These 
questions can be constructed by analyzing each dimension and its secondary dimensions 
respectively, considering their definitions in a checklist-based fashion, then addressing 
questions relevant to the business problem. 
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Table 6: DOTS Framework [74] 

Data Organization Technology Strategy 

• Data Governance 

• Development 

• Data Collection 

• Insights 

• Design 

• Requirements 
Collection 

• Deployment 

• Expertise 

• Organizational 
Culture 

• Project 
Management 

• Managerial Issues 

• Organizational 
Structure 

• Human Resources 
Management 

• Software 
Management 

• Hardware 
Management 

• IT Governance 

• Business Value 

• Strategic 
Objectives 

• Environment 

• Transformation 

 

To provide an example of the secondary dimensions, Data Governance’s secondary 
dimensions are presented [74] below:  

 

 

 

 

 

 

4.2.2 Data Science Workflow 

A DSW describes the steps in a DS project, including querying, modeling, visualization, 
and other data-integrated processing steps. DS project's task and requirements should be 
determined to plan a DSW. Input from the Technology Vision Statement's Data, 
Infrastructure, and Software dimensions will shape the project's requirements. The 
CRISP-DM lifecycle model will act as a blueprint to synthesize the DSW for a given 
project.  An exemplary DSW can be seen in Figure 3. 

• Data Quality 

• Sensitivity 

• Existing Data Integration 

• Meta-data management 

• Data lifecycle management 

• Standards and guidelines 

• Availability 

• Accessibility 

• Data value 

• Usability 
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4.2.3 Cascading Interoperability Requirements 

Cascading Interoperability Requirements are the requirements that emerge from the 
dependencies between technologies from multiple consecutive DSW steps. If a 
technology alternative is decided on a single step, then the interoperability of this 
technology should also be listed as a functional requirement for the other related DSW 
steps. 

4.2.4 Data Science Technology Stack  

A technology stack is a combination of infrastructure & software technologies an 
organization or company uses to develop and run a software application or product [75]. 
In the case of the Data Science Technology Selection Method, the artifact would be 
constructed at the end of the selection process. 

4.2.5 Differentiating Features 

Even though some technologies may satisfy the exact functional requirements, there can 
be some differentiating factors that are not listed under the functional requirements. These 
differentiating features can arise due to technical differences between the technologies and 
other socio-technical factors, such as the developers' long-term experience with a specific 
technology. Some of these differentiating features can be mapped to functional and non-
functional requirements.  



33 
 

 

4.2.5.1 Functional and Non-Functional Requirements 

Functional requirements identify what technology or software must do. In the case of non-
functional requirements, non-function requirements identify how that technology or 
software package works [76]. Non-functional requirements (NFRs) specify the quality 
attribute of the software. ISO 25010 standards identify the system and software quality 
requirements [77]. These software product quality requirements are listed in the figure 
below: 

 

 

The tables below include the definitions of the non-functional requirements according to 
ISO 25010 [77]: 

 

 

 

 

 

System/Software 
Product Quality

Functional 
Suitability

Functional 
Completeness

Functional 
Correctness

Functional 
Appropriateness

Performance 
Efficiency

Time-behaviour

Resource 
Utilization

Capacity

Compatibality

Co-existence

Interoperability

Usability

Appropriateness 
Recognizability

Learnability

Operabilty

User Error 
Protection

User Interface 
Aesthetics

Accessibility

Reliability

Maturity

Availability

Fault tolerance

Recoverability

Security

Confidentiality

Integrity

Non-repudiation

Accountability

Authenticity

Maintainability

Modularity

Reusability

Analysability

Modifiability

Testability

Portability

Adaptability

Installability

Replaceability

Figure 8: System and Software Quality Requirements, based on [78] 
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Table 7: Definitions of ISO 25010 Factors 

Factor/Sub Factor Definition 

Functional 
Suitability 

The degree to which a product or system provides functions that 
meet stated and implied needs when used under specified 
conditions. 

Compatibility The degree to which a product, system, or component can exchange 
information with other products, systems, or components,  
and/or perform its required functions while sharing the same 
hardware or software environment.  

Reliability The degree to which a system, product, or component performs 
specified functions under specified conditions for a specified 
period.  

Security The degree to which a product or system protects information and 
data so that persons or other products or systems have the degree of 
data access appropriate to their types and levels of authorization.  

Maintainability The degree of effectiveness and efficiency with which the intended 
maintainers can modify a product or system 

Performance 
Efficiency 

Performance relative to the amount of resources used under stated 
conditions. 

Usability The degree to which specified users can use a product or system to 
achieve specified goals with effectiveness, efficiency, and 
satisfaction in a specified context. 

Portability The degree of effectiveness and efficiency with which a system, 
product, or component can be transferred from one hardware, 
software, or operational or usage environment to another. 
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Table 8: Sub-Factors of Functional Suitability & Definitions 

Functional Suitability 

Functional 
Completeness 

The degree to which the set of functions covers all the specified 
tasks and user objectives. 

Functional 
Correctness 

The degree to which a product or system provides the correct 
results with the needed degree of precision. 

Functional 
Appropriateness 

The degree to which the functions facilitate the accomplishment 
of specified tasks and objectives. 

 

Table 9: Sub-Factors of Performance Efficiency & Definitions 

Performance Efficiency 

Time-Behavior 

The degree to which the response and processing times and 
throughput rates of a product or system, when performing its 
functions, meet requirements  

Resource-
utilization 

The degree to which the amounts and types of resources used by 
a product or system, when performing its functions, meet 
requirements  

Capacity 
The degree to which the maximum limits of a product or system 
parameter meet requirements  

 

Table 10: Sub-Factors of Compatibility & Definitions 

Compatibility 

Co-existence 

The degree to which a product can perform its required functions 
efficiently while sharing a common environment and resources 
with other products without detrimental impact on any other 
product  

Interoperability 

The degree to which two or more systems, products, or 
components can exchange information and use the information 
that has been exchanged  
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Table 11: Sub-Factors of Usability & Definitions 

Usability 

Appropriateness 
Recognizability 

The degree to which users can recognize whether a product or 
system is appropriate for their needs  

Learnability The degree to which specified users can use a product or system 
to achieve specified goals of learning to use the product or  
the system with effectiveness, efficiency, freedom from risk, and 
satisfaction in a specified context of the use  

Operability The degree to which a product or system has attributes that make 
it easy to operate and control  

User Error 
Protection 

The degree to which a system protects users against making 
errors  

User Interface 
Aesthetics 

The degree to which a user interface enables pleasing and 
satisfying interaction for the user  

Accessibility The degree to which a product or system can be used by people 
with the widest range of characteristics and capabilities to 
achieve a specified goal in a specified context of use 

 

Table 12: Sub-Factors of Reliability & Definitions 

Reliability 

Maturity 
The degree to which a system, product, or component meets the 
needs for reliability under normal operation  

Availability 
The degree to which a system, product, or component is 
operational and accessible when required for use  

Fault Tolerance 
The degree to which a system, product, or component operates as 
intended despite the presence of hardware or software faults  

Recoverability 

The degree to which, in the event of an interruption or a failure, 
a product or system can recover the Data directly affected and re-
establish the desired state of the system  
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Table 13: Sub-Factors of Security & Definitions 

Security 

Confidentiality The degree to which a product or system ensures that data are 
accessible only to those authorized to have access 

Integrity The degree to which a system, product, or component prevents 
unauthorized access to, or modification of, computer programs or 
Data 

Non-repudiation The degree to which actions or events can be proven to have taken 
place so that the events or actions cannot be repudiated later 

Accountability The degree to which the actions of an entity can be traced uniquely 
to the entity  

Authenticity The degree to which the identity of a subject or resource can be 
proved to be the one claimed  

 

Table 14: Sub-Factors of Maintainability & Definitions 

Maintainability 

Modularity The degree to which a system or computer program is composed 
of discrete components such that a change to one component has 
minimal impact on other components 

Reusability The degree to which a system, product, or component prevents 
unauthorized access to, or modification of, computer programs or 
Data 

Analyzability The degree to which actions or events can be proven to have taken 
place so that the events or actions cannot be repudiated later 

Modifiability The degree to which the actions of an entity can be traced uniquely 
to the entity  

Testability The degree to which the identity of a subject or resource can be 
proved to be the one claimed  
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Table 15: Sub-Factors of Portability & Definitions 

Portability 

Adaptability 

The degree to which a product or system can effectively and 
efficiently be adapted for different or evolving hardware, 
software, or other operational or usage environments  

Installability 

The degree of effectiveness and efficiency with which a product 
or system can be successfully installed and/or uninstalled in a 
specified environment  

Replaceability The degree to which a product can replace another specified 
software product for the same purpose in the same environment 

 

Non-functional requirements listed above can help compare and select DS technologies. 
In addition, not all the NFRs listed above may be used for each step of the DSW. Each 
step of the DSW may require different technologies; therefore, each step of the DSW may 
have different functional and non-functional requirements. Also, input from all the 
dimensions of the Technology Vision Statement would help shape the requirements for 
each step of the DSW.  Therefore, each workflow step may utilize different NFR sets from 
Table 7 to Table 15. Also, an SLR on software quality for AI-based software [78] presents 
the most critical NFR as Reliability, Maintainability, Security, Functional Suitability, 
Usability, and Performance Efficiency. Horkoff [79] has also determined the non-
functional requirements for machine learning. These NFRs for ML include Accuracy & 
Performance, Fairness, Transparency, Security & Privacy, Testability, and Reliability. 
With further research, Habibullah and Horkoff [80] have surveyed analytics professionals 
and determined additional NFRs, including, Explainability, Safety, Fairness, 
Transparency, Integrity, Justifiability, Completeness, Fault Tolerance, Interpretability, 
Consistency, and Complexity. Also, Köhl et al. [81] support [80] by indicating the need 
for Explainability to be considered an NFR for analytics software. 
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4.3 Data Science Technology Selection Method 

1. Form facilitator and evaluator teams. Steps 2-6 are carried out by both groups 
together. 

2. Both teams construct a Technology Vision Statement according to the ODISEE 
interview questions. 

3. Both teams plan the Data Science Workflow according to the business problem, 
Technology Vision Statement, CRISP-DM, or Team Data Science Process. 

4. Evaluators order the Data Science Workflow steps in terms of their criticality to 
determine the bottlenecks and streamline the cascading requirements. 

5. Both teams specify functional requirements for each step of the DSW using the 
Technology Vision Statement. 

6. Facilitators alone map the functional requirements to the DSW steps considering 
their criticality order and list the most relevant and popular alternatives for each 
category. This mapping can be either in the shape of a grid or a checklist. 

7. Facilitators filter technology alternatives that do not meet the requirements using 
a decision tree or a checklist. Inadequate and insufficient alternatives are 
eliminated. 

8. Facilitators identify the differentiating factors (i.e., functional and non-functional 
requirements) for the technology alternatives specified in each step of the DSW 
using a customized multivocal research approach. In addition, cascading 
functional requirements are identified and added to the preceding or the following 
steps. 

9. If the differentiating factors include additional functional requirements, both teams 
filter and select the relevant additional functional requirements and repeat step 7. 
Else, proceed with step 10 with differentiating non-functional requirements. 

10. Facilitators prepare the AHP document by considering differentiating non-
functional requirements for each DSW step. 

11. Facilitators help evaluators rank the NFRs for each DSW step by using AHP. 
12. Evaluators rank the criticality of each DSW step by using AHP. 
13. Facilitators score the technology alternatives in each DSW step according to NFRs 

and calculate the weighted scores. 
14. Facilitators construct the most suitable technology stack or stacks considering both 

weighted scores, the criticality of DSW steps, and interoperability. 

15. If there are multiple alternatives, evaluators decide on the best data science 
technology stack using Delphi Method, and if there is only one available stack, the 
selection is finalized.
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Figure 9: Data Science Technology Selection Method 
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4.3.1 Determining Differentiating Features for Technology Alternatives 

The eighth step of the Data Science Technology Selection Method includes a customized 
multivocal research approach to identify the differentiating features for the technology 
alternatives specified in each step of the DSW. The following part proposes a systematic 
way to identify differentiating features for technology alternatives. 

IT professionals use open-source, commercial, in-house tools and technologies for daily 
business routines. Currently, the industry leads cutting-edge research in software 
development and conversations about software development instead of the academia. 
Therefore, news and updates about new software technologies regarding Data Science are 
not mostly shared on academic platforms but instead on social platforms and blogs 
dedicated to software developers, including GitHub, StackOverflow, KDNuggets, 
HackerNews, YouTube, Medium.com, TowardsDataScience.com, and documentation 
web pages of tools and technologies. These pages include content from the developers and 
the practitioners of these technologies. Conducting Systematic Literature Reviews limits 
the search to academic search engines like Scopus, Web of Science, and Google Scholar 
and misses out on these blogs and web pages. Garousi et al. [82] argue that essential types 
of knowledge can be missed when systematic mapping only includes academic literature, 
such as test tools and cutting-edge automation approaches which are available in the 
industry. Therefore, conducting SLRs to attain information about these technologies may 
not provide enough information for technology assessment, forecasting, and selection. On 
the other hand, Multivocal literature reviews cover both the academic and the gray 
literature, including presentations, lecture notes, reports, blogs, and websites. 

Çaldağ and Gökalp [83] implement an Mutivocal Literature Review (MLR) approach on 
software engineering domain by investigating Open Government Data. The following 
methodology is developed to identify differentiating features among technology 
alternatives by analyzing and customizing the approach designed by Çaldağ and Gökalp. 
The following diagram depicts the blueprint for conducting MLR to identify 
differentiating factors among technology alternatives. 

 

.
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Figure 10: Customized MLR Approach to Identify Differentiating Features based on Çaldağ and Gökalp [83] 
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The customized MLR approach should be applied for each step of the DSW: 

1. Select a Data Science Workflow step. 

2. Identify the technology alternatives (TAs). 

3. Construct multiple search strings for academic literature: 

a. Separate TAs by comma and construct a search string that includes all of 
them  

b. Group TAs in pairs and triplets and construct multiple search strings for 
possible combinations 

4. Establish Initial Search Criteria for academic literature: 

a. Language: English 

b. Publication Type: Conference Paper, Journal Paper, Book Chapter 

c. Date: 2017-2022 

d. Relevance: Shall include description, comparison, and benchmarks of 
technology alternatives 

5. Construct multiple search strings for gray literature: 

a. Documentation Pages:  

i. TA name + “Documentation” 

b. Blogs and Social Platforms: 

i. “Compare” + TA name 1+ “,” + TA name 2 +... 

ii. “Comparison of” + TA name 1+ “,” + + TA name 2 +... 

iii. TA name 1 + “vs” +TA name 2 + “vs” +… 

iv. TA Category + “comparison.” 

c. Reports & White Papers: 

i. TA Category + “Report” OR “White Paper.” 

ii. TA name 1 + “,” + TA name 2 
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6. Establish Initial Search Criteria for Gray Literature: 

a. Language: English 

b. Search Engine: Google 

c. Publication Type: Blog Post, White Paper, Report, Discussion, 
Documentation & Guidelines 

d. Date: 2017-2022 

e. Relevance: Shall include description, comparison, and benchmarks of 
technology alternatives 

f. Credibility: Fact and frequency checks from multiple resources  

g. Limit: First 5 Pages of Google Search Results 

7. The primary pool of resources is gathered. Filter these resources according to 
relevance and credibility. 

8. Expand the resource pool using forward and backward snowballing. 

9. Assess the quality and extract differentiating features from the documents. 
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CHAPTER 5 

 

CASE STUDY & RESULTS 

 

This section consists of two parts. The first part follows the steps of the Data Science 
Technology Selection Method by testing it on a Case Study and the second part provides 
a statistical analysis of the results of the Case Study. 

5.1 Case Study 

This section of this thesis includes the case study with Middle East Technical University 
Informatics Institute's Computer Vision Laboratory members. Their project lies in the 
intersection of Deep Learning and Medical Imaging. The case study will follow the steps 
explained in section 4.3. 

5.1.1 Team Forming 

Construct the Facilitator and the Evaluator teams. Both teams together will run steps 
between 5.1.1 and 5.1.6. The facilitator team will consist of Middle East Technical 
University Informatics Institute's Digital Transformation Research Lab, and the evaluators 
are the Computer Vision Laboratory's members. 

5.1.2 Technology Vision Statement Creation 

Both teams construct a Technology Vision Statement according to the ODISEE interview 
questions. The technology vision statement, the artifact that describes the given 
conditions, prerequisites, and priorities under Organization, Data, Infrastructure, 
Software, Experience, Environment (ODISEE), is constructed using the interview 
questions are explained in the following part: 

Organization 

• Researchers at METU Informatics Institute Computer Vision Laboratory conduct 
the research. 

• METU Informatics Institute is an interdisciplinary research institute covering 
Information Systems, Data Informatics, Medical Informatics, and Cognitive 
Science. 
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• The METU Central IT Team advises the Informatic Institute to manage the 
Informatics Institute's on-premises IT resources. 

• Researchers from Turkish Universities can collaborate with The Scientific and 
Technological Research Council of Turkey's (TUBITAK) High-Performance 
Computing Center (TRUBA). 

• Therefore, the project is planned with an academic goal and a limited budget. 
 

Data:  

• The dataset includes three channeled RGB image data with 352x288 dimensions. 
• Data includes sensitive patient information that requires local and safe storage. 
• Data is labeled independently by three expert gastroenterologists. 
• Data is gathered once in a batch, which would not require additional data 

collection. 
 

Infrastructure: 

• Group prefers to work with multiple infrastructures at a time. 
• The infrastructure at the CV Lab is a workstation with two dedicated NVIDIA 

GPUs with a total of 12 GB of memory. 
• The workstation has 8-core Intel processors, 2.5 GHz, and 32 GB DDR4 RAM. 
• METU Informatics Institute has its on-premises hardware resources managed 

by the research assistants at the Informatics Institute. 
• The on-premises server provided by the institute has 128 GB of ram with 32 

CPUs and a dedicated NVIDIA GPU with 16 GB of memory. 
• The infrastructure at the Informatics Institute provides a 100 Mbps ethernet 

connection. 
• TRUBA's infrastructure includes a CUDA dedicated cluster named Barbun-

CUDA consisting of 24 servers, each having 40 CPU cores & 2 NVIDIA P100 
GPUs. 

o Akya-Cuda: 24 nodes; each node has 40 CPU cores and 4 V100 GPUs. 
o Palamut-Cuda: 9 nodes, each node with 128 cores and 8 A100 80 GB 

GPUs. 
 

Software: 

• Due to their infrastructure preference, the group requires a software stack that can 
work with multiple infrastructures with different characteristics. 

• The research group prefers to use open-source or free software technologies. 
• The resources at the CV Lab use Ubuntu OS. 
• The on-premises resources at the Informatics Institute are virtualized using 

Proxmox VE and can provide Windows 10 OS and Linux OS-based virtual 
machines. 
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• TRUBA's resources are provided over a CentOS/RHEL8 OS. To use these 
resources, researchers need to use Slurm to submit jobs. 
 

Experience: 

• The research team consists of experienced computer vision researchers. 
• The research team is experienced in using Python programming language and 

PyTorch library. 
• The research team would prefer technologies that they have prior experience using. 
• The research team has experience in using TUBITAK's TRUBA HPC platform. 
• The Informatics Institute IT team has experience virtualizing and providing the 

necessary virtual machines with dedicated hardware resources.  

5.1.3 Data Science Workflow Design 

The Data Science Workflow is designed by both teams according to Technology Vision 
Statement, and CRISP-DM can be found in the figure below. 

5.1.4 Criticality Ranking of Data Science Workflow Steps 

Evaluators order the Data Science Workflow steps in terms of their criticality to determine 
the bottlenecks and streamline the cascading requirements. 

1. Modeling 

2. Experiment Tracking 

3. Data Preparation & Preprocessing 

4. Visualization  

5. Data Storage 

Manual Data 
Labeling Data Storage

Data 
Preparation & 
Preprocessing

Modeling Experiment 
Tracking Visualization

Figure 11: The Data Science Workflow 
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5.1.5 Specifying Functional Requirements  

Both teams specify the functional requirements for each step of the DSW according to 
DSW and Technology Vision Statement. The functional requirements for each step of the 
Data Science Workflow are listed in the following part. 

Manual Data Labeling: 
 

• Experts from the gastroenterology domain should manually label image data. 
 

Data Storage: 
 

• Should store three-channel RGB Images with 352x88 dimensions and the labels 
of these images. 

• Should support 10GB of Image Data. 
• Should be stored locally in the Informatics Institute. 
• Should be either open-source or provided by the Operating System. 
• Should support either PNG or JPEG. 

 
Data Preparation & Data Preprocessing: 

 
• Should be based on Python Programming Language. 
• Should be interoperable with the chosen data storage technology. 
• Should be able to compare label lists from three experts and discard the images 

and labels that do not match. 
• Should be able split image data into train, test, and validation sets. 
• Should be able to resize and flatten and modify image data. 

 
Model Development   

• Should be based on Python Programming Language. 
• Should support the following deep learning models and algorithms: Resnet18, 

Resnet50, DensetNet121, and Inception -v3. 
• Should support GPU-based processing. 
• Models should be able to support the following data formats: ndarray, NumPy 

array, and pillow. 
• Should be interoperable with the chosen data preparation & data preprocessing 

technology. 
• The developed models should be containerized to work on either infrastructure 

choice. 
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Experiment Tracking: 
 

• Should support Python Programming Language. 
• Should provide confusion matrix metrics calculations: precision, recall, f1-score, 

losses accuracy over multiple experiments. 
• Should provide Computer Vision Metrics calculations: Intersection Over Union, 

Mean Average Precision, PSNR, SSIM over multiple experiments. 
• The developed models should be reproducible when tested by other researchers. 

 
 

Visualization: 

• Should provide bar, line, histogram, boxplot. 
• Should support the data structures chosen at the Model Development step. 
• Should be able to work with Model Evaluation packages to visualize results with 

dashboards. 

5.1.6 Mapping & Filtering of Technology Alternatives 

Facilitators alone map the functional requirements to the DSW steps considering their 
criticality order and list the most relevant and popular alternatives for each category. Then, 
facilitators filter technology alternatives that do not meet the requirements using a decision 
tree or a checklist. Inadequate and insufficient alternatives are eliminated. 
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Infrastructure For 
Model Development & Evaluation:

PyTorch w/ 
Timm

PyTorch 
Lightning

Keras on 
Tensorflow Tensorflow Caffe Sklearn

Apache 
Mxnet w/
GluonCV

Fast.ai on
 PyTorch

MATLAB w/ 
Mathworks 
Deep Learning 
Toolbox Theano

Shall be an Open-Source Technology ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✕ ✓

Shall follow and adapt state-of-the-art Deep Learning methods and techniques ✓ ✓ ✓ ✓ ✓ ✕ ✓ ✓ ✕ ✕

Shall have active development and support ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✕

Shall process RGB image data with 352x288 dimensions ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Shall support the following Data Structures: ndarray, NumPy array, pillow ✓ ✓ ✓ ✓ ✓ ✓ ✕ ✓ ✕ ✓

Shall process 100 GB of Image Data ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Shall  run on TRUBA HPC & Support CentOS ✓ ✓ ✓ ✓ ✓ ✕ ✓ ✓ ✓ ✓

Shall support CUDA on Truba ✓ ✓ ✓ ✓ ✕ ✕ ✕ ✓ ✕ ✓

Shall support the following DL Models: Resnet18, Resnet50, 
DensetNet121, Inception -v3 ✓ ✓ ✓ ✓ ✓ ✕ ✓ ✓ ✓ ✕

Shall provide Confusion Matrix Statistics: Precision, Recall, 
F1-Score, QWK, MAE, Accuracy ✓ ✓ ✓ ✓ ✕ ✓ ✓ ✓ ✓ ✕

Shall include state-of-the-art training strategies and techniques ✓ ✓ ✓ ✓ ✕ ✓ ✓ ✓ ✓ ✕

Shall be able to save the model architecture and its parameters ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Experience Shall support Python Programming Language ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✕ ✓

✓ ✓ ✓ ✓ ✕ ✕ ✕ ✓ ✕ ✕Result

Infrastructure

TRUBA HPC Clusters OR METU CV Lab Workstation OR II On-Premise Servers

Software

Alternatives

Requirement Group Requirement

Organization

Data

Table 16:Technology Mapping for Modeling Technologies 
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Table 17: Technology Mapping for Experiment Tracking Technologies 

Infrastructure For This Step:

TensorBoard Sacred + Omniboard Guild AI Weights & Biases Mlflow ClearML

Infrastructure Shall support Ubuntu OS ✓ ✓ ✓ ✓ ✓ ✓

Shall support Hyperparameter Tracking ✓ ✕ ✓ ✓ ✓ ✓

Shall support Model Metrics Tracking ✓ ✓ ✓ ✓ ✓ ✓

Shall have Web-based UI ✓ ✓ ✓ ✓ ✓ ✓

Shall support PyTorch ✓ ✓ ✓ ✓ ✓ ✓

Shall support TensorFlow & Keras ✓ ✓ ✓ ✓ ✓ ✓

Shall support fast.ai ✓ ✕ ✕ ✓ ✓ ✕

Shall support 100+ experiements ✓ ✓ ✓ ✓ ✓ ✓

Experience Shall Support Python Programming Language ✓ ✓ ✓ ✓ ✓ ✓

✓ ✓ ✓ ✓ ✓ ✓Result

METU CV Lab Workstation

Criteria Group Details

Alternatives

Software
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Table 18: Technology Mapping for Data Preprocessing Technologies 

Infrastructure For 
This Step:

Pillow Scikit-image OpenCV
Tf.keras.
preprocessing.image

PyTorch + 
TorchVision

MATLAB w/ 
Mathworks 
Deep Learning 
Toolbox

Organization Shall be an Open-Source Technology ✓ ✓ ✓ ✓ ✓ ✕

Shall process RGB image data with 352x288 dimensions ✓ ✓ ✓ ✓ ✓ ✓

Shall process PNG & JPEG, Bitmap ✓ ✓ ✓ ✓ ✓ ✓

Shall process 10 GB Storage Space ✓ ✓ ✓ ✓ ✓ ✓

Infrastructure Shall support Ubuntu OS ✓ ✓ ✓ ✓ ✓ ✓

Shall resize, Flatten, Transform, Modify, Normalize, Augment, 
Censoring, Blacking Out and other image transformation techniques ✓ ✓ ✓ ✓ ✓ ✓

Shall split Image Data into Train, Validation, Test Sets ✓ ✓ ✓ ✓ ✓ ✓

Shall support PyTorch ✓ ✓ ✓ ✕ ✓ ✕

Shall support TensorFlow & Keras ✓ ✓ ✓ ✓ ✕ ✕

Shall support fast.ai ✓ ✓ ✓ ✓ ✓ ✕

Experience Shall support Python Programming Language ✓ ✓ ✓ ✓ ✓ ✕

✓ ✓ ✓ ✓ ✓ ✕Result

METU CV Lab Workstation
Alternatives

DetailsCriteria Group

Data

Software
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Infrastructure For 
This Step:

Linux File 
System

MySQL
(RDBMS)

MongoDB
(NoSQL)

Shall be an Open-Source Technology ✓ ✓ ✓

Shall support on Premise Storage ✓ ✓ ✓

Shall be able to store RGB image data with 352x288 dimensions ✓ ✓ ✓

Shall be able to store  PNG, JPEG, Bitmap ✓ ✓ ✓

Shall provide 100 GB Storage Space ✓ ✓ ✓

Infrastructure Shall support Ubuntu OS ✓ ✓ ✓

Shall support Data Transfer to CentOS Machines ✓ ✓ ✓

Shall support single code data loading using Python ✓ ✓ ✓

✓ ✓ ✓Result

METU CV Lab Workstation
Alternatives

Criteria Group Details

Data

Organization

Software

Table 19: Technology Mapping for Data Storage Technologies 
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Infrastructure For This Step:

Seaborn + Streamlit Dash + Plotly ggplot Streamlit + Matplotlib Gradio + MatPlotlib + Plotly
Organization Shall be an Open-Source Technology ✓ ✓ ✓ ✓ ✓

Data
ShallSupport the following Data Structures: ndarray, 
NumPy array, pillow, Pandas ✓ ✓ ✓ ✓ ✓

Infrastructure Shall supports Ubuntu OS ✓ ✓ ✓ ✓ ✓

Shall support Line Charts, Histograms, Bar plots, 
Scatter plots, Box plots ✓ ✓ ✓ ✓ ✓

Shall support Heatmaps ✓ ✓ ✓ ✓ ✓

Shall support customizable Web based Dasboard Apps ✓ ✓ ✕ ✓ ✓

Experience Shall Support Python Programming Language ✓ ✓ ✕ ✓ ✓

✓ ✓ ✕ ✓ ✓Result

METU CV Lab Workstation

Criteria Group Details

Software

Table 20: Technology Mapping for Visualization & Dashboarding Technologies 
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Table 16 depicts the technology mapping for the Model Development step of the Data 
Science Workflow. According to evaluators, the modeling table is first constructed since 
it is the most critical workflow step. Alternatives are eliminated since they do not suffice 
the functional requirements. Alternatives colored in green are available for both 
infrastructure options, whereas the ones colored in yellow can only run on local 
workstations. Tables 16-20 are prepared, placing the Model Development step as the 
center, considering the available options in Table 16 as cascading functional requirements 
for the other steps in the Data Science Workflow. 

5.1.7 Identifying the Differentiating Features 

The following part includes an exemplary customized MLR for determining the 
differentiating features among technology alternatives, as explained in 4.3.1. The 
customized MLR would be run for the remaining technology alternatives in the Modeling 
step of the DSW. 

1. Differentiating features for the Modeling step would be selected. 

2. The alternatives to be compared: PyTorch, Keras w/ Tensorflow and Fast.ai 

3. Construct multiple search strings for academic literature on Scopus and Web of 
Science: 

a. Separate TAs by comma and construct a search string that includes all of 
them:  

b. TA Category 

i. “Deep Learning Libraries/Frameworks” 

c. Group TAs in pairs and triplets and construct multiple search strings for 
possible combinations 

i. “PyTorch” and (“Tensorflow” OR “Keras”) and “Fastai” 

ii. “PyTorch“ and (“Tensorflow” OR “Keras”) 

iii. “PyTorch” and “Fastai” 

iv. (“Tensorflow” OR “Keras”) and “Fastai” 

4. Establish Initial Search Criteria for academic literature: 

a. Language: English 

b. Publication Type: Conference Paper, Journal Paper, Book Chapter 
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c. Date: 2017-2022 

d. Relevance: Shall include description, comparison, and benchmarks of 
relevant technology alternatives 

5. Construct multiple search strings for gray literature: 

a. Documentation Pages:  

i. TA name + “Documentation” 

1. “PyTorch Documentation” 

2. “Tensorflow Documentation” 

3. “Keras Documentation” 

4. “Fast.ai Documentation” 

b. Blogs and Social Platforms: 

i. “Compare” + TA name 1+ “,” + TA name 2 +... 

1. “Compare PyTorch, Keras, and Fast.ai” 

2. “Compare PyTorch, Tensorflow, and Fast.ai” 

ii. “Comparison of” + TA name 1+ “,” + + TA name 2 +... 

1. “Comparison of PyTorch, Keras, Fast.ai” 

2. “Comparison of PyTorch, TensorFlow, Fast.ai” 

iii. TA name 1 + “vs” +TA name 2 + “vs” +… 

1. “PyTorch vs. Keras vs Fast.ai” 

2. “PyTorch vs. Tensorflow vs. Fast.ai” 

iv. TA Category + “comparison” 

1. “Deep Learning Libraries Comparison” 

2. “Deep Learning Frameworks Comparison” 

c. Reports & White Papers: 

i. TA Category + “Report” OR “White Paper” 
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1. “Deep Learning Libraries” AND (“Report” OR “White 
Paper”) 

6. Establish Initial Search Criteria for Gray Literature: 

a. Language: English 

b. Search Engine: Google 

c. Publication Type: Blog Post, White Paper, Report, Discussion, 
Documentation & Guidelines 

d. Date: 2017-2022 

e. Relevance: Shall include description, comparison, and benchmarks of 
technology alternatives. 

f. Credibility: User votes, credible websites and fact checks from multiple 
sources, and documentation 

g. Limit: First 5 Pages of Google Search Results 

 

7. The primary pool of resources is gathered. Filter these resources according to 
relevance and credibility. 

a. Academic Resources 

Table 21: Academic Literature Document Statistics 

 Initial Search First Pass Second Pass 

Scopus 1958 50 40 

Web of Science 12568 34 27 

Total Number of  

Unique Documents 

  46 
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b. Gray Literature (Google Search 14.09.2022) 

Table 22: Gray Literature Document Statistics 

Document Type Count 

Blog Posts 22 

Master Thesis/ Report/White Paper 1 

Official Documentation 4 

8. Assess the quality and extract differentiating features from the documents. 

The academic literature covers studies that compare technologies by making performance 
tests and includes comparisons of these technologies on different dimensions. The 
following table depicts the differentiating factors found in the academic literature. 
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Table 23: Differentiating Factors according to Academic Literature 

Differentiating  

Factor 

Number of 
Occurrences 

References 

Performance & Speed 21 [84]–[94] 

[95]–[104] 

API Language 9 [86], [88], [91], [97]–[99], [105]–[107] 

Multi-GPU Support 7 [86], [91], [96], [98], [100], [103], [106] 

Platform 6 [86], [88], [98] [99] [106] [108] 

Parallelizing Technique  6 [86], [91], [97], [98], [100], [106] 

Community 
&Documentation 

6 [88], [96], [97], [103], [104], [109] 

Core Language 5 [86], [91], [98], [100], [106] 

Pretrained Models / 
Model Availability 

4 [86], [96], [98], [106] 

Popularity 4 [88], [97], [100], [103] 

User Friendliness 4 [88], [97], [103], [104] 

Computation Graph Type 3 [88], [97], [103] 

License 2 [88], [98] 

Domain 
(Academic/Industrial) 

1 [88] 

Activation Function 
Diversity 

1 [110] 

Loss Function Diversity 1 [110] 

Optimizer Diversity 1 [110] 
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Table 24: Differentiating Factors according to Gray Literature 

Differentiating  

Factor 

Number of 
Occurrences 

References 

Debugging 9 [111]–[119] 

Performance & Speed 8 [112]–[118], [120] 

User Friendliness 8 [112] [113]–[119] 

Level of API 7 [112]–[118]  

Popularity 6 [113]–[115], [117]–[119] 

Visualization 4 [111], [112], [118], [119] 

Dataset Volume 4 [112], [114], [115], [117] 

Community& 
Documentation 

4 [112] [116], [118], [119] 

Domain 
(Academic/Industrial)  

4 [115] [111], [119], [121] 

Computational Graph 4 [111], [112], [116], [119] 

Core Language 3 [112], [114], [115] 

Deployment 3 [111], [119], [121] 

Pretrained Models / 
Model Availability 

2 [114], [121] 

API Language 1 [118] 

License 1 [118] 

Data Parallelism 1 [111] 

Ecosystem 1 [121] 
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Tables 23 and 24 include the differentiating factors from the Academic and the Gray 
Literature. These factors consist of both functional and non-functional requirements. 
Some of these functional requirements match the requirements identified in the 
technology vision statement. These are: 

• API Language: Python 

• Multi-GPU Support & Parallelizing Technique 

• Pretrained Model Availability 

• Platform: Ubuntu OS 

Also, some differentiating factors can map to new functional requirements: 

• Computational Graph Type 

• Core Language 

• Deployment 

• License 

• Data Parallelism 

• Visualization 

• Activation Function, Loss Function, Optimizer Diversity 

• Dataset Volume 

After these factors are presented to the evaluator team, they have stated that these factors 
are not crucial for their selection or considered in other DSW steps. Moreover, these 
factors are not added to the list of functional requirements for this step of the DSW. There 
are some differentiating factors in terms of how these technologies operate. These are the 
non-functional requirements. 

• Community & Documentation 

• Performance 

• Popularity 

• User Friendliness 

• Domain (Academic/Industrial) 
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• Debugging 

• Level of API 

• Ecosystem 

Some of these NFRs are correlated and can be categorized into groups and mapped to ISO 
25010 standards to finalize the criteria for quantitative evaluation: 

• Popularity & Ecosystem è Maturity 

• Level of API & Debugging & User Friendliness è Operability 

• Performance & Speed è Performance Efficiency 

• Community & Documentation will remain the same. 

• Domain (Academic/Industrial)è Prior User Experience 

Also, according to the Experience dimension of the technology vision statement, Prior 
User Experience is a critical criterion for the evaluators. Therefore, Prior User Experience 
will also be added to the criteria list. The steps mentioned above are implemented for each 
step of the Data Science Workflow, and Table 26 is constructed. 

Table 25: Differentiating Features Chosen for the Data Science Workflow 

Data Storage Data Preprocessing Modeling Experiment Tracking Visualization 

• Scalability 

• Community & 
Documentation 

• Operability 

• Fault Tolerance 

• Recoverability 

• Prior User 
Experience 

• Performance 
Efficiency 

• Community & 
Documentation 

• Operability 

• Prior User 
Experience 

• Performance 
Efficiency 

• Learnability 

• Operability 

• Maturity 

• Prior User 
Experience 

 

• Community & 
Documentation 

• Installability 

• Dashboard 
Customization 

• User Interface 
Aesthetics 

• Operability 

• Maturity 

• Prior User 
Experience 

• User Interface 
Aesthetics 

• Community & 
Documentation 

• Operability 

• Plot Variety 

• Prior User 
Experience 
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5.1.8 AHP Document Construction 

Facilitators prepare the AHP document by considering the differentiating non-functional 
requirements for each DSW step The AHP document prepared for the Modeling step can 
be seen below.
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Table 26: AHP Template Customized for the Modeling Step 



65 
 

 

5.1.9 Ranking Non-Functional Requirements. 

Facilitators help evaluators rank the NFRs for each DSW step by using AHP. The tables 
below depict the calculated weights of NFRs using AHP according to each step of the 
Data Science Workflow. 

Table 27: Weights of Data Storage NFRs 

Data Storage 

Criteria 
Domain Experts 

Average Weights Normalized 
Weights Expert 1 Expert 2 Expert 3 Expert 4 

Performance Efficiency 0.126 0.488 0.257 0.172 0.261 0.261 

Operability 0.502 0.206 0.150 0.320 0.295 0.295 

Fault Tolerance 0.053 0.122 0.045 0.030 0.063 0.063 

Community & Documentation 0.081 0.097 0.290 0.329 0.199 0.200 

Scalability 0.042 0.050 0.069 0.100 0.065 0.065 

Prior User Experience 0.195 0.030 0.188 0.050 0.116 0.116 
 

Table 28: Weights of Data Preprocessing NFRs 

Data Preprocessing 

Criteria 
Domain Experts Average 

Weights 
Normalized 

Weights Expert 1 Expert 2 Expert 3 Expert 4 

Performance Efficiency 0.143 0.454 0.143 0.055 0.199 0.198 

Community & Documentation 0.293 0.236 0.462 0.234 0.306 0.306 

Operability 0.506 0.239 0.251 0.603 0.400 0.399 

Prior User Experience 0.058 0.079 0.143 0.108 0.097 0.097 
 

Table 29: Weights of Modeling NFRs 

Modeling 

Criteria 
Domain Experts 

Average Weights Normalized 
Weights Expert 1 Expert 2 Expert 3 Expert 4 

Maturity 0.147 0.462 0.081 0.382 0.268 0.268 

Community & Documentation 0.370 0.210 0.598 0.378 0.389 0.389 

Customizability 0.330 0.178 0.131 0.097 0.184 0.184 

Performance Efficiency 0.053 0.103 0.060 0.043 0.065 0.065 

Prior User Experience 0.096 0.046 0.131 0.100 0.093 0.093 
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Table 30: Weights of the Experiment Tracking NFRs 

Experiment Tracking 

Criteria 
Domain Experts 

Average Weights Normalized 
Weights Expert 1 Expert 2 Expert 3 Expert 4 

Dashboard Customization 0.100 0.408 0.045 0.043 0.149 0.149 

Maturity 0.390 0.157 0.222 0.407 0.294 0.294 

Community & Doc. 0.145 0.152 0.222 0.084 0.151 0.151 

Operability 0.075 0.093 0.119 0.175 0.116 0.116 

Installability 0.043 0.093 0.117 0.204 0.114 0.114 

User Interface Aesthetics 0.034 0.056 0.051 0.033 0.044 0.044 

Prior User Experience 0.213 0.040 0.224 0.054 0.133 0.133 

 

Table 31: Weights of Visualization & Dashboarding NFRs 

Visualization & Dashboarding 

Criteria 
Domain Experts 

Average Weights Normalized 
Weights Expert 1 Expert 2 Expert 3 Expert 4 

Community & Documentation 0.273 0.364 0.448 0.122 0.302 0.302 

Operability 0.510 0.325 0.142 0.497 0.369 0.369 

User Interface Aesthetics 0.063 0.149 0.071 0.042 0.081 0.081 

Customizability 0.044 0.100 0.083 0.065 0.073 0.073 

Prior User Experience 0.109 0.063 0.256 0.274 0.176 0.176 

5.1.10 Ranking Criticality of Data Science Workflow Steps 

Table 32: Criticality Weights of the Data Science Workflow Steps 

Criticality of the Data Science Workflow Steps 

Criteria 
Domain Experts 

Average Weights Normalized 
Weights Expert 1 Expert 2 Expert 3 Expert 4 

Data Storage 0.052 0.051 0.056 0.055 0.054 0.054 

Data Preprocessing 0.136 0.134 0.106 0.123 0.125 0.125 

Modeling 0.601 0.600 0.502 0.555 0.565 0.565 

Experiment Tracking 0.136 0.141 0.266 0.190 0.183 0.183 

Visualization & Dashboarding 0.076 0.074 0.070 0.077 0.074 0.074 
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According to Table 32, Data Science Workflow steps are ranked according to their 
criticality for the project as the following: 

1. Modeling 

2. Experiment Tracking 

3. Data Preprocessing 

4. Visualization & Dashboarding 

5. Data Storage 

5.1.11 Scoring Technology Alternatives 

Facilitators score the technology alternatives in each DSW step according to the NFRs 
and calculate the weighted scores. The Prior User Experience score is calculated according 
to inputs from the experts. The following part consists of Prior User Experience Scores 
for each step of the Data Science Workflow, considering multiple alternatives. 

Table 33: Prior User Experience Scores for Data Storage 

Prior User Experience in Data Preprocessing Technologies 
 Expert 1 Expert 2 Expert 3 Expert 4 Average Score 

Linux File 
System 5 10 5 10 7.50 

MySQL 
(RDBMS) 2 5 1 3 2.75 

MongoDB 
(NoSQL) 1 2 3 0 1.50 

 

Table 34: Prior User Experience Scores for Data Preprocessing 

Prior User Experience in Data Preprocessing Technologies 
 Expert 1 Expert 2 Expert 3 Expert 4 Average Score 

Pillow 6 7 8 8 7.25 

Scikit-image 6 6 7 0 4.75 

OpenCV 7 9 9 0 6.25 
Tf.keras.prepro
cessing.image 1 2 4 0 1.75 

TorchVision 7 7 10 6 7.50 
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Table 35: Prior User Experience Scores for Modeling 

Prior User Experience in Modeling Technologies 
 Expert 1 Expert 2 Expert 3 Expert 4 Average Score 

PyTorch 8 9 10 8 8.75 

PyTorch Lightning 0 1 10 0 2.75 

Keras on Tensorflow 4 4 7 5 5.00 

Fast.ai on PyTorch 0 1 2 3 1.50 

Tensorflow 2 3 7 5 4.25 
 

Table 36: Prior User Experience Scores for Experiment Tracking 

Prior User Experience in Experiment Tracking Technologies 
 Expert 1 Expert 2 Expert 3 Expert 4 Average Score 

Tensorboard 8 6 8 3 6.25 

Guild.ai 0 0 1 0 0.25 

Weights & Biases 8 9 10 9 9.00 

MLFlow 0 1 2 0 0.75 

ClearML 0 1 0 0 0.25 
 

Table 37: Prior User Experience Scores for Dashboarding & Visualization 

Prior User Experience in Dashboarding & Visualization Technologies 
 Expert 1 Expert 2 Expert 3 Expert 4 Average Score 

Seaborn 4 7 3 6 5.00 

Plotly 6 6 0 0 3.00 

Matplotlib 8 9 7 6 7.50 

Streamlit 9 1 2 0 3.00 

Gradio 0 0 3 0 0.75 

Dash 0 0 0 1 0.25 

 

The following tables show the weighted scores for each step of the Data Science 
Workflow. According to experts, Prior User Experience Scores are determined from Table 
33-37. Other NFRs are scored by the facilitators objectively. These tables are ordered 
according to the criticality ranking from Step 11. The cells colored in green in the 
weighted score highlight the technology alternative with the highest score. 
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Table 38: Weighted Scores for Modeling 

Alternatives 
Differentiating Factors Weighted 

Score Community & 
Documentation Maturity Customizability Prior User 

Experience 
Performance 
Efficiency 

PyTorch 10.00 9.00 10.00 8.75 10.00 9.61 
PyTorch 
Lightning 7.00 7.00 7.00 2.75 7.00 6.60 

Keras on 
Tensorflow 10.00 9.00 6.00 5.00 7.00 8.33 

Fast.ai on 
PyTorch 7.00 6.00 7.00 1.5 7.00 6.22 

Tensorflow 10.00 9.00 10.00 4.25 9.00 9.13 
 

Table 39: Weighted Scores for Experiment Tracking 

Alternatives 

Differentiating Factors 
Weighted 

Score Maturity Community & 
Documentation 

Dashboard 
Customization 

Prior    
User 

Experience 
Operability Installability 

User 
Interface 

Aesthetics 

Tensorboard 10.00 5.00 6.00 6.25 7.00 8.00 5.00 7.36 

Guild.ai 6.00 5.00 6.00 0.25 6.00 7.00 6.00 5.20 

Weights & 
Biases 8.00 10.00 10.00 9.00 7.00 7.00 10.00 8.59 

MLFlow 6.00 8.00 4.00 0.75 7.00 8.00 6.00 5.65 

ClearML 6.00 7.00 8.00 0.25 6.00 9.00 10.00 6.20 

: 

Table 40: Weighted Scores for Data Preprocessing 

Alternatives 
Differentiating Factors Weighted 

Score Operability Community & 
Documentation 

Performance 
Efficiency 

Prior User 
Experience 

Pillow 9.00 9.00 7.00 7.25 8.43 

Scikit-image 9.00 7.00 7.00 4.75 7.58 

OpenCV 8.00 10.00 10.00 6.25 8.84 

Tf.keras 
preprocessing  8.00 7.00 5.00 1.75 6.49 

TorchVision 8.00 8.00 7.00 7.5 7.75 

 



70 
 

Table 41: Weighted Scores for Data Visualization 

Alternatives 
Differentiating Factors Weighted 

Score Community & 
Documentation Operability Prior User Experience User Interface 

Aesthetics Customizability 

Seaborn 10.00 8.00 5.00 9.00 6.00 8.01 

Plotly 10.00 7.00 3.00 9.00 9.00 7.51 

Matplotlib 7.00 5.00 7.50 6.00 9.00 6.41 

 

Table 42: Weighted Scores for Dashboarding 

Alternatives 
Differentiating Factors Weighted 

Score Community & 
Documentation Operability Prior User Experience User Interface 

Aesthetics Customizability 

Streamlit 8.00 9.00 3.00 7.00 7.00 7.33 

Gradio 6.00 10.00 0.75 7.00 7.00 6.70 

Dash 10.00 7.00 0.25 9.00 10.00 7.10 

 

Table 43: Weighted Scores for Data Storage 

Alternatives 
Differentiating Factors Weighted 

Score Performance 
Efficiency Operability Community & 

Documentation 
Prior User 
Experience 

Fault 
Tolerance Scalability 

Linux File System 5.00 10.00 10.00 7.50 5.00 5.00 7.76 

MySQL (RDBMS) 6.00 6.00 8.00 2.75 8.00 6.00 6.15 

MongoDB (NoSQL) 8.00 5.00 6.00 1.50 6.00 8.00 5.84 

5.1.12 Construction of Possible Technology Stacks 

In this step, facilitators construct the most suitable technology stack or stacks considering 
both weighted scores, criticality of DSW steps, and interoperability. The highest-scored 
Data Science Technology Stack consists of Linux File System, PyTorch[122], 
OpenCV[123], Weights & Biases[124], Seaborn[125], and Streamlit[126]. These tools are 
interoperable and can be installed on Linux-based systems according to their 
documentation pages and Step 6 & 7 selection methodology. 
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5.1.13 Finalizing the Technology Stack 

If there are multiple alternatives, evaluators decide on the best Data Science technology 
stack using Delphi Method. If there is only one available stack, the selection is finalized. 
In this case there is only a single stack considered. 

Table 44: Finalized Data Science Technology Stack 

Data Science 
Tech 

Category 
Data Storage Data 

Preprocessing Modeling Experiment 
Tracking Visualization Dashboarding 

Technology 
Alternative 

Linux File 
System OpenCV PyTorch Weights & 

Biases Seaborn Streamlit 

5.2 Results 

The following section summarizes the findings using three tables. Table 45 exhibits the 
descriptive statistics of the Domain Experts’ inputs. Next, Table 46 depicts the descriptive 
statistics of Prior User Experience in technology alternatives. Finally, Table 47 represents 
the local and global weights of each NFR and ranks them altogether. 
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Table 45: Descriptive Statistics for each step of the DSW 

Data Science 
Workflow Step 

Non-Functional 
Requirements 

 Statistics 

Mean Median Mode Standard 
Deviation Kurtosis Skewness 

Correlation 
of 

Variation 
(CV) % 

Range Count 

Data Storage 

Performance 
Efficiency 0.261 0.215 None 0.161 1.703 1.374 61.716 0.362 4 

Operability 0.295 0.263 None 0.155 -0.048 0.931 52.757 0.352 4 

Fault Tolerance 0.063 0.049 None 0.041 3.047 1.670 65.274 0.092 4 

Community & 
Documentation 0.199 0.194 None 0.128 -5.470 0.066 64.474 0.248 4 

Scalability 0.065 0.060 None 0.026 0.107 1.007 39.519 0.058 4 

Prior User Experience 0.116 0.119 None 0.088 -5.712 -0.039 75.935 0.165 4 

Data 
Preprocessing 

Performance 
Efficiency 0.199 0.143 0.143 0.175 3.116 1.652 88.126 0.399 4 

Community & 
Documentation 0.306 0.265 None 0.107 2.551 1.644 35.062 0.228 4 

Operability 0.400 0.379 None 0.183 -4.627 0.234 45.801 0.364 4 

Prior User Experience 0.097 0.094 None 0.037 -1.058 0.445 38.028 0.085 4 

Modeling 

Maturity 0.268 0.265 None 0.183 -4.476 0.052 68.207 0.381 4 

Community & 
Documentation 0.389 0.374 None 0.159 1.662 0.558 40.971 0.388 4 

Customizability 0.184 0.155 None 0.103 1.981 1.412 55.893 0.233 4 

Performance 
Efficiency 0.065 0.057 None 0.026 2.767 1.586 40.829 0.060 4 

Prior User Experience 0.093 0.098 None 0.035 1.789 -0.787 37.716 0.085 4 

Experiment 
Tracking 

Dashboard 
Customization 0.149 0.073 None 0.175 3.504 1.869 117.232 0.365 4 

Maturity 0.294 0.306 None 0.124 -4.585 -0.217 42.090 0.250 4 

Community & 
Documentation 0.151 0.149 None 0.056 1.455 0.237 37.460 0.138 4 

Operability 0.116 0.106 None 0.044 0.799 1.070 37.736 0.100 4 

Installability 0.114 0.105 None 0.067 1.257 0.769 58.912 0.161 4 

User Interface 
Aesthetics 0.044 0.043 None 0.012 -5.079 0.149 26.973 0.023 4 

Prior User Experience 0.133 0.134 None 0.099 -5.840 -0.007 74.789 0.184 4 

Dashboarding 
& 

Visualization 

Community & 
Documentation 0.302 0.319 None 0.140 -0.155 -0.604 46.238 0.326 4 

Operability 0.369 0.411 None 0.173 -1.170 -0.870 46.932 0.368 4 

User Interface 
Aesthetics 0.081 0.067 None 0.047 2.883 1.583 57.591 0.107 4 

Plot Variety 0.073 0.074 None 0.024 -1.000 -0.202 32.934 0.056 4 

Prior User Experience 0.176 0.183 None 0.105 -4.935 -0.137 59.997 0.211 4 
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Table 46: Descriptive Statistics of Prior User Experience for each step of the DSW 

Technology Alternative Score Mean Median Mode Standard  
Deviation Skewness Range Count Selection 

Data Storage 

Linux 
 File System 7.5 

3.92 2.75 None 3.17 1.43 6.00 3.00 
Linux 
File 

System 
MySQL 2.75 
NoSQL 1.5 

Data Preprocessing 

Pillow 7.25 

5.50 6.25 None 2.36 -1.25 5.75 5.00 OpenCV 
Scikit-image 4.75 

OpenCV 6.25 
Tf.keras. preprocessing. image 1.75 

TorchVision 7.5 

Modeling 

PyTorch 8.75 

4.45 4.25 None 2.76 0.97 7.25 5.00 PyTorch 
PyTorch Lightning 2.75 

Keras on Tensorflow 5 
Fast.ai on PyTorch 1.5 

Tensorflow 4.25 

Experiment Tracking 

Tensorboard 6.25 

3.30 0.75 None 4.07 0.85 8.75 5.00 
Weights 

and 
Biases 

Guild.ai 0.25 
Weights & Biases 9 

MLFlow 0.75 
ClearML 0.25 

Visualization 
Seaborn 5 

5.17 5.00 None 2.25 0.33 4.50 3.00 Seaborn Plotly 3 
Matplotlib 7.5 

Dashboarding 
Streamlit 3 

1.33 0.75 None 1.46 1.51 2.75 3.00 Streamlit Gradio 0.75 
Dash 0.25 
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Table 47: Weights of the NFRs 

Data Science 
Workflow 

Step 
Weight Priority Non-Functional 

Requirements Local Weights Local 
Priority 

Global 
Weights 

Normalized 
(%) Global Priority 

Data Storage 0.054 5 

Performance 
Efficiency 0.261 2 0.0140 1% 8 

Operability 0.295 1 0.0158 2% 7 
Community & 

Documentation 0.200 3 0.0107 1% 8 

Prior User 
Experience 0.116 4 0.0062 1% 8 

Fault Tolerance 0.063 6 0.0034 0% 9 

Scalability 0.065 5 0.0035 0% 9 

Data 
Preprocessing 0.125 3 

Operability 0.399 1 0.0498 5% 4 
Community & 

Documentation 0.306 2 0.0381 4% 5 

Performance 
Efficiency 0.198 3 0.0248 3% 6 

Prior User 
Experience 0.097 4 0.0121 1% 8 

Modeling 0.565 1 

Community & 
Documentation 0.389 1 0.2196 22% 1 

Maturity 0.268 2 0.1514 15% 2 

Customizability 0.184 3 0.1040 10% 3 
Prior User 
Experience 0.093 4 0.0527 5% 4 

Performance 
Efficiency 0.065 5 0.0366 4% 5 

Experiment 
Tracking 0.183 2 

Maturity 0.294 1 0.0276 3% 6 
Community & 

Documentation 0.151 2 0.0276 3% 6 

Dashboard 
Customization 0.149 3 0.0273 3% 6 

Prior User 
Experience 0.133 4 0.0243 2% 7 

Operability 0.116 5 0.0212 2% 7 

Installability 0.114 6 0.0209 2% 7 
User Interface 

Aesthetics 0.044 7 0.0080 1% 8 

Dashboarding. 
& 

Visualization 
0.077 4 

Community & 
Documentation 0.302 2 0.0232 2% 7 

Operability 0.369 1 0.0284 3% 6 
Prior User 
Experience 0.176 3 0.0135 1% 8 

User Interface 
Aesthetics 0.081 4 0.0063 1% 8 

Customizability 0.073 5 0.0056 1% 8 
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5.3 Analysis on Findings 

Table 45 depicts the descriptive statistics for the AHP results: 

• There is a total of 27 Differentiating Factors under different technology categories. 
11 of them have a skewness between -0.5 and 0.5, which makes them symmetrical, 
13 of these are positively skewed with a skewness value higher than 0.5, and 3 of 
them are negatively skewed, with a skewness value lower than -0.5. This result 
shows that approximately %60 of NFRs are skewed, indicating that evaluators 
have different preferences and tendencies. Therefore, using the mean value as the 
weight helps find common ground. 

• The coefficients of variation for DFs are between %26.97 and %117.23.  The DFs 
with the highest CVs are Dashboard Customization under Experiment Tracking at 
%117.23, Performance Efficiency under Data Preprocessing at %88.13, Prior User 
Experience under Data Storage at %75.94, Prior User Experience under 
Experiment Tracking at %74.79 and Maturity from Modeling with %68.20. These 
results show that the importance of these DFs fluctuates highly amongst 
evaluators. 

• When the distribution of DFs’ CV scores is considered, values below %40 can be 
considered low. The factors with low CV scores include User Interface Aesthetics 
under Experiment Tracking at %26.97, Plot Variety under Dashboarding & 
Visualization at %32.93, Community & Documentation under Data Preprocessing 
at %35.06, Community & Documentation and Operability under Experiment 
Tracking at %37.46 and 37.73. Also, others include Prior User Experience under 
Modeling and Data Preprocessing, respectively, at %37.72 and %38.02, and 
Scalability Under Data Storage at %39.52. Lower CV values demonstrate that 
there is a consensus among Evaluators.  

• In addition, the DFs with the lowest CV are the ones with the lowest weights, such 
as User Interface Aesthetics and Plot Variety. Also, Community & Documentation 
under Modeling, the factor with the highest weight score under the most critical 
step of the DSW, has a CV of %40.91. It is not as low as the DFs mentioned before; 
nevertheless, it shows a consensus in deciding the most important factor. These 
scores demonstrate that domain experts have a shared understanding of the DFs 
that are at the extremes for their selection. However, it is imperative to note that 
the remaining DFs with higher weights do not conform to any trend or rule.  

• Furthermore, the limited dataset size should also be considered when analyzing 
the results mentioned above. Due to its size, any data point can substantially affect 
the variation and values of weights. 
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Among the differentiating factors, the only factor that depends explicitly on the evaluators 
is the Prior User Experience (PUE). Since Tables 33-37 demonstrate an imbalanced 
experience score, it is imperative to investigate the PUE distributions and effects. Table 
46 exhibits the descriptive statistics for PUE in different technology categories: Except 
for the Visualization technologies, all the technology cate PUE scores are either positively 
or negatively skewed. 

• Among the skewed ones, except Data Preprocessing, the technology alternative 
with the highest PUE Score has the highest weighted score. This case shows that 
whatever the weight of the PUE score is, if the experience score is skewed, PUE e 
may be the factor that dominates the others and thus may be the factor that 
determines the most suitable technology.   

• In the case of Visualization technologies, the scores are not skewed, and the 
alternative with the second highest score, Seaborn, is selected. So, this shows that 
when the PUE score is not skewed, it does not dominate and contributes to the 
weighted sum score in its respective weight. 

• Even though Data Preprocessing is skewed in terms of PUE score, the fact that the 
PUE is the differentiating factor with the lowest weight within Data Preprocessing 
factors causes PUE not to dominate and fall behind. 

• The results show that this population's experience with specific tools and not 
others is causing this PUE score bias in the weighted sum calculation. 

• In addition, the PUE score distribution should be unique to all groups. Since this 
team is working in an academic environment, and their main priorities are the 
research itself and the academic outputs, they may be expected to be highly 
experienced in a specific set of tools and not be versatile in a larger technology 
pool.  This case may be the opposite for a software team working in the industry. 

• The variation in experience can also be due to the maturity of that technology 
category’s market. For example, Experiment Tracking technologies are relatively 
newer when compared to Data Preprocessing and Data Storage. This situation may 
have led to Weights and Biases dominating the Experiment Tracking scores. In 
contrast, in the case of Data Preprocessing’s PUE, it may have contributed in line 
with its weight. 

• It is also important to note that PUE may not be as important in other workflows 
from the industry. Since productivity and efficiency are prioritized in the industry, 
PUE may not even be considered a significant factor for the weighted sum since 
the industry demands the developers to be versatile, adapt, and work with the 
technologies provided. 
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Table 47 demonstrates the differentiating factors' local and global weights and rankings. 
According to these results, the following outcomes are determined: 

• The order of criticality of the DSW steps are as follows: Modeling, Experiment 
Tracking, Data Preprocessing, Dashboarding & Visualization, and Data Storage. 
Since the primary goal of this research is to create state-of-the-art modeling 
artifacts, it is a must to prioritize the modeling technologies. 

• The most critical factors are Community & Documentation at %22, Maturity at 
%15, and Customizability at %10, all under Modeling. So, these three factors 
directly influence the %47 of the technology selection process. The remaining 
factors are spread out between %0 and %5. These outcomes can be considered 
reasonable since the primary goal of this research group is to develop cutting-edge 
models and techniques. To do so, they need reliable, customizable, and well-
documented technologies to utilize these technologies up to their limits and make 
the best of their resources. 

• The least important factors are Scalability and Fault Tolerance under Data Storage, 
with a %0.1 criticality score rounded to %0. Since this case study’s dataset is stable 
and static, it is not regularly updated, making the problem of Scalability less 
critical. Moreover, the project is not a live deployed one, and it is backed up in 
multiple data stores, thus making the Fault Tolerance a less critical concern. 

• Some DFs are common in different DSW steps. However, their importance can be 
quite different. For example, Modeling’s Customizability has a global weight of 
%10, whereas Dashboarding & Visualization’s Customizability has a global 
weight of %1. These differences can also be seen in other DFs, including Prior 
User Experience, Community & Documentation, and Operability. These 
differences in weights show that it is not practical to generalize the weights and 
rankings of DFs. 

• Furthermore, these weights can change from workflow to workflow as well. The 
modeling step may be the most important for a Deep Learning based one, whereas 
Data Storage can be a critical step for a Big Data related system. 

• Table 4 allows fragmenting decision-making process. Therefore, it enables 
decision-makers to see the effects of each component and its respective factors. 
This table also allows demonstrating what-if analyses in the absence or the change 
in the value of a factor. 
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5.3.1 What-if (Sensitivity) Analyses 

What-if analysis is used to determine how the calculated result is affected by changes in 
the conditions. In this case, the conditions are the decision weights of the weighted sum. 
What-if analyses enable testing out different fictitious cases where the decision weights 
are altered and seeing the changes in the results. The following section investigates two 
fictitious cases to see the relationships between the decision weights and the selected 
alternatives.  

Case 1: 

Instead of a team with skewed technology experience, let the team be a highly-experienced 
team from a software company, in which software developers can work with any 
technology provided and do not have any specific technology preferences. So, this 
demonstrates a scenario where Prior User Experience is not considered. In this case, what 
would be the most suitable technology stack? Prior User Experience weight is set to 0 to 
answer this question, and once again, the weights are calculated after weights are 
normalized. Table 48 exhibits the changes in the selected alternatives for the conditions 
of the first case.  

 

Table 48: What-if Analysis for Case 1 

 
Academic Case 
Study Weighted 

Score 

Academic Case Study 
Selection 

Case 1 Weighted 
Score (After Weights 

are Normalized) 
Case 1 Selection 

Data Storage 9.61 Linux File System 7,80 Linux File System 

Data Preprocessing 8.59 OpenCV 9.12 OpenCV 

Modeling 8.84 PyTorch 9.3 PyTorch 

Experiment Tracking 8.01 Weights & Biases 8.43 Weights & Biases 

Visualization 7.33 Seaborn 8.47 Plotly 

Dashboarding 7.76 Streamlit 8.56 Dash 

 

So, in this case where PUE is removed from consideration, there is a change in 
technologies regarding Visualization and Dashboarding. However, in the other cases there 
is no change the selected technologies.  
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Case 2: 

Let the second case study be for a profit-oriented organization that wants to productize the 
given DSW. Next, they must deploy their project in a virtual environment. This 
deployment will bring additional costs, and their goal is to make the best of their resources 
and maximize profit while they may accept some loss in model performance. So, in this 
case, Performance Efficiency (Throughput) will be prioritized where available. For the 
sake of this case, let the decision weight of Performance Efficiency be 0.4, Prior User 
Experience be 0 and the remaining weights are normalized accordingly. Table 49 exhibits 
the changes in the selected alternatives for the conditions of the second case. 

Table 49: What-if Analysis for Case 2 

 
Academic Case 
Study Weighted 

Score 

Academic Case Study 
Selection 

Case 2 Weighted 
Score (After Weights 

are Normalized) 
Case 2 Selection 

Data Storage 9.61 Linux File System 6,75 
NoSQL 

(MongoDB) 

Data Preprocessing 8.59 OpenCV 8.93 OpenCV 

Modeling 8.84 PyTorch 9,25 PyTorch 

Experiment Tracking 8.01 Weights & Biases 8.01 Weights & Biases 

Visualization 7.33 Seaborn 8.47 Plotly 

Dashboarding 7.76 Streamlit 8.56 Dash 

 

So, in this case where Performance Efficiency is prioritized and PUE is removed, Linux 
File System is replaced with MongoDB and similar with the first case Visualization and 
Dashboarding tools are replaced accordingly.  
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5.4 Discussion  

The following section discusses the results and findings of the proposed method and its 
respective case study. 

• The modular architecture of the weighted sum enables breaking down the effect 
of each differentiating factor on the total score. Due to this modularity, the 
dominance of PUE in the final decision can be observed in Table 46. Also, in 
another Data Science Project, a different factor may affect or directly dictate the 
selection decision when this method is used.  In such situations, the proposed 
method enables what-if (sensitivity) analyses and helps make deep dives. 

• It needs to be emphasized that the evaluators with an academic mindset evaluated 
and scored the DFs. For example, this case study aims to develop a model with 
better confusion matrix statistics than academic baselines. However, if the 
evaluators scored from a profit-oriented perspective, they may have prioritized 
performance efficiency and throughput for better deployment and customer 
experience by compromising on model accuracy. 

• Tables 45-47 show that Community & Documentation and Maturity are critical 
for all the steps. However, it is critical to note that the results attained here are 
unique to this research team. Even if it were a different team from the same 
domain, there could also be differing results. 

• In addition, if a development team from the industry had scored the differentiating 
factors, it would not be surprising to see different results. If a development team 
from the industry presented the project, the expected requirements of the project 
would also be different. Even the DSW could have been different, including 
different steps. An additional deployment step could have been considered since 
it would be planned as a complete product. 

• A team can have multiple projects they develop. Consequently, an analytics 
department can consist of multiple teams as well. So, scaling the technology 
selection approach to the organization level may be challenging and require 
tailoring the proposed method and integrations with other technology management 
tools. Thanks to its modular structure, the proposed method can be integrated with 
Data Science Roadmapping [9] and Data-Integrated Roadmaps [127] to align 
organizational strategy in AI & DS contexts, resources, and limitations with the 
requirements of each DSW. 

• Finally, tables 45-47 show that each development team member can have different 
preferences and priorities, and using a multi-round AHP approach democratizes 
the decision-making process.  
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CHAPTER 6 

 

CONCLUSION  

 

6.1 Summary 

This study aims to propose a solution to the Data Science technology selection problem. 
First, this study presents a literature review of the existing technology selection studies 
and evaluates these approaches in terms of their versatility and extensiveness under Table 
4.  The literature review shows that no approach comprehensively covers the end-to-end 
Data Science Workflow and the technologies. 

Next, the new technology selection method that utilizes multi-criteria-decision-making 
and group decision-making has been developed iteratively in group meetings considering 
the strengths and shortcomings of the current methods. The method starts with 
constructing two teams: facilitators who run the process and evaluators who provide 
information. Then, the analytics project is mapped into a data science workflow using 
CRISP-DM or TDSP. Afterward, evaluators rank the steps of the DSW according to their 
criticality for the project. Subsequently, the functional requirements for each step are 
gathered and mapped considering Organization, Data, Infrastructure, Software, and 
Environment and Experience dimensions. Then, the facilitators filter the technology 
alternatives at each step according to these functional requirements. At this point, all the 
filtered technologies can provide the necessary functionality, but they differ in how they 
provide these functionalities. After this preliminary elimination, the facilitators work out 
the differentiating features for each step of the DSW using a customized MLR approach, 
as explained in section 4.3.1. Then, evaluators rank and score these features in terms of 
their criticality for their respective workflow steps using the AHP.  Lastly, the facilitators 
score the technology alternatives in each DSW according to differentiating features and 
construct the most suitable technology stack or, if possible, stacks. If there are multiple 
stack alternatives, evaluators reach a consensus on a stack using Delphi Method. 

Finally, we tested the proposed method in an academic computer vision workflow, and 
we selected the most suitable Data Science Technology Stack thanks to the inputs of 
computer vision researchers. 
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6.2 Contributions 

This study presents multiple contributions to the literature by bridging some research 
gaps:  

1. This study investigates the analytics technology selection literature and 
baselines them on key principles for developing strategic technology 
management toolkits [14]. As stated in the literature review, this study 
identifies the strengths and weaknesses of the methods presented in the 
literature. Then according to these insights, a systematic and comprehensive 
technology selection method that complies with all the key principles for 
developing strategic technology management toolkits is developed and tested 
with a Case Study. Compared with the alternatives from the literature, this 
selection method covers the end-to-end DSW steps and the entire analytics 
landscape. In contrast, the studies in the literature only focus on a single 
technology category like BI tools or present guidelines for a specific domain 
like Big Data with limited alternatives. Furthermore, as seen in Table 47, the 
proposed method using the local and global weights helps streamline and 
fragment the selection process while making the decision-making process 
transparent. 

2. This study uses a Data Science Project from the Medical Computer Vision 
domain to validate the proposed method. Thus, the weights of the decision 
factors and the rankings for each step of the DSW are calculated. So, these 
factors, with their respective weights, provide the decision-making template 
for the projects of this domain while providing future practitioners the 
opportunity to play and customize the values of weights. 

3. It is common for teams to make decisions based on the highest-paid person's 
opinion, seniority, or intuition [128].  These non-systematic decision-making 
approaches can lead to unexpected technical debts. With this proposed 
selection approach, not only everyone’s opinion is heard, but also these 
opinions are directly integrated into the selection decision while democratizing 
the decision-making process. 
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4. During the facilitation of the proposed method, facilitators create multiple 
artifacts. Since this method is modular, each artifact can be utilized separately 
with minor modifications if needed. 

o ODISEE Survey & Technology Vision Statement:  Technology 
Vision Statement is created using the responses to ODISEE questions. 
These both contribute to determining the functional requirements and 
limitations of a Data Science Project in a structured manner. 

o Data Science Workflow Criticality Ranking: This artifact provides 
insight into DSW steps where teams may encounter technology 
bottlenecks. Also, it enables teams to select the DSW steps to prioritize 
and helps them choose the DSW step where the functional 
requirements should originate and the steps these requirements cascade 
from the origin step. 

o Functional Requirements Mapping: This artifact demonstrates the 
mapping of each ODISEE dimension with the technology alternatives 
and the cascading requirements from the most critical DSW to the least 
critical one. 

o Local & Global Weights Table: This artifact exhibits the importance 
of each differentiating factor for each DSW step as well as for the entire 
workflow. It also enables practitioners to make what-if analyses and 
understand cause-and-effect relationships between factors and the 
selections. 

o Customized MLR Approach for Determining Differentiating 
Features: The tailored MLR approach enables finding the differences 
among technology alternatives. It also approaches the problem with a 
holistic point of view, and this way, it aligns academic expectations 
with industrial needs. Moreover, this method is not limited only to 
analytics-related technologies, but technologies from the entire 
software landscape can be compared with the help of it. 

5. We have tested the customized MLR Approach for Determining 
Differentiating Features on the modeling technologies. The most prominent 
Deep Learning libraries and Frameworks, PyTorch, Tensorflow, Keras, and 
Fastai, are investigated. Thus, differentiating factors are determined by 
considering academic and industrial concerns. 
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6.3 Limitations  

• Like any expert-based system, the proposed method is subject to expert bias [129].  

• Not all differentiating methods, like Operability or Maturity, can be measured 
systematically. 

• The proposed method may not be considered practical. Especially running the 
MLR process to determine the differentiating factors is laborious and demanding. 
A solution would be to dive deeply into the most critical technology category and 
do more superficial research for the remaining technology categories. Another 
approach would be to limit the research to a set of resources, including blogs and 
documentation pages. In addition, as facilitators conduct these MLRs for 
technologies, they will have the chance to build their know-how, and when 
documented, these can be reused for other projects. So, in the beginning, it may 
require hard work. However, after running it for multiple technology categories, 
facilitators would be expanding their know-how, and thus the amount of laborious 
work required would decrease in time. 

• Getting the correct information about emerging technologies may be challenging 
due to a lack of resources or IP-related issues. This case is also valid for proprietary 
technologies since their documentation may include biased information, or they 
may collaborate with Data Science Blogs for sponsored content. Nevertheless, 
since open-source technologies have become the de facto standard in the analytics 
domain and the open-source community’s transparency allows practitioners to 
know what to expect when considering alternatives that are not rich in information 
or may include biased specifications. [130] 

• Since the method was tested on a single case study, it is not possible to make 
definite comments about the end-to-end method’s generalizability. Nevertheless, 
the artifacts developed can be generalized and used in other projects. 
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6.4 Future Work 

The following research opportunities are identified following the results of this study: 

• Additional case studies may be conducted to assess the generalizability of the 
proposed method.  

• In addition, case studies regarding project, department, and organizational levels 
can be conducted to test out the proposed method's scalability.  Since the proposed 
method is modular, it can be integrated with Data Science Roadmapping [9] to 
align the organizational goals, resources, and limitations with the requirements to 
scale the proposed method. 

• Furthermore, this study’s scope may not be limited to the analytics field but also 
the software development landscape. The analytics industry requires the extensive 
use of several technologies at once. However, technology stack selection is not 
only a problem for analytics but also an issue for different practices of software 
engineering as well. Thus, software engineering leaders can modify the method 
according to their use to streamline their decision-making process and mitigate 
technical debt. 
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APPENDICES 

APPENDIX A 

ODISEE Interview Questions 

Data Science Technology Selection Interview Questions: 

We have developed this set of questions as part of an ongoing master's thesis study at 
Middle East Technical University, Informatics Institute, to gather information for the 
developed Data Science Technology Selection method. Please answer the following 
questions: 

Personal: 

Name: 

Education: 

Organization: 

Role: 

Preliminary: 

Data Science Workflow: 

• Please explain each step of the end-to-end data science project in detail. 
• Which algorithms, methods, and tests will be used in each step? 

 
Details: 

Organization: 

• Where does this Data Science Project take place? 
• What are the budget and constraints for this project? 
• Does your organization have any open-source or commercial software 

preferences? 
• Does your organization have an on-premises or cloud platform preference? 
• How many people work in your analytics team? What are their roles? 

 
Data: 

• What kind of dataset are you planning to use? (Data type, dimensions, size) 
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• Does your dataset require any storage requirements? 
• How frequently will the dataset be updated? 
• Does your dataset have any privacy and security requirements? 
• Where will the Data be stored in terms of physical location? 

 

Infrastructure: 

• What are the hardware resources at hand for this project? (CPU, GPU, RAM, 
HDD) 

• Is speed in storage critical for you? 
• If you plan to use a cloud vendor, is there a particular vendor preference? 
• What are the required hardware specifications for your cloud infrastructure? 
• Do you require CUDA programming? 
• Do you require a High-Performance Computing Infrastructure? 
• Do you require parallel programming? 
• Is there any infrastructure alternative you may consider? 

Software: 

• What statistical methods, algorithms, models, and techniques do you require for 
each step? 

• Do you need pre-trained models? 
• What type of development platform is required? (Notebook-based or IDE) 
• Do you require a collaborative development platform? 

Environment: 

• Does the domain require any infrastructure limitations and regulations? 

• Does the domain require any processing limitations and regulations? 

• Does the domain require any storage limitations and regulations?  
Experience: 

• What infrastructures is your team experienced with? 
• What technologies is your team experienced with? 
• Does your team have a preferred programming language, library, or framework 

for each workflow step? 
• Is there a technology that your team would like to avoid? 
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Ethics Committee Approval Letter 
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APPENDIX C 

Analytic Hierarchy Process Templates 

 

 

 

 
 
 
 
 
 
 

Figure 12: AHP Template for Workflow Step Criticality Ranking 
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Figure 13: AHP Template for Data Storage Step 
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Figure 14: AHP Template for Data Preprocessing Step 
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Figure 15: AHP Template for Modeling Step 
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Figure 16: AHP Template for Experiment Tracking Step 
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Figure 17: AHP Template for Visualization Step 


