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ABSTRACT

FSOLAP: A FUZZY LOGIC-BASED SPATIAL OLAP FRAMEWORK FOR
SPATIAL-TEMPORAL ANALYTICS AND QUERYING

Keskin, Sinan
Ph.D., Department of Computer Engineering

Supervisor: Prof. Dr. Adnan Yazıcı

January 2023, 137 pages

Nowadays, with the rise in sensor technology, the amount of spatial and temporal data

increases day by day. Fast, effective, and accurate analysis and prediction of collected

data have become more essential than ever. Spatial Online Analytical Processing

(SOLAP) emerged to perform data mining on spatial and temporal data that naturally

contains the hierarchical structure used in many complex applications. In addition,

uncertainty and fuzziness are inherently essential elements of data in many complex

data applications, particularly in spatial-temporal database applications. Also, there

is always a need to support flexible queries and analyses on uncertain and fuzzy data,

due to the nature of the data in these complex spatiotemporal applications.

In this study, FSOLAP is proposed as a new fuzzy SOLAP-based framework to com-

pose the benefits of fuzzy logic and SOLAP concepts and is extended with inference

capability to the framework to support predictive analytics and spatiotemporal pre-

dictive querying. Additionally, while FSOLAP primarily includes historical data and

associated queries and analyses, we also describe how to handle predictive fuzzy spa-

tiotemporal queries, which typically require an inference mechanism.
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The predictive accuracy and resource utilization performance of FSOLAP are com-

pared using real data with some well-known machine learning techniques such as

Support Vector Machine, Random Forest, and Fuzzy Random Forest. The extensive

experimental results show that the FSOLAP framework for the predictive analysis

of various spatiotemporal events using a big meteorological dataset is considerably

more accurate and scalable than conventional machine learning techniques.

Keywords: Fuzzy spatiotemporal data mining, spatiotemporal predictive analytics,

fuzzy spatiotemporal OLAP, fuzzy association rule mining, fuzzy knowledge base,

fuzzy inference system, fuzzy spatiotemporal querying, fuzzy spatiotemporal predic-

tive querying
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ÖZ

FSOLAP: UZAMSAL-ZAMANSAL ANALİTİK VE SORGULAMA İÇİN
BULANIK MANTIK TABANLI UZAMSAL OLAP ÇERÇEVESİ

Keskin, Sinan
Doktora, Bilgisayar Mühendisliği Bölümü

Tez Yöneticisi: Prof. Dr. Adnan Yazıcı

Ocak 2023 , 137 sayfa

Günümüzde sensör teknolojisindeki ilerlemeyle birlikte mekansal ve zamansal veri

miktarı her geçen gün artmaktadır. Toplanan verilerin hızlı, etkili ve doğru analizi

ve bu verilerle tahmin yapmak her zamankinden daha önemli hale geldi. Mekansal

Çevrimiçi Analitik İşleme (SOLAP), birçok karmaşık uygulamada kullanılan hiye-

rarşik yapıyı doğal olarak içermekte olup mekansal ve zamansal veriler üzerinde veri

madenciliği yapmak için ortaya çıkmıştır. SOLAP kullanan uygulamalar daha çok

kesin veriler üzerinde çalışırlar ancak birçok karmaşık veri uygulamasında, özellikle

uzamsal-zamansal veritabanı uygulamalarında, verilerin doğası gereği belirsizlik ve

bulanıklık temel unsurlardır. Ayrıca, bu karmaşık uzay-zamansal uygulamalardaki ve-

rilerin doğası gereği, belirsiz ve bulanık veriler üzerinde esnek sorgu ve analizlerin

desteklenmesine her zaman ihtiyaç vardır.

Bu çalışmada, FSOLAP, bulanık mantık ve SOLAP kavramlarının faydalarını bir

araya getirerek yeni bir bulanık SOLAP tabanlı çerçeve olarak önerilmiş olup tah-

mine dayalı analitiği ve uzay-zamansal tahmine dayalı sorgulamayı desteklemek için

çıkarım yeteneği üzerine eklenmiştir. Ek olarak, FSOLAP temel olarak geçmiş veri-
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lerle ilişkili sorguları ve analizleri ele alırken, tipik olarak bir çıkarım mekanizması

gerektiren tahmine dayalı bulanık uzay-zaman sorgularının nasıl ele alınacağını da

açıklıyoruz.

FSOLAP çerçevesinin tahmine dayalı doğruluğu ve kaynak kullanım performansı,

Destek Vektör Makinesi, Rastgele Orman ve Bulanık Rastgele Orman gibi bazı iyi

bilinen makine öğrenimi teknikleriyle gerçek veriler kullanılarak karşılaştırılmıştır.

Kapsamlı deneysel sonuçlar, büyük bir meteorolojik veri seti kullanan çeşitli uzay-

zamansal olayların tahmine dayalı analizine yönelik FSOLAP çerçevesinin, gelenek-

sel makine öğrenimi tekniklerinden çok daha doğru ve ölçeklenebilir olduğunu gös-

termektedir.

Anahtar Kelimeler: Bulanık uzay-zaman veri madenciliği, uzay-zaman tahminsel ana-

litik, bulanık uzay-zamansal OLAP, bulanık birliktelik kuralı madenciliği, bulanık

bilgi tabanı, bulanık çıkarım sistemi, bulanık uzay-zamansal sorgulama, bulanık uzay-

zaman tahminsel sorgulama
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CHAPTER 1

INTRODUCTION

1.1 Motivation and Problem Definition

Automated data collection tools and the development of database technologies have

enabled the storage of large amounts of data in databases and other information repos-

itories. These collected data contain spatial and temporal features to a large extent.

It is still a fundamental need to make spatial-temporal analyses, querying, and in-

ferences effectively and efficiently on these data. There are basically two types of

difficulties when working on the need to do spatial and temporal data analytics and

querying. The first is to ensure that spatial and temporal data are appropriately struc-

tured. Because the analyses to be made on this type of data should be modeled accord-

ing to the data structure to produce results with high performance. Another concern

is that spatial-temporal analyses and queries naturally contain complexity, making it

difficult to deal with conventional techniques. Complex operations such as interro-

gating a region with an uncertain range on spatial-temporal data inherently include

uncertainty and fuzziness. It is necessary to propose an approach that effectively, ef-

ficiently, and accurately makes spatial-temporal analytics, provides inferences, and

supports spatial-temporal queries by focusing on solving these concerns.

Researchers working in this field mainly make predictions with numerical and sta-

tistical models [1, 2, 3], which commonly use precise values as input and output.

However, uncertainty and fuzziness are inherent characteristics of most spatiotem-

poral database applications [4]. Thus, spatiotemporal information and the various

relationships and associations involved in such applications often include uncertainty

and fuzziness. For example, a region boundary is represented using a fuzzy concept

1



to describe a highly polluted region. In general, spatial and temporal applications

contain various types of uncertainty and fuzziness for the following reasons:

• Spatial information such as where the events occur, the topological properties of

these places, and their spatial relationships are complex and naturally imprecise

or fuzzy and include multiple forms of uncertainty [5].

• Due to their appearance form, many natural phenomena do not occur within

concrete boundaries and exhibit fuzzy transitional spread (for example, it is not

easy to define fog boundaries with precise edges.) [6, 7, 8].

• With the complex nature of the application domain of spatial databases, it is of-

ten tedious and challenging to operate on a set where only precise data is taken

into account. For example, it may be necessary to identify "high frost risk"

regions or know the number of days a location receives "heavy rainfall." The

fuzziness criteria are naturally expressed in linguistic terms instead of treating

these analyses and queries with crisp data [9].

In addition, conventional data mining techniques [10] are not adequate for spatiotem-

poral database applications because these techniques involve complex differential

equations and computational algorithms that require high resources. On the other

hand, effective and efficient data analysis and prediction are needed to perform with

a vast amount of collected spatial and temporal data. On the other hand, effective

and efficient data analysis and prediction are needed to perform with a vast amount of

collected spatial and temporal data. Spatial Online Analytical Processing (SOLAP) is

one widely used geospatial data mining tool for this purpose. It allows the exploration

of data cubes to obtain new information effectively and efficiently [11]. A multi-tier

computational model needs to be adapted to spatial data mining, as handling spatial

relationships involves high computational costs [1]. Morely, SOLAP is a data min-

ing platform that provides spatial and temporal analysis quickly and easily with a

multidimensional approach composed of tiers of aggregation.

Spatiotemporal database applications inherently include hierarchical data forms. Spa-

tiotemporal data has geographical information as a spatial part with a hierarchical
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structure and covers another from outside to inside. This coverage format can be ex-

emplified as country-region-city-town-station from general to specific. Similarly, the

time information in the temporal section may have hierarchical levels such as year-

month-day-hour or represented as year-quarter-month or year-season-month types de-

pending on the application domain. SOLAP, which has the ability to make fast and

effective analyzes and queries on hierarchical data, is also preferred because it allows

such data to be easily modeled over metadata. In addition, uncertainty and fuzziness

are inherently involved in spatiotemporal applications because they are natural fea-

tures of spatial-temporal data [5] (i.e., in the definition of a fogy location). Due to

these features of spatiotemporal applications, it isn’t easy to deal with conventional

logic approaches. Since these features are complex, instead of approaching with pre-

cise mathematical models, it is necessary to apply the fuzzy logic approach that has

emerged for this purpose. In studies [5, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21] carried

out with the thought that crisp logic would not be sufficient, and uncertain and fuzzy

conditions are handled by developing applications and systems that provide linguisti-

cal control with the fuzzy logic approach. In this context, a platform offering efficient

and effective analysis and queries can be developed using the concepts of fast and ac-

curate spatiotemporal data processing provided by SOLAP and the easy handling of

complex applications provided by fuzzy logic. The objective of the study is to offer a

new framework, FSOLAP, to leverage both SOLAP and fuzzy logic to provide fuzzy

spatiotemporal data analytics and queries and extend them with inference capability.

Online Analytical Processing (OLAP) is not capable of explaining relationships be-

tween the data that resides in the data cube [22], and neither is SOLAP. Association

rules, a type of data mining technique for finding associations among data, can dis-

cover affinities on SOLAP data. This study focuses on the generation of association

rules for the fuzzy inference system. The most recent algorithms [4, 23] presented

for fuzzy association rule mining consider that the user provides the fuzzy set. In this

study, fuzzy classes and membership values are automatically generated and used to

generate fuzzy association rules. In addition, minimum support and minimum con-

fidence values should be satisfied simultaneously by the user when generating the

association rules [24]. The constraining issue related to discovering these associa-

tions is to choose the threshold of minimum support (minsup) and minimum confi-
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dence (minconf) properly because they directly influence the number and the quality

of the detected patterns. Therefore, the appropriate minsup and minconf values can be

determined using a heuristic approach. Different minsup and minconf values are pro-

grammatically chosen to generate fuzzy association rules, and the prediction accuracy

is calculated for each generated association rule set.

Furthermore, fuzzy logic with OLAP is widely studied in the literature [4, 25], but

there are not many proposals about fuzzy logic with spatial data types of OLAP (i.e.,

FSOLAP). This study introduces a new framework based on SOLAP and fuzzy logic.

The FSOLAP framework includes a database, SOLAP, a fuzzy logic module, an as-

sociation rule generator, and a fuzzy inference mechanism to perform data analytics

and prediction on spatiotemporal database applications.

1.2 Proposed Methods and Models

Spatial-temporal database applications naturally contain hierarchical data structures.

Spatial data includes hierarchical breakdowns such as country-region-city, while tem-

poral data have hierarchical relationships at levels such as year-month-day. SOLAP,

a geospatial data mining tool, emerged to provide effective and efficient analysis and

querying of hierarchical data. In addition, conventional data mining techniques are

insufficient in spatiotemporal database applications because they often require inten-

sive computations involving complex differential equations and computational algo-

rithms. Spatial and temporal information and several relations in spatial-temporal

applications frequently involve uncertainty and fuzziness, which are inherent features

of most of these applications. At this point, a combination of fuzzy logic and the

SOLAP concepts is proposed in this study to get benefits from them. To accomplish

this, we assemble a fuzzy spatial OLAP model and thus support performing fuzzy and

OLAP-based operations on fuzzy spatial data. Additionally, the combined proposal is

improved to support the inference mechanism by using fuzzy association rule mining

with a fuzzy inference system. Finally, a fuzzy spatial-temporal predictive model is

built by combining fuzzy logic, SOLAP, fuzzy knowledge base, and fuzzy inference

system.
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1.3 Contributions and Novelties

This study involves in finding patterns in data with spatiotemporal characteristics

applying data analytics and making predictions using the knowledge explored. In this

context, it is essential to use real data to demonstrate the accuracy of performance of

the study. In some of the studies [4, 22], researchers use synthetic or semi-synthetic

data to test the performance of their proposed models. Although the proposals are

confirmed to some extent from synthetic data, it is impossible to express the actual

efficiency and accuracy of the model for real situations. For this reason, it is crucial

to represent the accuracy and performance tests of this proposal using real data in the

spatiotemporal database. Thus, the accuracy and resource utilization performance of

the model proposed in this study is demonstrated using real data that includes spatial

and temporal features and different meteorological measurements obtained from the

Turkish Meteorological Service.

The contributions of this thesis can be summarized as follows:

• The main contribution of this study is to propose FSOLAP as a new fuzzy

SOLAP-based framework and provide effective and efficient predictive anal-

ysis of various spatiotemporal events, including support for various querying

capabilities, data visualization, and analysis.

• The FSOLAP framework brings together the strengths of fuzzy and SOLAP

concepts for spatiotemporal applications and is extended with inference to offer

effective and efficient predictive analysis.

• FSOLAP introduces the fuzzy spatiotemporal predictive query, which includes

an inference mechanism, as well as the complex type of fuzzy spatial queries

present in the literature.

• We extend the proposed FSOLAP framework using aggregation operators to

provide fuzzy summaries for knowledge discovery. We thus offer to gener-

ate fuzzy summaries utilizing the result of the executed fuzzy spatial-temporal

queries on the FSOLAP framework.

• Determining the number of clusters when performing clustering on fuzzifica-
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tion is a tricky problem. In general, empirical approaches have been used to

determine the number of clusters in a data set. However, the proper number of

clusters determination process is handled automatically.

• Producing an appropriate number of fuzzy association rules, pruning the gen-

erated ruleset, weighting the rules in the ruleset, and tuning also becomes an

automated process in the FSOLAP framework.

• The predictive accuracy and the utilization performance of the proposed frame-

work are tested, and comparative analysis is made with some of the well-known

machine learning (ML) algorithms such as random forest, support vector ma-

chines (SVM), and fuzzy random forest using the same real data as a case study

of a meteorological application. The utilization performance with these ML

models includes the average CPU usage, memory usage, model building time,

and model prediction time.

1.4 The Outline of the Thesis

The rest of the thesis is organized as follows: Chapter 2 explains the background and

previous studies on the subject. Details of the proposed framework and the compo-

nents of the FSOLAP architecture are demonstrated in Chapter 3. The query module

of the framework with the supported query types and fuzzy spatial aggregation is ex-

plained in Chapter 4. The form and features of the meteorological data used in the

case study of the presented framework are clarified in Chapter 5. Chapter 6 repre-

sents the experiment results of the case study. The study results are discussed and

compared with the existing works in Chapter 7. Finally, the conclusion and future

studies are explained in Chapter 8.
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CHAPTER 2

BACKGROUND

Data analytics explores data through various algorithms and applications and infer-

ences about the information it contains from these examinations. Data analytics,

which emerged from data science, a multidisciplinary field, and has become one of

the most critical sciences of today, also has a vast area of study. In data analytics,

questions are asked in specific patterns to analyze the information and achieve the de-

sired result. As a result of the different questions asked, data analytics is diversified

and divided into various methods. Predictive analytics, a type of data analytics, is

where we begin by predicting “potential future outcomes” and turning the results of

our descriptive and diagnostic analyzes into actionable concepts for decision making.

A data analyst uses quantitative dataset analysis and gets results, often referred to as

predictive modeling in predictive analytics. This operation is a broader approach to

characterizing predictions and examining models for their accuracy. Machine learn-

ing algorithms, classification models, and regression models are part of the predictive

analytics field.

In the following sections, a literature review of previous studies on spatiotemporal

data mining and predictive analytics is given, along with brief descriptions of the

concepts of OLAP, SOLAP, fuzzy logic and inference mechanisms. In addition, the

scope of studies supporting fuzzy queries is also examined.
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2.1 Data Warehouse

As a result of the critical developments in data collection and storage technologies in

recent years, the data stored in businesses have started to reach huge dimensions. In

these enterprises, hybrid organizational structures and data may be scattered in dif-

ferent settlements. With the increase in data, which is an essential input to Decision

Support Systems, and the need to separate from relational databases, data warehouses

have come to the fore. A data warehouse is a large-scale data warehouse that com-

bines the data collected by various units of an enterprise or institution through live

systems and the ones that can be evaluated in the future in a system in the back-

ground. The data warehouse provides an infrastructure for robust data analysis tech-

niques such as data mining and multi-dimensional analysis and traditional methods

where related data can be queried and analyzed.

A data warehouse is a semantically consistent data warehouse that stores the infor-

mation an organization needs to make strategic decisions and works as a physical

representation of the decision support data model. A data warehouse is also seen as

an architecture built by integrating data from different types of sources to support

structured or unplanned queries, analytical reports, and decision making [10].

2.2 Spatial OLAP

With the use of relational databases and the size of the data warehouses that emerged

afterward, the need for faster access to data and multidimensional analysis arose.

Online Analytical Processing (OLAP) facilitates decision support queries. Spatial

OLAP (SOLAP), the specialized type of OLAP for spatial data analysis, naturally

includes all the features of OLAP and offers a structure that allows spatial data to be

maintained in a hierarchical structure. Thus, the relationship of spatial data with each

other can be explored within the scope of geometric properties.

After the data is collected in the data warehouse, this data can be analyzed manually

or visually. OLAP technology is used for this, which is a query-based method that

supports multi-dimensional data analysis. OLAP is a software technology that pro-
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vides a variety of insights from the data to analysts, managers, and practitioners by

expressing the expert’s point of view on the system in a way that the users of the sys-

tem can understand by accessing the vast majority of possible reviews on information

converted from raw data in a fast, consistent, interactive manner. It allows to look

at and examine data as a multi-dimensional cube, each dimension corresponding to

a field. Thus, grouping by dimension allows exploring the relations between dimen-

sions and presenting the results as graphs or reports. Having a data warehouse does

not mean there is no need for OLAP. Data warehouses and OLAP complement each

other, as shown in Figure 2.1. A data warehouse is used to store data. On the other

hand, OLAP makes sense of this heap of data and makes analysis.

Figure 2.1: Using SOLAP with data warehouse

OLAP systems include the ability to look at data in multiple dimensions. The actual

performance of an OLAP system can be measured by its power to perform com-

plex calculations. OLAP systems must be capable of performing operations other

than just aggregation. OLAP tools support a multi-dimensional conceptual view of

data. The multi-dimensional model stores data in events and dimensions instead of

rows and columns. Multi-dimensional modeling and examination of data are pro-

vided with data cubes. Figure 2.2 represents a sample cube, a logical table used in

OLAP databases. It allows dimensions and measurement values to be managed to-
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gether. The cube creates n-dimensional grids by including many dimensions in it.

Each cell of the cube corresponds to only one value. As a result of the intersection of

dimensions, that value is reached.

Figure 2.2: A sample cube structure

A multidimensional view of the data represents the conceptual model in repositories.

This model forms the technical basis of computation and analysis required for busi-

ness intelligence. It includes a range of dimensions and numerical measures depend-

ing on the dimensions. Dimensions are the business perspective of the database, and

metrics are the data of interest. Dimensions in a multidimensional view correspond

to fields in a relational database, while measures (i.e., cells) correspond to records.

Sales, budget, revenue, etc. Numerical measures constitute the subject of the analysis

as they are numerical values that can be used in monitoring the enterprise.

In the multidimensional model, dimensions correspond to coordinates, and measure-

ments are uniquely determined by dimensions coordinating to values (i.e., cells). It

can be thought of as a multidimensional space corresponding to a set of multidimen-

sional numerical measurements, as shown in the figure.

OLAP is generally used to make numerical analyses and generate historical data re-

ports. Although historical analyses and inferences are frequently performed on data
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in spatial OLAP, it is also a desirable to query this data based on verbal language. At

this point, supporting queries that surround fuzzy concepts is an essential feature for

any spatial database. When the previous studies on this subject are examined, Winter

[26] discusses the relationships of discrete regions to topological relationships. An-

other study [27] is about examining the spatial relationships using inquiries. Cobb and

Petry [28] explore spatial relationships from the point of view of fuzziness. As part of

the study, the binary topological and directional relationships between 2D objects are

modeled. Yang et. al. [29] concern querying binary spatial relations. They introduce

binary data structures that enable fuzzy queries of spatial relationships in 2D objects.

In addition, Laurent [30] explains the properties of unary operators in the context of

queries on fuzzy multidimensional databases. In summary, all these proposals explore

the development of basic operators in multidimensional spatial databases.

It is essential to query in the spatial OLAP structure. In particular, making queries

in linguistic form provides convenience to the users. We can use linguistic terms for

querying in verbal languages with the fuzzy concept. In studies [31, 32] dealing with

fuzzy relationships on spatial data, researchers examine the directional and topolog-

ical relationships in fuzzy concepts. In other studies [33, 34], the binary model is

defined, and fuzzy queries are provided on this model. Another study [30] explains

using unary operators in fuzzy queries on the multidimensional model. In this study,

the management of query types in different combinations is explained besides the

handling of unary operators on the fuzzy cube.

Data mining and fuzzy data mining are performed on OLAP [12, 13, 14, 15], and

these studies are focussed on providing information from a more general perspective.

In these studies, the advantages of OLAP and fuzzy concepts are combined. Also, a

multidimensional data model is built on the data warehouse, and knowledge discovery

is performed through imprecise data. These studies typically focus on finding knowl-

edge about fuzzy spatial data, but more complex queries (e.g., select cold regions) are

not considered.
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2.3 Data Mining

The essence of data mining is finding and extracting unusual, significant, precise,

previously unknown, and valuable information or patterns from vast amounts of data.

Models used in data mining can be examined under two main categories: descriptive

and predictive. In descriptive models, patterns in existing data that can be used to aid

decision-making are defined. Predictive models aim to develop a model based on the

data with known results and estimate the result values for data sets whose results are

unknown using this established model.

Performing data mining tasks on data warehouses has been frequently studied [35, 2,

22, 10]. Some of them [36, 22] related to mining patterns and generating association

rules on data cubes. For example, Agrawal et. al. [36] express that OLAP is closely

entangled with association rules and offers the objective with association rules for

discovering patterns in data. To discover knowledge from data cubes, association rule

mining is used together with OLAP. Further, spatial data mining in a spatial data cube

as well as a spatial database can be performed. To this end, Han [1] has proposed

a prototype spatial OLAP and data mining system to explore spatial information vi-

sually called GeoMiner. Another study focuses on a framework using data cubes in

association rule generation. In this study, Messaoud et. al. [22] use aggregate mea-

sures to determine support and confidence values by guiding data mining analysis

with a meta-rule based contextual approach. Although these studies deal with data

cube and association rules, they do not examine the dimensions of the data cube in

terms of spatial and temporal hierarchies and they do not consider uncertainty and

fuzziness.

In another study, Kaya and Alhajj [4] proposed a multi-agent learning approach based

on the use of the data mining process for modular cooperative learning systems, which

is an extension of mining patterns with association rules which integrates the modular

approach with fuzziness and OLAP concepts. They merged fuzzy logic and OLAP-

based mining for processing the knowledge informed by agents, then applied it to a

few simple problems.

Prediction of the weather or natural phenomenon is also an extensive field of study.
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In this context, some recent studies have been conducted to predict meteorologi-

cal events such as drought [37, 38, 39], operational streamflow [40], rainfall [41],

and reservoir operation under climate change [42]. Mohamadi et al. [37] basically

made a drought modeling study to efficiently manage water resources using the adap-

tive neuro-fuzzy interface system (ANFIS). They used ANFIS, multilayer perceptron

(MLP), radial basis function neural network (RBFNN), and support vector machine

(SVM) models to forecast meteorological droughts in Iran. These models predicted

the three-month standardized precipitation index (SPI). The results of their study in-

dicated that hybrid soft computing models and wavelet coherence are appropriate

tools for predicting hydrological variables. In addition, Taormina and Chau [40]

dealt with the application of the lower upper bound estimation (LUBE) method for

the construction of artificial neural networks (ANN) based prediction intervals (PIs)

of streamflow discharges at three confidence levels. They tested the suitability of

the LUBE approach in producing PIs at different confidence levels (CL) for the 6

h ahead streamflow discharges of the Susquehanna and Nehalem Rivers, US. They

also proposed the Multi-Objective Fully Informed Particle Swarm (MOFIPS) opti-

mization algorithm to return valid PIs for both rivers and the three CL considered in

their study. They concluded that MOFIPS-based LUBE represented a viable option

for the straightforward design of more reliable interval-based streamflow forecast-

ing models. Wu and Chau [41] attempted to seek a relatively optimal data-driven

model for rainfall forecasting from three aspects: model inputs, modeling methods,

and data-preprocessing techniques. They suggested using a modular artificial neu-

ral network(MANN) coupled with data-preprocessing techniques for improving four

rainfall predictions from India and China consisting of two monthly and two daily se-

ries. To reasonably evaluate MANN’s performance, three models, LR, K-NN, and

ANN, were used for comparison. Their experiments showed that MANN distin-

guishes itself from the other monthly and daily rainfall forecasting models. While

all models reasonably forecast two monthly rainfall series, only MANN can simulate

each daily rainfall series without a noticeable lag effect. Data mining offers a way

to statistically analyze data and extract or derive such rules that can be used for pre-

dictions. Shamshirband et al. [38] studied to predict an index of the hydrological

drought of standardized streamflow index (SSI) for the Navrood drainage basin using

SPI and standardized precipitation evapotranspiration index (SPEI) through the im-
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plementation of data-driven models of support vector regression (SVR), gene expres-

sion programming (GEP), and M5 model trees (MT). In their proposal, three drought

indices, i.e., SPI, SSI, and SPEI, were modeled using SVR, GEP, and MT. They se-

lected these simple data-driven models for easy predictive modeling applications and

high decision-making capabilities. Their results showed that SPI delivered higher ac-

curacy, and the MT model better predicted SSI. In another study, Zhao et al. [39]

proposed the gravity recovery and climate experiment (GRACE) based modulated

water deficit (GRACE-MWD) process for drought monitoring under the modulated

annual cycle (MAC) reference frame in southwest China. They achieved a higher

agreement ratio using GRACE-MWD with the standardized precipitation evapotran-

spiration index at a time of 3 months (SPEI03). They observed that GRACE-MWD

hits the drought situation twice following SPEI03 for the three severe droughts over

the past ten years in the examined study area. Also, Ehteram et al. [42] investigated

reservoir operation under climate change for a base period (1981–2000) and a future

period (2011–2030). In their study, they considered reservoir operation for irrigation

demand-supply and investigated reservoir operation under climate change based on

different climate change models. The study of climate change models showed that the

temperature of Dez basin in Iran would increase from 2011–2030, and precipitation

would decrease for this period. Based on all evolutionary algorithms, they noted that

the volume of water to be released for the future period was less than for the base

period. Their results also showed that the bat algorithm with high reliability and low

vulnerability index performed better than other evolutionary algorithms. The research

[2] makes predictions about future variations in sea salinity and temperature associ-

ations in surrounding waters by exploring the historic salinity temperature. Their

study offers to use inter-dimensional association rule mining with fuzzy inference to

find salinity-temperature patterns with spatial-temporal affinities. Another proposal

[3] presents a method for predicting daily rainfall data. They use precipitation, wind

speed, visibility, temperature, and dew point as atmospheric parameters for predictive

analysis. They apply an apriori algorithm to explore the unknown association between

different atmospheric parameters to predict rainfall. Their proposal uses conventional

techniques with precise data, but a fuzzy approach can be used in this domain since

meteorological data inherently contains fuzziness.
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2.3.1 Data Mining Techniques

The first thing to do in the data mining process is determine the information needed

and define the problem. After this phase, the data sources should be determined, and

the data should be examined. The data is prepared, and then the model is built. This

step, which can be considered the most critical step of the process, is the way to reach

the necessary information. The next step is to evaluate the model and interpret the

results.

It is possible to examine the main methods used extensively in descriptive and pre-

dictive models, such as Classification and Regression, Clustering, Association Rules,

memory-based methods, artificial neural networks, and decision trees. Classifica-

tion and regression models are predictive models, clustering, association rules, and

sequential pattern models are descriptive models.

2.3.1.1 Clustering

The primary purpose is to find natural groups (clusters) within multidimensional data.

Objects can be included in the same set if they are similar to each other (to the same

extent) and not similar to objects in different clusters. Clustering deals with how

domain information can be combined with clustering mechanisms. In some applica-

tions, the clustering model can act as a preprocessor of the classification model. With

the increase in the amount of data collected in databases, cluster analysis has recently

become an active topic in data mining research. The choice of a clustering algorithm

depends on the data type and purpose.

2.3.1.2 Association Rules

The aim is to reveal the rules of events that are likely to occur together. Association

rules find association relationships between datasets. Discovering interesting associ-

ation relationships from large volumes of transaction records makes decision-making

processes more efficient. While large databases have association rules, frequently

repeated items are found first. Each element is repeated at least as often as the prede-
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termined minimum number of supports. Strict association rules are then created from

frequently repeated items. These rules must meet the minimum support and minimum

confidence values.

A prediction approach [10] utilizes association rules in machine learning algorithms

with fuzzy contributions. In this context, they integrated fuzzy association rules into

machine learning techniques to introduce a classification framework. The framework

has multi-objective optimization to determine the fuzzy sets, the fuzzy class asso-

ciation rules, and a classifier on the forged feature vectors to forecast the class of

unnoticed objects. Another study [43] focuses on the construction of the application

of various data mining techniques to cluster, classify, associate, or predict the pattern

of spatiotemporal data. They explain data mining techniques for meteorological ap-

plications such as classification, clustering, and association rules. Although machine

learning algorithms seem adequate when prediction alone is considered, they are not

sufficient for complex systems including inquiry, visualization, and hierarchical anal-

ysis on spatiotemporal data.

2.4 Fuzzy Spatial Data Mining

Spatial Data Mining (SDM) applies data mining techniques to spatial data. SDM also

discovers hidden features and exciting relationships in spatial databases. The main

task of SDM is to distinguish and extract some obscure, unknown, and interesting

spatial/temporal pattern distributions. Current methods for geospatial data analysis

include spatial clustering algorithms, deviation analysis methods, spatial classifica-

tion, association analysis, and visual data mining methods.

In classical logic, classifications are precise. An element is either a member of a set

or not and cannot be a partial membership. In short, classical sets have logic 0 and

1. On the other hand, unlike classical logic, fuzzy logic can operate in uncertain and

approximate situations by imitating the human sense. In fuzzy logic, an element can

be a member of more than one set. Within the scope of fuzzy spatial data analysis, in-

stead of examining spatial data with precise borders, it is ensured that the areas where

the events occur are explained with a fuzzy approach, taking into account the transi-
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tive structure. This approach converges more closely to the human-like examination

of events in daily life.

Some researchers [16, 17] focused on fuzzy spatial data mining, not including SO-

LAP or multidimensional expression (MDX) query. They provided an extension of

the standard Structured Query Language (SQL) for performing spatial and temporal

data analytics. In their study, techniques invented in fuzzy and spatial data mining are

merged and extended to handle the uncertainty of characteristic spatial data. How-

ever, the query performance of the proposals was not shown. In another proposal

[18], fuzzy logic and spatial databases are combined to provide OLAP queries and

decision support processes. They discussed the fuzzy spatial data warehouse design

for a methodological application, while they did not focus on the effectiveness and

efficiency of the system and queries.

2.5 Fuzzy Spatial Querying

One of the critical research areas in data analytics is efficient and effective data query-

ing. The flexibility of the query is also essential. The users should know the fields

and the data structure for querying. They should also have sufficient knowledge of

the query language of the corresponding system. These are some basic requirements

for querying the database. It should be able to define the query correctly and logically

to get good efficiency from querying. Flexible systems need to be developed to adapt

and adequately meet these requirements. These systems minimize the logical errors

in the query, increase the efficiency and effectiveness of the query, and offer easy use

to the user. The MDX query structure is executed by collecting the data in the data

warehouse and making inquiries with the support of the SOLAP server. While mak-

ing inferences with data analytics on fuzzy spatial data, it is vital to provide relevant

queries for this data.

In studies [16, 17], the Structured Query Language (SQL) structure is extended to

query spatial and temporal data. In these studies, spatial and fuzzy data mining tech-

niques and their advantages are brought together, and the uncertainties in spatial data

are discussed. Researchers need to emphasize performance metrics such as resource
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usage and accuracy revealed by the queries. In another study [18], a fuzzy spatial data

model is built to provide making decision support and query on the data warehouse.

This study uses OLAP and fuzzy logic concepts but does not contain the methodol-

ogy’s effectiveness.

Among the studies [19, 20] conducted for fuzzy spatial query, studies that made spe-

cific types of queries are also presented. These studies show the management of

nearest-neighbor and range types queries. In these queries, researchers emphasize

fuzzy spatial objects with uncertain boundaries. Queries contain basic fuzzy spatial

concepts but do not support complex and flexible queries. Support for complex spatial

query types is still required.

Studies [21, 44] explain the use of special structures that support the efficient and

effective querying of fuzzy spatial data in spatiotemporal databases. In these studies,

especially index structures desired to access the data with the least cost have been

focused. In these studies, novel indexes such as R*-tree [45] and X-tree [46] were

used for efficient and effective queries, but there were no queries showing the benefits

of spatial OLAP.
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CHAPTER 3

FSOLAP FRAMEWORK

In this section, we first explain building the model to handle fuzzy spatial-temporal

data. While making the necessary model for efficient and effective analysis and

queries on fuzzy spatiotemporal data is essential, it is also vital to construct an in-

tegrated framework that includes many components that provide easy use for the an-

alytical, querying, and inference functions of this model.

3.1 Fuzzy Spatial OLAP Model

Before explaining the proposed fuzzy spatial OLAP cube model, it is helpful to lec-

ture about the fuzzy OLAP and spatial OLAP cube model in the literature. Figure

3.1(a) shows the basic OLAP cube structure consisting of the dimensions, hierarchies,

and precise data in the cell. The OLAP cube cell contains a precise value, measure-

ment date, and spatial information of the relevant data type. Figure 3.1(b) shows a

spatial OLAP cube structure. The spatial OLAP cube cell contains geometric spatial

information in addition to the OLAP cube cell. This info may be a polygonal data

structure that allows spatial operations. In addition to the basic model, this structure

also includes functions that provide spatial data to be handled hierarchically in spatial

relationships.

Figure 3.2 shows the fuzzy OLAP cube’s dimensions, hierarchies, membership class,

and value. An example record in the cube cell contains the fuzzy membership class,

fuzzy membership value, measurement date, and station information of the related

feature.
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Figure 3.1: (a) OLAP, (b) Spatial OLAP models in literature

Figure 3.2: Fuzzy OLAP model

Fuzzy OLAP enables the extraction of relevant information in a more natural lan-

guage and supports the reliability of the information, giving results to the queries.

Fuzzy OLAP can be built with a multidimensional database to deal with real-world

data and perform OLAP-based mining. In other words, since fuzzy set theory handles
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numerical values more naturally, we can combine OLAP mining and fuzzy data min-

ing to increase the intelligibility of the discovered information. It also helps deduce

more generalizable rules as numerical data is manipulated with words.

The fuzzy spatial data cube model, which is built as a composition of OLAP cube

structures in the literature, is shown in Figure 3.3. This model supports relational op-

erations of spatial data and provides fuzzy functions by containing fuzzy membership

classes and values in its cells.

Figure 3.3: Fuzzy Spatial OLAP model

We explain the basic steps in building the model through the following definitions. A

fuzzy spatial cube consists of cells that contain fuzzy measurement data, spatial in-

formation of the measure, and the temporal attribute of the data when measured. This

information in the cell provides the association with spatial and temporal hierarchies,

constructing separate hierarchies for each measurement type.
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Suppose that R is a reference set that includes tuples of records t. A record is a tuple

of t(m, d, s) which consists of themmeasurement value, d date of measure, and s sta-

tion of measure. A fuzzification process fz on R generates fuzzy membership func-

tions, classes, and values for each tuples ti. After fuzzification we build the fuzzy SO-

LAP cube which consists of cells with fuzzified tuples tf (mf (vm, dm), d, sf (vs, ds))

where fz(m) → mf (vm, dm), fz(s) → sf (vs, ds) and vm ∈ fuzzy measurement set

(for example cold), vs ∈ fuzzy spatial set (for example north). vm and vs are defined

by a fuzzy set. dm, ds ∈ [0, 1] are the confidence degree associated with these fuzzy

values. Domain D ∈ f : S → {D1, D2, ..., Dn} finite set f and dimension Ds, Dm

can be defined on a domain as Ds, Dm ∈ D. Tuple tf (mf (vm, dm), d, sf (vs, ds))

represents a cell element dm ∈ Dm and ds ∈ Ds. Dm1 ×Dm2 × ...×Dmk → Dm×
[0, 1] and Ds1 × Ds2 × ... × Dsk → Ds X [0, 1] are the dimension of measure and

spatial respectively. The definition of fuzzy spatial cube is Dm ×Ds → Dc X [0, 1]

where Dm ×Ds are dimensions and Dc is measure in the cell. The degree between 0

to 1 indicates how much each cell belongs to the relevant domain and is denoted by

µ.

3.2 Proposed Architecture

In this study, a new framework called FSOLAP is proposed to provide fuzzy spa-

tiotemporal data analytics and prediction [47]. The FSOLAP framework provides

for fuzzy spatial-temporal data analytics and supports flexible and complex querying.

The framework includes a multi-layered system architecture that consists of four lay-

ers. The layers are data sources, structured data, logic, and presentation layers (from

the bottom to the top). The system architecture of FSOLAP is represented in Figure

3.4. The multi-layered architecture in this figure has been designed based on dealing

with a complex problem with smaller pieces. It starts from a raw dataset and pro-

cesses it by making it structural, with multiple functionalities such as SOLAP server,

fuzzy module, query module and other components. It provides an environment that

includes components and supports a modular approach by transferring data between

layers. It is a structure that allows us to develop our layered architecture framework

according to a certain standard and hierarchy, increases the control of the communi-
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cation of the components within the layers, makes our framework tidier, and makes

error management easier. In software, we can easily manage operations such as ac-

cessing data, performing operations on it and displaying these operations to the user

with a layered architecture. With the support of the layered architecture, we disas-

semble this structure and ensure that these processes can be better managed.

Figure 3.4: Layers of the FSOLAP framework

The data sources layer is at the bottom of the frame and feeds the system with plain

data. The structured data layer is at the second level of the architecture and contains

structured data. Then, the logical layer is built one level up that handles fuzzy op-

erations, query operations, and prediction processes. The presentation layer, which

supplies user interfaces and visualization components, is at the top of the framework.

As the first layer below the framework, the data comes in the form of text files contain-

ing raw data, unstructured data collected from the website, semi-structured database
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tables, and shape files for spatial data. This data is moved to a higher layer by struc-

turing it with Extract Transform and Load (ETL) operations. During this process, raw

or semi-structured data is read and wrong or missing data is determined and cleaned

up in the preprocessing process, and validation is performed to assure the information

is consistent.

The next layer is the data layer, where the clean and structured data is stored. Un-

like a lower layer, the connection between the relational database tables is defined in

this layer. The relationship between the tables may be associated with the snowflake

schema or star schema structure. We chose snowflake because multidimensional data

is better managed with the snowflake schema. Snowflaking is better when the di-

mension table is relatively big in size as it reduces the space. Also, the snowflake

schema is easier to maintain and change as data is less duplicative. It supports com-

plex queries, although there are more foreign keys. More joins cause a longer query

execution time. It is also suitable for data warehouse core to simplify complex re-

lationships. In this study we use the snowflake schema model to connect tables. In

addition, spatial data in shape files are held in the [48] database in polygon format.

Also, this layer contains the fuzzy data generated by the fuzzification process. As

another generated information, the fuzzy rule set produced as a result of fuzzy asso-

ciation rule generation is also comprised in this layer. Users can execute SQL queries

through this layer and call JavaScript Object Notation (JSON) requests for retrieving

data. While SQL query results are presented as Java Database Connectivity (JDBC)

result sets or SQL tuples, JSON formatted responses are returned in a standard re-

sponse structure.

In the middle of the framework, the logic layer, which contains the SOLAP server,

Fuzzy Inference System (FIS) and Fuzzy Logic Engine components, manages fuzzy

logic operations and fuzzy inference mechanisms along with the data mining tools.

It also provides querying with a multidimensional expression (MDX) on the data

cube in the SOLAP server. The Fuzzy Logic Engine supports precise-to-fuzzy trans-

formations and fuzzy-to-crisp conversion as part of defuzzification, and fuzzy class

identification processes are handled by performing membership computations before

these. In the details of these processes, fuzzy clustering algorithms are performed.

The inference capability of the framework comes with FIS. This layer manages the
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logical operations between the presentation and data layers and performs spatial data

mining tasks.

In this study, we aim to build a framework that makes spatial data analysis, querying,

and inference by combining the strengths of SOLAP in the analysis of multidimen-

sional data and the advantages of fuzzy logic in handling complex problems. For this

purpose, we first provide the modeling of fuzzy spatial data on OLAP. In this mod-

eling, the number of clusters for each attribute of the multidimensional data is deter-

mined, and fuzzification is performed. The association rule set is generated through

the fuzzy dataset. The rules in the rule set are pruned and weighted. FIS is built with

the obtained association rules, fuzzy membership classes, and membership functions.

The framework supports fuzzy spatial, temporal, and spatiotemporal types of com-

plex queries. In order to do this, fuzzy regions and topological relations, which are

spatial features, need to be addressed. Figure 3.5(a) represents a fuzzy region as an

illustration and shows the core, the indeterminate boundary, exterior, and α− cut lev-

els according to the membership grades. Figure 3.5(b) shows the fuzzy topological

relationships [49] between fuzzy regions.

Figure 3.5: (a) α − cut levels of a fuzzy region. (b) The topological relations of the

two fuzzy regions.

The detailed explanation of the fuzzy topological relations are given in [47, 50, 51,

52]. According to these definitions, R1 and R2 are two fuzzy regions, and τ(R1, R2)

is the function that represents the topological relation between them. To consider

α − cut level, R1αi and R2αj are the α − cut level regions and τ(R1αi, R2αj) is the
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topological relation between these regions. The generalized form of the function can

be specified as

τ(R1, R2) =
n∑
i=1

m∑
j=1

m(R1αi)m(R2αj)τ(R1αi, R2αj) (3.1)

The derivation of this function for the overlap relation can be given as an example:

τ(R1, R2) =
n∑
i=1

m∑
j=1

m(R1αi)m(R2αj)τoverlap(R1αi, R2αj) (3.2)

The presentation layer at the top of the framework includes the components that users

use interactively, as shown in Figure 3.4. This layer includes visual components,

SOLAP cube designer, SOLAP cube viewer, and query interfaces. The components

of this layer make it as easy to use as possible by allowing interaction between the

framework and the user. The SOLAP cube designer provides a new cube metadata

definition, and similarly the cube viewer provides a visual display of the constructed

cube.

The implementation part of the study includes a fuzzy logic-based OLAP spatial

framework (FSOLAP) which mainly consists of PostGIS, SOLAP, fuzzy logic mod-

ule, association rule generation and fuzzy inference system. The steps of the predic-

tion workflow using these components are shown in Figure 3.6. In the first step, a

training data set is retrieved from data warehouse tables, and then the proper number

of clusters is obtained with X-Means clustering [53] on this data. The data is fuzzified

by running Fuzzy C-Means (FCM) [54] with the number of clusters found, and mem-

bership classes and functions are obtained. And a fuzzy SOLAP cube is assembled

with fuzzified data. A fuzzy association rule set is generated with Frequent Pattern

Growth (FP-Growth) [55] on the fuzzified dataset. By pruning and weighting this rule

set, the rule set is assembled better for inference. FIS is built by using membership

classes, membership functions, and association rules. During the prediction process

of FIS, inferences are made by executing FIS with testing data.

The data selection process in the framework is accomplished by executing the MDX

query on the SOLAP cube and fetching a sub-cube. The definition of a sub-cube be-
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Figure 3.6: Execution steps of data analytics and prediction with FSOLAP

longing to the SOLAP cube is as follows: LetBs ⊆ B be a non-empty set of n dimen-

sions {B1, B2, . . . , Bn} from the data cube C(n ≤ d). The n-tuple {σ1, σ2, . . . , σn}
defines a sub-cube on C according to Bs iff ∀i ∈ {1, . . . , n}, σi 6= ∅ and there exists

a unique j such that σi ⊆ Aij and can be visualized as shown in Figure 3.7.

Figure 3.7: Sub-cube from SOLAP data selection.

The appropriate number of clusters is determined for each measurement data by X-

Means [53] clustering. And then, Fuzzy C-Means (FCM) [54] is performed for fuzzy

clustering and labeling. Fuzzy association rule sets and membership functions are

acquired on fuzzy data. Next, the fuzzy control logic (FCL) is created for the Fuzzy

Inference System (FIS). The FIS predicts by applying a fuzzy inference process that

applies the membership functions to the fuzzy rules to emanate the fuzzy output. The

prediction execution steps are given in Algorithm 1.
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Algorithm 1 Algorithm of fuzzy SOLAP based prediction
Input: Set of data D of size N, set of attributes A of size F, testing data ratio R

Output: Set of prediction P of size N*R

Initialization : Set the data D in an accessible format

FD ← {} //all fuzzified data

FDp ← {} //fuzzified data for an attribute

FT ← {} //all fuzzy terms for FIS

FTp ← {} //fuzzy terms for an attribute

FAR← {} //fuzzy association rules

TrainD ← {} //training data

TestD ← {} //testing data

1: TrainD ← D of size N ∗ (1−R)

2: for attribute atr in TrainD do

3: atrV als← Select attribute atr values from TrainD

4: k ← Execute X-means with atrV als to get proper number of cluster

5: FDp ← Execute FCM with k and atrV als then generate fuzzy classes and memberships

6: FD ← FD union FDp

7: for fuzzy class f in FDp do

8: FTp ← generate fuzzy terms for f in form of triangular, trapezoidal or Gauss

9: FT ← FT union FTp

10: end for

11: end for

12: Create fuzzy SOLAP with FD

13: Select subset S from fuzzy SOLAP

14: FARk ← Execute FP-Growth with S

15: FARk−n ← Execute pruning on FARk

16: FAR← Determine weight of rules with Rule Power Factor method on FARk−n

17: FIS ← Create fuzzy inference system with FT and FAR

18: TestD ← D of size N ∗R

19: P ← Execute FIS rules with TestD for prediction

20: return P
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The algorithm starts by accepting as parameters the D dataset containing N amount

of data, the F feature set including several features in each record, and the percentage

of data it will use for testing. Firstly, the training dataset considering the ratio of test-

ing percentage is fetched by making a query containing the attribute to be estimated

from the tables. Then, the loop is run for each attribute item. X-Means clustering is

applied for the current feature in the loop, and the appropriate number of clusters of

the relevant attribute is acquired. The fuzzification is performed using the calculated

number of attribute clusters in Fuzzy C-Means clustering. So, membership classes

and membership functions are determined for the related attribute. The fuzzy spatial

cube is constructed by making SOLAP cube metadata definitions with fuzzified data.

The fuzzy association rule set is generated by performing FP-Growth on the fuzzified

training dataset. Unnecessary or repetitive rules are removed from the association

rule set by pruning in a way that does not affect the prediction accuracy. The rules

in the pruned rule set are weighted with the support of the rule power factor. The

final rule set, the fuzzy membership classes, and the fuzzy membership functions are

used in FIS. Also, testing data not in the training data set is fetched from the database

tables. Prediction results are acquired by running the testing dataset with the FIS. The

accuracy of the prediction results is calculated in performance evaluation.

The architectural environment of the FSOLAP framework is explained in the follow-

ing subsections. In this part, meteorological measurements are given as an example

to clarify our descriptions.

3.2.1 PostGIS Environment

Structured data after ETL operations are stored in PostGIS, which is an extension of

the PostgreSQL database and provides spatial data operations.

The raw data in the text files are processed and inserted into the relevant database

table. There are only stations with latitude, longitude, and altitude values in the raw

data, but the region and city of the stations are not available. The region and city in-

formation are gathered, converted into polygons, and inserted into the relevant tables

in the ETL phase. Fuzzy geometries are not implemented in PostGIS. They are calcu-

lated, stored, and retrieved from the fuzzy module. The fuzzy data map in the fuzzy
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module works as an in-memory database, and it provides fuzzify/defuzzfy methods

for fuzzy operations of the data contained here. Fuzzy geometric attributes are de-

fuzzified during query execution and operated with the help of the spatial aggregate

functions supplied by the spatial extension of PostGIS. This operation provides spa-

tial queries on hierarchical data.

3.2.2 SOLAP Environment

In order to support spatial and temporal queries on structured data, designing and

building a SOLAP cube is necessary. While creating the meta-data of the SOLAP

cube in the SOLAP cube designer, three types of primary elements are constructed.

The first of these is the temporal hierarchy, which indicates the measurement date of

the data, the second is the spatial hierarchy, which shows the measurement position

of the data. And the last is the measurement results, which include the measurement

values of the data. While the temporal hierarchy has day-month-year breakdowns,

the spatial scale includes station-city-region levels. There are data belonging to ten

different measurement results in the remaining dimensions. These are average tem-

perature, sunshine hours, wind direction, average pressure, average humidity, vapor

pressure, total precipitation (manual), cloudiness, average wind speed, and total pre-

cipitation (omgi). The visual representation of the cube design is shown in Figure

3.8. This figure shows spatial and temporal hierarchies, basic cube dimensions, and

examples of operations on the cube.

Figure 3.8: Dimensions and hierarchies of the SOLAP cube design
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The Workbench [56] is used as the SOLAP cube meta-data design tool and is pre-

ferred for ease of integration with the SOLAP server. After the meta-data is designed,

a connection with the PostGIS database is provided for the SOLAP server to man-

age the data using this metadata. Thus, MDX queries are executed on GeoMondrian,

which we use as a SOLAP server. The drill up/down operations are performed on the

data by displaying temporal and spatial hierarchical breakdowns in the MDX query

results. In addition, Spatialytics [57], which is a visualization tool which is used to

display the spatial data in the query results on the map. The methodology from pro-

cessing and structuring the raw data to querying and showing the results is represented

in Figure 3.9.

Figure 3.9: SOLAP data processing flow

Firstly, the files containing the station and measurement data are read, and the ETL

process is performed. Then, the formatted data is inserted into the database to be

structured. Fuzzification proceeds on the structured data for fuzzy transformation.

Meta-data definitions are made using Workbench on the fuzzy data. A fuzzy spatial

cube is designed on GeoMondrian with fuzzified data.

3.2.3 Fuzzy Environment

When generating fuzzy association rules using the SOLAP cube, it is necessary to

fuzzify the meteorological data. In this context, nine different types of meteorologi-

cal data are individually fuzzified. Thus, each measurement data item requires a fuzzy

environment composed of fuzzy classes and membership functions. In this case, the

number of clusters is determined for average pressure, cloudiness, vapor pressure,

sunshine hour, the average wind speed, wind direction, average humidity, average
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temperature, total rainfall measurement by applying the fuzzification process. If the

same number of clusters is used for each measurement, the accuracy of the predic-

tions is reduced. For example, four different clusters, such as cold, normal, hot, and

boiling, seem to be suitable for temperature measurement data. However, mostly

cloudy, partly sunny, partly cloudy, sunny, overcast, broken, and fair for cloudiness

measurement would be appropriate clusters. To determine the most appropriate num-

ber of clusters, the experiences of meteorologists are important. This study applies

an approach to determine the proper number of clusters by considering each distri-

bution of measurements in the dataset. In this context, the X-Means algorithm is

used to determine the appropriate number of clusters for each feature in the data set.

X-Means is an adaptation of the K-Means algorithm. We can also use Elbow or Sil-

houette methods for this operation, but X-Means was preferred in our study in terms

of software ease of use. Also, cluster labeling is applied by considering the appropri-

ate number of clusters, which is the output of X-Means algorithms. For this purpose,

the meteorological literature terminology is investigated, and meaningful labels are

used in the cluster labeling process domains. Then, the cluster labels are evaluated

as membership class names during the fuzzification phase. The number of clusters

as output of X-Means clustering and defined cluster labels are represented in Table

3.1. The cluster name list column in the table is the definitions used in labeling the

membership classes made after the clustering process.

For each measurement of data, the number of cluster output of the X-Means clustering

and the precise measurement value are given as input to Fuzzy C-Means clustering

to calculate fuzzy membership values. After determining the appropriate number of

clusters with the X-Means algorithm for each attribute in the dataset, fuzzy member-

ship classes and functions are acquired with FCM. This process is done automatically

in the framework.

32



Table 3.1: Determined clusters after FCM execution

Measurement Clusters Cluster Name List

Actual Pressure 6 very-low, low, normal, high, very-high, extreme

Cloudiness 8 mostly-cloudy, partly-sunny, partly-cloudy, mostly-Sunny,

overcast, broken, sunny, fair

Rainfall 8 nearly-dry, very-low, low, normal, high, very-high, over-

much, flood

Humidity 4 nearly-dry, low, normal, high

Sunshine hour 4 nearly-dark, low, normal, high

Temperature 4 cold, normal, hot, boiling

Vapor Pressure 8 very-low, low, below-normal, normal, above-normal, high,

very-high, extreme

Wind Speed 8 very-low, low, below-normal, normal, above-normal, high,

very-high, extreme

The algorithm of X-Means clustering is shown in the Algorithm 2 which includes pri-

marily two operations such as improve parameters and improve structure and repeats

until fulfillment. This clustering algorithm is an adaption of K-means that purifies

cluster appointments by continually trying subdivisions and maintaining the most

suitable resulting splits until some criterion is reached [53].

The objective function of the K-means algorithm is as follows:

J =
k∑
j=1

n∑
i=1

|| xji − cj ||2 (3.3)

where || xji − cj ||2 is a selected distance measure between a data point xji and the

cluster center cj , is an demonstrator of the distance of the n data points from their

relevant cluster centers.

The predefined number of clusters is given as a parameter to Fuzzy C-Means (FCM)

[54] clustering algorithm during the fuzzification of each attribute. Choosing a par-

ticular clustering algorithm depends solely on the type of data to be clustered and the
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Algorithm 2 X-means Clustering Algorithm
Input: initial data set: d1,...,dn

Output: C ← number of clusters

1: Improve-Params← drive traditional K-means in conjunction

2: Improve-Structure ← detect whether new centroids and determine the point

should be arise

3: if C > Cmax then

4: stop and report the most acceptable scoring instance found during the quest

5: else if C <= Cmax then

6: Go to 1

7: end if

8: return C

purpose of the clustering applications. A hard clustering algorithm like the K-Means

algorithm is suitable for exclusive clustering tasks; conversely, a fuzzy clustering al-

gorithm like FCM is ideal for overlapping clustering tasks. In some situations, we

cannot directly consider that data belongs to only one cluster. It may be possible that

some properties of data contribute to more than one cluster. As in the case of doc-

ument clustering, a particular document may be categorized into two different cate-

gories. For those purposes, we generally prefer membership value-based clustering

like FCM. The objective function of the FCM is defined as follows:

Jm =
N∑
i=1

C∑
j=1

uij || xi − cj ||2, 1 ≤ m <∞ (3.4)

where m is any real number greater than 1, uij is the degree of membership of xi in

the cluster j, xi is the ith of d-dimensional measured data, cj is the d-dimension center

of the cluster, and || ∗ || is any norm expressing the similarity between any measured

data and the center [54]. Fuzzy partitioning is taken out via an iterative optimization

of the objective function represented above, with the update of membership uij and

the cluster centers uj by:

uij =

 1∑C
k=1 uij(

||xi−cj ||
||xi−ck||

)
2

m−1 )

 (3.5)
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cj =

∑N
i=1 u

m
ij .xi∑N

i=1 u
m
ij

(3.6)

This repetition continues until maxij = |u(k+1)
ij − u(k)ij | < δ, where δ is an ending cri-

terion between 0 and 1, whereas the number of k is the iteration steps. This procedure

converges to a local minimum or a tackle point of Jm. The algorithm steps are given

as follows:

1. Initialize U = [uij] matrix, U (0)

2. At k-step: calculate the center vectors C(k) = [cj] with U (k)

cj =

∑N
i=1 u

m
ij .xi∑N

i=1 u
m
ij

(3.7)

3. Update U (k), U (k+1)

uij =

 1∑C
k=1 uij(

||xi−cj ||
||xi−ck||

)
2

m−1 )

 (3.8)

4. If || U (k+1) − U (k) ||< δ then STOP, otherwise return to step 2.

For example, the fuzzification inputs and outputs for meteorological measurements is

shown in Figure 3.10.

Figure 3.10: Fuzzification of meteorological measurements
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After the fuzzification step, the fuzzy values of each measurement data are stored in

the text file. Then, the fuzzy measurement data stored in separate files are merged by

unification and transferred into a single structure. Here, the measurement date and

station information are taken into account.

Within the scope of the fuzzy environment, membership functions are prepared and

stored in triangular and trapezoidal forms. There are different forms of membership

functions such as Triangular, Trapezoidal, Piecewise linear, Gaussian, and Single-

ton. The most straightforward membership functions are formed using straight lines.

These straight-line membership functions have the advantage of simplicity. These are

the triangular membership function and trapezoidal membership function. When we

use simple, intuitively clear methods, we utilize both the formulas and our intuition.

While creating membership functions, the triangular form is used as an isosceles tri-

angular structure to be the peak value. The cluster value is determined as the midpoint

of the upper base of the trapezoid to generate a trapezoidal form. And the isosceles

lateral edges are concluded by considering the data frequency values. Figure 3.11

shows the fuzzy membership functions constructed for relative humidity, tempera-

ture, sunshine hour, and actual pressure. These membership functions are used in FIS

for inferencing and explained in the following subsections.

Figure 3.11: Fuzzy membership function of all measurements

As shown in the figure, relative humidity has eight clusters, and the trapezoidal mem-
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bership function, and rainfall also have eight clusters and triangular membership func-

tions. A detail of the membership functions for each measurement is given in the

following figures. Figure 3.12(a) shows trapezoidal membership functions of rela-

tive humidity. Here, we provide the trapezoidal formation by referencing each term’s

points after the trape keyword. Similarly triangular membership functions of rainfall

are also shown in Figure 3.12(b). A triangular function is defined by defining three

points of the triangle for each fuzzy membership class.

Figure 3.12: Membership function of relative humidity (a) and rainfall (b)

3.2.4 Fuzzy Association Rule Generation

In our study, a fuzzy association rule set is generated to make predictions with fuzzi-

fied data. Association rules are composed using frequent pattern generation algo-

rithms. These algorithms are generally divided into two main groups, including

candidate generation or not. The Frequent Pattern Growth (FP-Growth) [55] algo-
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rithm finds frequent itemsets without candidate generation. On the other hand, the

Apriori algorithm [58] has a candidate generation phase. This study performs both

approaches to notice which one brings better performance.

All non-empty sets included in a frequent itemset must also be frequent in the apriori

algorithm. This situation is a fundamental property called apriori property. In addi-

tion, the non-empty itemset that provides minimum support can be used in association

rule production. The Apriori algorithm keeps the candidate itemset it finds in each

step. Without the database transactions, the next pass creates the candidate itemset

using the essential itemset in the previous step.

Apriori and apriori-like algorithms have two crucial problems. One of them is they

generate a vast amount of candidate sets, and the other one, they are continuously

scanning the database and specifying a broad set of candidates by using pattern

matching [24]. Han et al. proposed the FP-Growth method to overcome the weak-

nesses of the Apriori algorithm. Their approach mines frequent itemsets without can-

didate generation. A highly compressed data structure, called Frequent Pattern Tree

(FP-Tree) [55], is constructed to condense the original transaction database. It sepa-

rates the compressed database into a set of dependent databases. Each database mines

individually and every item is associated with one frequent item. The FP-Growth

algorithm annihilates both disadvantages of the Apriori algorithm. FP-Growth algo-

rithm functions are much better than all its ancestors due to the following reasons:

1. First of all, FP-Tree describes a compact exposition of the original database

because it is built by using only frequent items. Other irrelevant information is

eliminated.

2. Secondly, it increases efficiency in that the database scan twice only.

3. Lastly, FP-Tree embraced the divide and conquer approach, reducing the con-

ditional FP–Tree size.

In FP-Tree, the user cannot change the support and confidence threshold value during

the process. This situation is the disadvantage of FP-Tree, so it is not proper for

interactive and incremental mining. However, databases are dynamic. When new

transactions occur in the database, this insertion may repeat the whole association
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rule mining process [24]. Association is about exploring rules related to the items

which occur together in a transaction (i.e., buying something in a market transaction).

Association rule mining has some formal definitions, which can be explained as fol-

lows: Let T = {t1, t2, · · ·, tn} is a transaction which contains items. These items have

a set of k binary attributes. Let D = {d1, d2, · · ·, dm} is a database which includes a

set of transactions. ∀d ∈ D has a unique transaction ID and ts where ts ⊆ T . A⇒ B

can be defined as a rule in an implication form, where B ⊆ T . This rule definition

can only be between a set and a single item, A ⇒ ij for ij ∈ T . In composition of a

rule two different sets of items, A and B, are used as itemsets, where

• A is antecedent or also called left-hand-side (LHS)

• B is consequent or also called right-hand-side (RHS)

In this study, both Apriori and FP-Growth are used to generate a fuzzy association

rule set. FP-Growth is better in execution time; however, Apriori exists better mem-

ory usage. Table 3.2 shows the number of fuzzy association rules produced due to

FP-Growth, executed with additional support and confidence values. The maximum

accuracy rate of predicted measurement and the execution time for rule generation

are also given in the table. As shown in the sixth line of the table, when minimum

support is 0.05, and minimum confidence is 0.5, 2028 association rules are produced

in 809 milliseconds. After the pruning process, when the system discarded the extra

or duplicative ones, 1894 rules remained. An accuracy of 90.63 percent is obtained

when the remaining rules are weighted and used in the prediction process with sam-

ple testing data. When a higher confidence value as 0.6 is selected in the bottom line,

fewer rules are generated, and the prediction accuracy falls. For this reason, the mini-

mum support 0.05 and minimum confidence 0.5 values are determined as appropriate

values in the association rule generation method.

A sample association rule set generated by using the FP-Growth algorithm is given as

follows. The form of association rules [A,B] → C in the examples is shown in the

upper section of each Table 3.3 row and if..then.. form is shown in the lower section.

Support, confidence, lift, and leverage values for the rules are also given in the upper

part.
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Table 3.2: Generated number of the rule according to the support and confidence

min sup-

port

min confi-

dence

number of rule

generated

number of rule

after pruning

max

accuracy

rule generation

time (ms)

0.03 0.1 14084 9871 90.63 4061

0.05 0.1 3245 2942 90.63 1175

0.05 0.2 3193 2863 90.63 985

0.05 0.3 3002 2709 90.63 919

0.05 0.4 2599 2328 90.63 892

0.05 0.5 2028 1894 90.63 809

0.05 0.6 1538 1373 89.04 742

Table 3.3: Sample of generated fuzzy association rules

Fuzzy Association Rules

actual-pressure-[high(0.9)], sunshine-hour-[overmuch(0.9)] ⇒ wind-speed-

[high(0.3)] (support = 0.19, confidence = 1.0, lift = 1.64, leverage = 0.07)

IF actual_pressure IS high AND sunshine_hour IS overmuch THEN wind_speed IS

high

cloudiness-[Mostly-Cloudy(0.5)], sunshine-hour-[normal(0.9)], vapor-pressure-

[above-normal(0.9)], wind-speed-[low(0.1)]⇒ actual-pressure-[high(0.8)] (support

= 0.12, confidence = 1.0, lift = 1.69, leverage = 0.05)

IF cloudiness IS mostly_cloudy AND sunshine_hour IS normal AND vapor_pressure

IS above_normal THEN actual_pressure IS high

cloudiness-[Mostly-Cloudy(0.7)], relative-humidity-[high(0.7)], sunshine-hour-

[high(0.5)]⇒ rainfall-[very-low(0.8)] (support = 0.03, confidence = 0.79, lift = 4.23,

leverage = 0.02)

IF cloudiness IS mostly_cloudy AND relative_humidity IS high AND sunshine_hour

IS high THEN rainfall IS very_low
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3.2.5 Fuzzy Association Rule Pruning Based on Confidence

As a result of association rule mining, there are many generated rules, as shown in

the number of rule-generated columns in Table 3.2. The number of association rules

in the FIS directly affects the performance at runtime. For this reason, it is essential

to discard unnecessary or repetitive ones among the rules produced to get better ex-

ecution time. There are two main approaches to decrease the number of the rules in

the rule base, which are given as follows [59]:

• In a subjective method, some tools allow the user to specify which rules are

potentially interesting and which are not, such as templates [60] and constraints

[61, 62].

• In an objective method, user-independent quality standards are realized accord-

ing to association rules. While interest depends on the user to a large extent,

objective measures are needed to decrease the similarity inherent in a set of

rules. Objective approaches can also be divided into two groups. One of them

is pruning by determining the lift, support, or confidence values for each rule in-

dependently of the other rule. Another approach checks if it has an exact value

of confidence and support to identify the rule with the most common condition

and the most noticeable result. This approach potentially eliminates duplicate

rules [63].

The number of all rules is K, but the rules can vary (a rule length is the number of

antecedent fuzzy sets), and fuzzy confidence values belong to all rules. The mono-

tonic property serves the benefit of the application of the fuzzy confidence measure.

Namely, if given a rule of length k with a maximal confidence of a fuzzy association

rule (FC) value in the rule base and a rule of size (k + 1) contain added input vari-

able, then the FC value of the rule improves, or it does not change. This study uses

a rule-based pruning algorithm that withdraws the unnecessarily complicated rules as

illustrated in Algorithm 3.
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Algorithm 3 Algorithm of Rule Pruning

Input: R = {R1, ..., RK} is a set of fuzzy association rules

K ← size of rule set (RK), k = 1,...,K

T is an empty set

Output: PR: pruned fuzzy association rule base with reduced number of rule

1: for k = K,...,2 do

2: for all FεRk do

3: for all F ′εRk−1 do

4: if size(F ′ ∩ F ) = k then

5: T ← T ∪ index of F ′

6: end if

7: end for

8: if max(FC(FT )) > FC(F )) - ε then

9: remove rule F from the rule base PR

10: end if

11: end for

12: end for

13: return PR

According to the algorithm, the most comprehensive rule which contains the most

terms in its antecedent is selected. Then, shorter rules with fewer antecedents are

chosen and compared with the extensive rule, taking the FC values into account.

In the comparison process, the ε value as a correction factor is subtracted from the

FC value of the rule to be pruned, and the result is expected to be lower than the

FC value of the shorter rule. Determining the correction factor value is a complex

process, and we chose this value as 2 percent in our study. As a result, pruning

provides to design of a rule base with shorter rules. Although the number of rules has

been reduced, the classification accuracy of the inference processes does not change.

The system works better by not using unnecessary time and resources by operating

comprehensive rules. We show the number of generated rules before applying the

pruning method and the number of remaining rules after the pruning method in Table

3.2. Figure 3.13 represents a sample execution of the pruning method.
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Figure 3.13: A sample execution of the pruning method

3.2.6 Weighting The Fuzzy Association Rules

The design of a fuzzy inference system (FIS) can be decomposed from data into two

major phases. The first is rule generation, leading to a basic design with a given

space partitioning and corresponding rules. And the second is rule-based optimiza-

tion which aims to select the most valuable rules and optimize rule conclusions. The

number of rules is pruned in the rule base in the prior subsection. Here, determin-

ing vital rules for decision-making and avoiding misleading rules and decisions are

explored. Considerable studies [64] have presented several interest measures for rule

mining to fulfill practical decision-making needs. Commonly, types of classifications

are given as objective and subjective. There is no user attention in an objective mea-

sure because it is generally built on probability, correlation, and statistics theories.

On the other hand, a subjective measure considers both the data and the user.

The significance of the rule can be obtained by direct or indirect interaction with

the user through the data mining process. Each rule in the rule base of FSOLAP is

determined using traditional IF state THEN decision [WITH significance] clauses.

The optional WITH significance statement provides weighting factors for each rule

as to interest measure. This study uses interest measures with the name Rule Power

Factor (RPF) [64] to assign weight to each fuzzy association rule and mine the fuzzy

association rule between them. The formulation of RPF is defined in the following

equation. Weights represent the relative importance of each rule. RPF focuses on the
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significance of the association between an antecedent and consequent rules. And it

produces better results when support, confidence, lift, chi-square, and other measures

fail [64].

rpf(A→ B) = support(A ∪B) ∗ confidence(A ∪B) (3.9)

The RPF produces better results even when the lift (a well-known and accepted mea-

sure of interest) fails. The following example illustrates how the RPF works:

• Case 1: If item X appeared in 30 transactions and Y in 60 out of 100 transac-

tions and items, X and Y both together seem in 20 transactions.

Lift(X → Y ) = support(X∪Y )
support(X)∗support(Y )

Lift = 0.2/(0.3 ∗ 0.6) = 0.2/0.18 = 1.11

In the 100 transaction database, when items X and Y appear 20 times, the lift

expresses positive for the rule.

• Case 2: If item X appeared in 40 transactions and Y in 70 out of 100 transac-

tions and items, X and Y seemed together in 30 transactions.

Lift = 0.3/(0.4 ∗ 0.7) = 0.3/0.28 = 1.07

Surprisingly, in the same 100 transaction database, when items X and Y appear

30 instead 20 times (case 2), lift says rule 1 is essential.

Now let’s see RPF for both cases

RPF = confidence(X → Y ) ∗ support(X),

• Case 1: RPF = 0.66 ∗ 0.2 = 0.13,

• Case 2: RPF = 0.75 ∗ 0.3 = 0.22

As a result, RPF correctly predicted that Case 2 is more important than Case 1.
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3.2.7 Fuzzy Inference System

Fuzzy inference systems (FIS) are also known as fuzzy-rule-based systems, fuzzy

models, fuzzy associative memories (FAM), or fuzzy controllers when used as con-

trollers. Basically, a fuzzy inference system is composed of five functional blocks

shown in Figure 3.14. The FIS contains the following components:

• a rule base including several fuzzy association rules

• a database which defines the membership functions of the fuzzy sets used in

the fuzzy rules

• a decision-making unit that executes the inference operations on the rules

• a fuzzification/defuzzification interface which converts the crisp inputs into de-

grees of the match with linguistic values or via versa

Figure 3.14: Fuzzy Inference System.

This system works as follows: A′ = F (x0) where x0 is a precise value defined in the

input universe ∪, A0 is a fuzzy set defined in the same universe and F is a fuzzifier

operator. The FIS is based on the application of the Generalized Modus Ponens, an

extension of the classical Modus Ponens, proposed by Zadeh in which:

(If X is A then Y is B) ∩ (X is A’)
(Y is B’) (3.10)

in this equation, linguistic variables are X and Y , the fuzzy sets are A and B, and
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implication output is B′, which is also a fuzzy set. During the inference, the degree

of matching is evaluated for each rule using a conjunctive operator; after that, a fuzzy

implication operator is performed to deduce the implication. The size of the rules

included in the FKB is equal to the number of rules constructed by the FIS.

So far, fuzzy association rules and membership functions are generated and stored in

the fuzzy environment of FSOLAP. The framework also has a fuzzification interface

for precise to fuzzy operations and vice versa a defuzzification interface for fuzzy

to crisp transformation. The main component of FIS is jFuzzyLogic [23], an open-

source fuzzy logic library.

FIS of FSOLAP uses a special file structure called Fuzzy Control Logic (FCL). The

FCL file contains the membership functions for the fuzzy input fuzzification step. It

also has the membership functions which are used in the defuzzification phase for

the fuzzy output. Additionally, the FCL file contains the fuzzy association rules used

for the prediction. When FIS is executed, precise values are provided as input; after

the inputs are fuzzified with the fuzzification, the rule (s) containing the input on the

left-hand side is selected. If more than one rule is chosen for execution, the highest

weight value has become essential in determining the result. Once the chosen rules

have been executed, the fuzzy value on the right-hand side is output.

There are at least one functional blocks that the FCL has. These blocks contain vari-

ables, fuzzy operations, and rule definitions represented as follows:

• two types of variables; one of them is input variable defined as var input, and

the other is output variable specified as var output.

• two types of fuzzy operations; the fuzzify function for precise to fuzzy trans-

formation, other is the defuzzify function vice versa.

• the ruleblock section is the place of defined fuzzy rules.

Defining a variable is a simple operation that needs to write the variable name, type,

and default value if necessary. Definition of a membership function in fuzzify or

defuzzify starts with the TERM statement and continues as a function definition

for each lingual term. Functions are defined as piecewise linear functions using a
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series of points (x0, y0)(x1, y1) · · · (xn, yn), thus, a trapezoidal form of a membership

function can be represented as TERMcold := (10, 0)(15, 1)(20, 1)(25, 0).

A ruleblock contains fuzzy association rules, and FIS may have one or more of them.

Since rules are naturally run simultaneously, they are not executed in any particular

order. Each rule is defined using the classic IF state THEN decision [WITH signifi-

cance] clauses. The weighting factor of a rule can be specified WITHsignificance

statement optionally. IFclause part of the rule has test condition with the for-

mat of "variable IS [NOT] linguistic term". Membership of a variable to a linguis-

tic term is tested using the membership function in the relevant FUZZIFY block.

NOT operand can be used optionally to negate the membership function such as

mf(a) = 1 − mf(a). Various states can be joined using OR and AND operators

[23].

3.2.7.1 FCL example

Suppose we have a meteorology rule base with five rules and linguistic terms that refer

to temperature, relative humidity, cloudiness, and vapor pressure values, as shown in

Figure 3.15. The five fuzzy association rules defined in the rule base can be used to

make meteorological predictions. For example, it is desired to predict how long the

sunshine duration will be when the cloudiness is 3/8, the relative humidity is 48%,

and the temperature is +25°.

• The cloudiness of 3 can be given as 0, 0.5, 0.5, 0, which can be interpreted as

"partly sunny" and "partly cloudy".

• The membership function generates 0.3, 0.7, 0, 0, 0 values for 48% relative

humidity, which can be translated as "less" and "normal" membership classes.

• The temperature of +25° has 0, 0, 0.1, 0.9 membership degrees after fuzzy

transformation, and these values can be translated into the linguistic term as

"hot" and "boiling".

Fuzzy inferences can be made after linguistic transformations of the inputs are made

with the help of membership functions. First of all, it is necessary to determine which
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fuzzy association rules should be fired. Afterward, the determined rules will be exe-

cuted with the input variables, and the predictions will be made. Figure 3.15 demon-

strates how to select the appropriate rules and use the input variables, as well as the

evaluation of the results.

Figure 3.15: Execution of a sample FCL with the given rules and inputs

Rule 1, Rule 2, and Rule 3 are selected to predict sunshine hour because they contain

sunshine hour in the consequent part of the rule. Then, the membership values of

the antecedent part are calculated, and the minimum membership value is specified

for each rule. In the next step, the output results on the fuzzy membership set are

determined, and the center of gravity method is used to find the sunshine hour as the

final result. We show an example fuzzy association rule execution in FCL in Figure

3.16.

Figure 3.16: Execution of a sample fuzzy association rule
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In this example, if the actual relative humidity is 0.72 and the actual temperature is 9.1

Celsius, then the rainfall will be 6.83 mm. The marking of input and output values on

the membership function is also shown in the picture. Here, relative humidity and the

actual temperature values are given as input, and FIS executes the rule and generates

the rainfall output.

49



50



CHAPTER 4

FSOLAP QUERY MANAGEMENT

This section describes the architecture and query types that support fuzzy spatiotem-

poral queries on spatial OLAP-based structures. We mentioned querying data with

the MDX query on the cube and fetching a sub-cube [50, 65]. The data selection pro-

cess may not be so simple that it is limited to fetching sub-cubes by making only a few

dimension restrictions on the MDX query. Depending on the complexity of the ap-

plication domain, complex queries that include hierarchical attributes should also be

supported. It is essential to provide hierarchical query support via structures defined

in the designed metadata. SOLAP stores numeric and alphanumeric data in a hierar-

chical structure and allows hierarchical querying and analytics of this data. However,

this is insufficient for spatiotemporal applications since complex queries are required.

In our study, imprecise and fuzzy flexible queries on spatiotemporal data are consid-

ered as complex queries. Since spatiotemporal applications are complex applications,

it is expected to flexibly support complex imprecise and fuzzy queries. In this con-

text, FSOLAP provides data analytics on fuzzy data and effectively supports various

types of fuzzy spatial and temporal queries. Fuzzy spatial queries are used to retrieve

fuzzy spatial entities and their relationships; an example of a fuzzy spatial query in

the form of the verbal language can be represented as follows:

Query: Find the applicable cities for the installation of a wind power plant.

The fuzzy rule set contains the following rule with linguistic terms about suitable

locations for wind power plants.

i f c i t y . w i n d s p e e d i s h igh and c i t y . p o s i t i o n i s s o u t h
then c i t y . w i n d p o w e r i s h igh

MDX queries, which are used for efficient data querying in OLAP databases, make
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flexible and fast queries on grouped data, unlike classical SQL queries [11]. Users

can query OLAP cubes on analysis servers and develop various client applications

with MDX queries. Although MDX does not emerge as a standard query language,

it is widely used and generally accepted by companies that developed products with

multidimensional query support over time. The query typed in the MDX format is as

follows:

WITH MEMBER
[ S t a t i o n . S t a t i o n H i e r a r c h y ] . [ S t a t i o n Region ]

. [ AKDENIZ REGION ] . [ Around Somewhere i n Akdeniz ] AS
AGGREGATE(

FILTER (
[ S t a t i o n . S t a t i o n H i e r a r c h y ] . [ S t a t i o n Region ] . members ,
f u z z i f y g e o ( s t t r a n s f o r m ( [ S t a t i o n ] . cu r r en tmember . PROPERTIES ( " geom " ) ,

8937 , 6492) , s t t r a n s f o r m ( s t g e o m f r o m t e x t ( " POINT ( 3 6 . 7 8 7 1 3 4 . 2 2 0 0 ) " )
, 8937 , 6492) ) = "AROUND" )

) , geom= s t t r a n s f o r m ( s t g e o m f r o m t e x t ( " POINT ( 3 6 . 7 8 7 1 3 4 . 2 2 0 0 ) " ) , 4326 ,
2991)

SELECT
FILTER ( f u z z i f y m e a s u r e ( [ Measures ] . [ w i n d s p e e d ] ) ,

f u z z i f y m e a s u r e (AVG( [ Measures ] . cu r r en tmember . w i n d s p e e d ) ) ="HIGH " ) ) ,
FILTER ( f u z z i f y g e o ( [ S t a t i o n ] . cu r r en tmember . PROPERTIES ( " geom " ) ,

[ S t a t i o n ] . [ S t a t i o n Region ] . PROPERTIES ( " geom " ) ) ="SOUTH" )
ON COLUMNS,

[ S t a t i o n . S t a t i o n H i e r a r c h y ] . [ S t a t i o n Region ] . [ AKDENIZ REGION ] . c h i l d r e n ,
[ S t a t i o n . S t a t i o n H i e r a r c h y ] . [ A l l S t a t i o n s ] . [ AKDENIZ REGION ] . [ Around

Somewhere i n Akdeniz ]
ON ROWS

FROM [ M e t e o r o l o g i c a l C u b e ]
WHERE ( [ DateDimension1 . Date H i e r a r c h y 0 ] . [ A l l Da tes ] )

This query determines the stations located in the south with high wind speed by fil-

tering. Since there is no time restriction in the verbal query, the data in the entire time

range is queried. The criteria in the query filter are determined by taking into account

the fuzzy rule set regarding the installation of wind turbines. An expert defines these

expert rules into the system and uses the fuzzy association rules that the framework

automatically generates over the dataset during this process. The expert case men-

tioned here is a user with application domain knowledge. For our example, an expert

is a wise person who has deep knowledge about meteorological events, explains the

relations of weather events with each other, and can devise rules in this direction.

Defining well-defined rules during this person’s use of the system will be a factor that

will increase the performance of the system.
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Linguistic terms shown in the filtering section of the MDX query have been imple-

mented to enable the use of imprecise criteria as a part of fuzziness. Accordingly, we

developed fuzzify_geo and fuzzify_measure methods for fuzzifying spatial and non-

spatial measurement data to provide the fuzzy capability to the query. These methods

are used depending on whether the attributes handled in the query are spatial or not.

The fuzzify_geo method is used for spatial features of the query. Thus, while provid-

ing fuzzy assets for spatial attributes in the MDX query, the fuzzify_measure method

is similarly developed for non-spatial characteristics. While dealing with hierarchies

and relations on spatial features, topological relations such as covers, inside, around,

etc., are examined for two different spatial information in the fuzzify_geo method.

The proposed study handles these methods as a fuzzy extension of MDX queries.

We use GeoMondrian SOLAP Server [66] in this study, and query operations on this

server are accomplished with the support of the geomondrian.jar Java library. This

Java library is modified for fuzzy querying. The fuzzify _geo and fuzzify_measure

methods are implemented in the base classes such as Parser.java, Query.java, and

MondrianServerImpl.java. These developed method names are defined in the Mon-

drianServerImpl.java class, including the Filter, Member, Where, etc., keywords used

in the queries. Using these specified keywords, the Parser.java class enables the query

to be split into its components. The Query.java class manages this process, and as a

result, the sections and parameters of the query are determined. In addition, fuzzify

_geo and fuzzify_measure methods should be integrated with the fuzzy module to

perform their functions in the query at runtime. In this way, the fuzzy module allows

the API method parameters to be fuzzified. While assembling the MDX query by

the query processor, the relevant operator uses the fuzzy query parameters and fuzzy

query criteria. The query is sent to the fuzzy module to fuzzify the features during

execution, and the query structure becomes MDX form. Spatial features are also

fuzzified during interrogation via the fuzzy module. The spatial functions provided

by PostGIS are used for geometric calculations and relationships on spatial charac-

teristics.

In the FSOLAP framework, we typically achieve query management through two

main structures, as shown in Figure 4.1. One of these is the data layer, where we

prepare, format, and query data. The other is the query module, which contains the
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frontend presented to the user for querying and query management components.

Figure 4.1: FSOLAP query management.

4.1 Query Module

The Query Module (QM) is responsible for query management in the FSOLAP frame-

work. Figure 4.1 shows the sub-components of the query module. These are query in-

terface (QIn), query parser (QPr), query processor (QPc), fuzzy module (FM), fuzzy

knowledge base (FKB), and fuzzy inference system (FIS). When using the query

module, users enter their queries into the framework with the support of the query in-

terface. Query parser allows to parse and make sense of the entered query. The query

processor enables the execution of the query. The fuzzy module supports handling the

fuzzy parts of the query, while FKB and FIS support inference-specific operations.

Users can query a meteorological phenomenon or a meteorological measurement

while querying. There are two query interfaces to support them. In order to query

the metrological phenomenon, domain experts must define the association rules re-

garding this phenomenon in the framework. For this purpose, the rules regarding the

meteorological phenomenon can be defined with the expert rule definition interface

shown in Figure 4.2.
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Figure 4.2: Expert rule definition UI.

The expert selects the meteorological attribute and fuzzy class, then defines the fuzzy

association rule on the phenomenon definition page. This rule is related to the an-

tecedent part of the selected meteorological event. The defined fuzzy association rule

is stored in FKB. Figure 4.3 shows the meteorological phenomenon query page, and

the defined rules are used here.

In addition, the user can query meteorological data by selecting the attribute and the

spatial and temporal criteria using the interface, as shown in Figure 4.4. The result

page represents the query results in a list and demonstrates the spatial information on

a map.

In the meteorological phenomenon inquiry process, the query processor selects the
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Figure 4.3: Meteorological phenomena query UI.

Figure 4.4: Meteorological data query UI.

association rules of the relevant event from the FKB. In the antecedent part of these

rules, fuzzy attributes and classes are determined and used as query criteria. The

user can select the spatial and temporal conditions into the requirements of the MDX

query. The query processor fetches the query results after executing the built MDX

query on the SOLAP server. Again, the result page displays query results in a list and

shows spatial information on a map. Figure 4.5 represents how the selected criteria

are used in the interface when building the MDX query.

The QPr component parses and interprets the user query and determines which ele-

ments will process the query. The QPc module is a subcomponent reliable for run-

ning the query on the related systems and collecting and displaying the results. In
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Figure 4.5: Sample MDX of meteorological data query.

other words, the QPc component plays a coordinating role in query processing. QPc

communicates and interacts between the SOLAP, the FIS, and the fuzzy module. It

acquires user queries, analyzes them, sends requests to the SOLAP and/or to the FK-

B/FM, retrieves the results, and transmits them to the query interface.

The fuzzy module is the component that provides fuzzification and defuzzification

operations. These operations are related to crisp-to-fuzzy or fuzzy-to-crisp transfor-

mations. In this module, we perform fuzzy clustering to generate membership classes

and determine membership values using the FCM algorithm. The number of clusters

is necessary for the FCM as a parameter. Therefore, we operated X-means cluster-

ing to determine the appropriate number of clusters. Then we cross-check the cluster

with elbow [67] and silhouette [68] methods. In addition, we store the definitions of

uncertain types, similarity relations, and membership functions in the fuzzy data map.

The fuzzy knowledge base (FKB) is the component that produces and stores fuzzy

association rules. We first fuzzify the meteorological data on SOLAP, then generate

fuzzy association rules with the FP-growth algorithm and store them in the FKB.

After rule generation, we prune the resulting extensive list of rules using a confidence-

measure-based pruning method [69] for performance improvement. We use the rules

in the FKB in the case of inference as input for the FIS.

We utilize the FIS to support prediction-type queries. While executing the predictive-

type query, the fuzzy association rule required for each criterion is requested from the

FKB and sent to the FIS. In addition, the FM provides the fuzzy membership classes

and membership values required for the values in the query as input to the FIS. This

interface works as follows. A′ = F (x0), where x0 is a crisp value defined in the

input universe ∪, A0 is a fuzzy set defined in the same universe, and F is a fuzzifier
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operator. The FIS is based on the application of the generalized modus ponens, an

extension of the classical modus ponens proposed by Zadeh, where:

(If X is A then Y is B) ∩ (X is A’)
(Y is B’) (4.1)

where X and Y are linguistic variables, A and B are fuzzy sets, and B′ is the output

fuzzy set inferred. To achieve this, the system firstly obtains the degree of matching

of each rule by applying a conjunctive operator, and then infers the output fuzzy sets

by means of a fuzzy implication operator. The FIS produces the same number of

output fuzzy sets as the number of rules collected in the FKB.

The SOLAP server acts as a database server for objects and provides an application

that stores measurement results, including spatiotemporal hierarchies, and supports

MDX query types. After the ETL process and fuzzification, we insert the meteoro-

logical data into the spatial OLAP server. SOLAP server stores these data as spatial,

temporal, and measurement-value hierarchies. The spatial hierarchy has region, city,

and station breakdowns. SOLAP server can achieve the spatial hierarchy with a for-

eign key, as in classical relational databases, or with a minimum bounded rectangle

(MBR) structure supporting the spatial structure. The temporal hierarchy is organized

according to year, month, and day divisions. Furthermore, each measurement result

is available in a hierarchical structure in SOLAP.

We modified the GeoMondrian SOLAP server and extended the MDX query form

to support fuzzy queries. When querying, the user generally asks for fuzzy spa-

tial or non-spatial objects that meet the conditions of the predefined rules within a

specified time interval. We can evaluate the rules by examining the topological re-

lations between fuzzy regions and objects. To support this, the fuzzify_measure and

fuzzify_geo methods are implemented in the MDX query processor of the SOLAP

server. The fuzzify_measure method uses the hierarchy for the non-spatial attributes,

while the fuzzify_geo method uses the hierarchy for the spatial attributes.

The Algorithm 4 represents the implementation of the queries, and we define some

sample queries in Section 4.2.
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Algorithm 4 The generic query evaluation algorithm
Input: The user query with set of column members CLN and predicates PR

Output: Set of retrieved/predicted objects RSL

Initialization :

FTp ← {} //fuzzy membership terms

FAR← {} //fuzzy association rules

SPt ← {} //spatial terms

NSPt ← {} //non-spatial terms, measurement

Ds ← {} //SOLAP data cube query result holder

SO ← {} //satisfying-objects

1: Retrieve and Parse (query)

2: if query includes prediction predicate(PR) then

3: Send query to FKB with (CLN ,PR)

4: Transfer to FIS with (CLN ,PR)

5: FAR←Retrieve fuzzy association rules from FKB with (CLN ,PR)

6: FTp ←Retrieve fuzzy memberships from FM with (CLN ,PR)

7: SPt ←Defuzzify spatial predicates with (CLN )

8: NSPt ←Defuzzify non-spatial predicates with (PR)

9: Ds ←Query spatial temporal data from SOLAP with (SPt,NSPt)

10: SO ←Make prediction with (FAR, FTp,Ds)

11: return SO

12: else

13: if query is spatial then

14: SPt ←Defuzzify spatial predicates with (CLN )

15: NSPt ←Defuzzify non-spatial predicates with (PR)

16: Ds ←Query spatial temporal data from SOLAP with (SPt,NSPt)

17: SO ←Fuzzify satisfying objects with (Ds)

18: return SO

19: else

20: NSPt ←Defuzzify non-spatial predicates with (PR)

21: Ds ←Query spatial temporal data from SOLAP with (NSPt)

22: SO ←Fuzzify satisfying objects with (Ds)

23: return SO

24: end if

25: end if
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4.2 Supported Query Types

We represented the architecture of the proposed environment for fuzzy spatiotemporal

querying in the previous section. We give detailed information about handling the

various query types employing the shown components in the followings.

4.2.1 Fuzzy Non-Spatial Query

This query type asks for fuzzy data not dealing with spatial attributes. The QM, the

FM, and the SOLAP server components are working in the execution step and the

query flow is given in Figure 4.6:

1. The QM retrieves the user query, parses it, and sends it to the FM.

2. The QM asks the SOLAP server for data using the query. The objects retrieved

by the QM are sent to the FM component to fuzzify the result.

3. Fuzzified query results are displayed in the QM component.

Figure 4.6: Fuzzy non-spatial query flow.

Query 1: Find all the cities at risk of flooding.

The query is expressed in MDX, which is an OLAP query language which provides

a specialized syntax for querying and manipulating the multidimensional data stored

in OLAP cubes [70]. While it is possible to translate some of these queries into tradi-

tional SQL, this would frequently require the synthesis of clumsy SQL expressions,

even for elementary MDX expressions. Furthermore, many OLAP vendors have used

MDX, and it has become the standard for OLAP systems. While it is not an open

standard, it is embraced by a wide range of OLAP vendors. Therefore, we extended

MDX with fuzzy operators and wrote the query specified above in MDX form, using

the query parameters shown in Figure 4.7.
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Figure 4.7: Fuzzy non-spatial query.

Figure 4.8: Rainfall membership classes.
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To query the database, we first need to defuzzfy the fuzzy expression part of the query.

The query processor requests the FM to defuzzify the fuzzy expression in the query.

The fuzzy term is defuzzified according to the fuzzy membership function, as shown

in Figure 4.8.

The heavy class in the query has a triangular-shaped membership function defined by

the triple (7.5, 8.5, 9.5) that overlaps the membership function of the overmuch class

in the range [7.5, 8.5]. In this case, the heavy class includes measurements between

8.0 and 9.5. The query processor of the GeoMondrian rearranges the MDX query

and executes it in the SOLAP server. As a result of the query on the SOLAP server,

the results matching the searched criteria contain the searched data. We again fuzzify

the crisp values in the resulting data with the help of the FM. Here, the fuzzification

subcomponent in the FM includes a triangular or trapezoidal membership function for

each measurement result. It generates fuzzy class and membership values as output,

using the crisp value of input from the relevant membership function. Finally, the

results are displayed to the user, including fuzzy terms. For our example, we show

the Rec1 and Rec4 records in Table 4.1 as the query result that meets the criteria.

Table 4.1: Sample data for rainfall in database

Record-ID City Date Crisp Val. Fuzzy Val.

Rec1 Ankara 19 August 2016 8.6 heavy (0.7)

Rec2 Konya 19 August 2016 4.9 low (0.7)

Rec3 Adana 19 August 2016 4.1 very-low (0.6)

Rec4 Rize 19 August 2016 8.8 heavy (0.8)

Suppose we execute this query in a relational database. In that case, we need to

thoroughly scan all records, because it is necessary to calculate the rainfall value and

find the queried value by grouping based on the city within the station measurement

records. The cost of scanning all the data and grouping them is critical; the query

execution time is related to the number of records in the database. In the FSOLAP

environment, it is not necessary to access all records for the objects that satisfy the
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query criteria, due to the help of the hierarchical structure. The calculation of the

measurements of the cities with which the stations are connected does not imply

such a cost. Therefore, the cost of searching rainy stations is limited to the number

of stations registered in the database, and the query execution time is less than the

relational database query execution time.

4.2.2 Fuzzy Spatial Query

Fuzzy spatial queries allow the user to interrogate fuzzy spatial objects and their re-

lationships. The QM, the FM, and the SOLAP server components are employed to

fetch query results, as shown in Figure 4.9. The user asks for the objects that have

topological relations with the entities under inquiry.

Figure 4.9: Fuzzy spatial query flow.

Query 2: Retrieve the appropriate cities in south for the installation of a solar power

plant

A fuzzy rule definition uses linguistic values, as shown below in the FKB regarding

suitable places for solar power plants.

i f c i t y . s u n s h i n e h o u r i s h igh and c i t y . p o s i t i o n i s s o u t h
then c i t y . s o l a r p o w e r i s h igh

Figure 4.10 shows how we implemented the MDX query with the parameters entered

from the query interface.

In this query, regions in the south of Turkey with a very high sunshine duration

are considered. The intersection of areas with positionally high sunshine hour and

south fields are taken into account. We explained the operational structure of the

fuzzify_measure method in the previous query. Here, the fuzzify_geo method is also
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Figure 4.10: Fuzzy spatial query.

used. This method is run on the FM and determines the overlap relation between

two geometric objects given as parameters. There are as many accesses in the query

process as the number of stations in the database. On the other hand, the execution

time for the relational database query, given in the following, can be longer due to the

averaging of sunshine hour measurements and joining these with the stations.

SELECT c . name 1 , r . month , r . day , AVG( s u n s h i n e h o u r )
FROM m e t d a t a r a i n f a l l r , t r c i t y c ,

m e t e o r o l o g i c a l s t a t i o n 3 s , t r r e g i o n rg
WHERE s . i d = r . s t a t i o n i d AND s . c i t y i d =c . g i d

AND rg . i d =c . r e g i o n i d AND c . r e g i o n i d i n ( 5 , 7 )
GROUP BY c . name 1 , r . month , r . day HAVING AVG( s u n s h i n e h o u r ) 7

In this query, cities with an average daily sunshine duration of more than seven hours

are regarded as having a high sunshine duration. These cities are in the Mediterranean

and Southeastern Anatolia regions in the south of the country.

4.2.3 Fuzzy Spatiotemporal Query

In this type of query, the user asks for the fuzzy spatial objects that meet the conditions

of the predefined rules within a specified time interval. The rules can be evaluated by

an examination of the topological relations between fuzzy regions and fuzzy objects.
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The query flow is shown in Figure 4.11.

Figure 4.11: Fuzzy spatiotemporal query flow.

Query 3: Retrieve locations around Ankara that were at high risk of freezing between

7 January 2012 and 14 January 2012.

The FKB contains the following fuzzy rule definition that uses linguistic values re-

garding freezing events.
i f c i t y . t e m p e r a t u r e i s c o l d and c i t y . c l o u d i n e s s i s c l e a r

then c i t y . f r e e z e r i s k i s h igh

The query syntax’s implementation in MDX is represented in Figure 4.12.

Figure 4.12: Fuzzy spatiotemporal query.

In addition to the previous query, we can make more specific queries using date at-

tribute conditions. The handling of the fuzzy predicates in the query operation is the
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same as for the fuzzy spatial query. For the distance attribute, the membership classes

in the fuzzy data map are NEAR, CLOSE, and AROUND. We create these fuzzy

classes by calculating the paired distances for the geometric data of the stations and

applying fuzzy clustering of these values. However, the date predicate greatly reduces

the amount of data to be retrieved from the database. As we mentioned earlier, this

situation, which requires a full scan of an index-less relational database, is easily han-

dled using the temporal hierarchy in the SOLAP environment. The execution time of

the query depends on the number of stations in the database. Relational database sys-

tems must be fully searched for temperature and cloudiness between the given dates.

In this case, the query execution time is proportional to the number of records and the

number of stations in the database.

4.2.4 Fuzzy Spatiotemporal Predictive Query

This type of query asks for fuzzy spatial relations and a specified time with inference.

The QM, the FM, the FIS, the FKB, and the SOLAP server components are employed

to fetch query results, and the query flow is shown in Figure 4.13. The QM retrieves

the user query, parses it, and sends it to the FM for defuzzification. If the QM detects

the inference operand in the query, it sends the conditions to the FKB for inference.

When the FKB receives the request from the QM, it determines the fuzzy association

rules and sends them to the FIS, and the FIS obtains membership classes/functions

from the fuzzy data map subcomponent. The FIS makes predictions with the given

parameters and the collected knowledge, and then it sends the inference back to the

QM.

Query 4: Is there a possibility of a windstorm around Izmir during the last week of

December?

The FKB contains the following rules for meteorological events that occur depending

on wind speed.

i f s t a t i o n . windspeed i s h igh then c i t y . s t o r m o c c u r r e n c e i s p o s s i b l e
i f s t a t i o n . windspeed i s h igh and a c t u a l p r e s s u r e i s low

then c i t y . s t o r m o c c u r r e n c e i s high p o s s i b l e

Unlike other query types, the antecedent part of the association rules is not used in the
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Figure 4.13: Fuzzy spatiotemporal predictive query flow.

FKB as a criterion when considering predictive queries. Since the purpose here is to

predict the conditions that are the antecedents of the meteorological phenomenon in

question, we do not include these fields in the query. Other fuzzy attributes are used

as criteria in the MDX query. In addition, the spatial and temporal criteria entered into

the interface are used for querying. When the QM detects the PREDICT expression

in the query, it recognizes that the query requires an inference mechanism. The MDX

query constructed with the criteria entered into the meteorological phenomenon query

UI is illustrated in Figure 4.14.

Figure 4.14: Fuzzy spatiotemporal predictive query.
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We previously mentioned that the fuzzy association rules which are expert-defined are

stored in the FKB. The fuzzy association rules defined for the relevant phenomenon

are chosen in the meteorological phenomenon inquiry. The antecedent of each rule

is used to look for the fuzzy attribute and membership class found in the consequent

part of the fuzzy association rules. In other words, the rules which include these

antecedents in the FKB are selected as a consequence of the rules in the fuzzy asso-

ciation rules, and this process is demonstrated in Figure 4.15.

Figure 4.15: Fuzzy spatiotemporal predictive query execution: step 1.

We create inferences for each row fetched from the MDX query by running the rules

selected from the fuzzy association rule set in the FIS, as shown in Figure 4.16.

The minimum value is calculated by multiplying the results by the weight value of

each association rule. The same fuzzy class result is determined by taking the maxi-

mum value among the minimum values. If the result value meets the expected crite-

ria, the relevant MDX query result row is marked as satisfied. The results marked as

satisfied are shown on the results list and the map.
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Figure 4.16: Fuzzy spatiotemporal predictive query execution: step 2.

4.3 Fuzzy Spatial Aggregation

Aggregation plays an essential role in knowledge discovery across the collected data.

As the amount of data stored in data warehouses continues to expand, the most im-

portant and frequently accessed data can benefit from aggregation, making it feasible

to generate summaries. When the data is aggregated, it can be queried quickly in-

stead of requiring all the processing cycles to access each underlying atomic data

row and aggregate it in execution time when it is queried or accessed. This section

explains the extension of the framework with fuzzy spatial aggregation to generate

fuzzy summaries for knowledge discovery. The fuzzy spatial aggregation method is

proposed and examined in the framework’s query model, and generated summaries

are represented as a product of the data aggregation process.

Data analysis and querying can be accomplished with a general perspective to extract

interesting information from the data. In this approach, it is beneficial to visualize

the results graphically. OLAP can be successfully used to present data mining results

to data analysts as it provides the appropriate infrastructure for easy integration of

hierarchical data and visualization. This situation makes it necessary to use OLAP in

data analysis and querying. Because OLAP offers an environment where data can be
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modeled and viewed in multiple dimensions, it is suitable for managing hierarchies

and aggregations required for data mining.

OLAP arises in the literature because it provides efficient, effective, flexible data sum-

marization and hierarchical structure, and simple computation of aggregations. For

this reason, users often use OLAP applications to acquire a higher-level aggregated

view of data to understand trends and make decisions, such as analysts and managers.

Data mining and OLAP are mainly used jointly in the case of OLAP operations se-

lecting a sub-cube. Several data mining algorithms are used to clarify various data

analytics questions because a data cube demonstrates logically grouped views and

aggregations at different levels appropriate for these questions [71].

OLAP operators are used to manipulating data along the multiple dimensions. These

operators are related to the hierarchies and are primarily used to increase or decrease

the level of aggregation. Commonly used OLAP operations which are associated with

the level of aggregations are as follows [72, 73, 74]:

• Drill-down: Reduce the level of aggregation, and increase the level of details.

This operation is the converse of roll-up.

• Roll-up: Expand the level of aggregation or apply a group-by operation on

dimensions. The station dimension can be rolled up into city-region-all.

Hierarchies include levels and help summarize specific data with more general intent.

For instance, the "station" dimension can be organized as a "city-region-all" hierarchy

in Figure 4.17(a). Aggregations are accomplished over the measures by dimensions

or their hierarchies, as displayed in Figure 4.17(b). All dimensions have at least one

higher hierarchical level, the "all" level.

In this context, Zhou et al. [75] have proposed an efficient polygon amalgamation

method for merging spatial objects. This method is about the computation of ag-

gregation for spatial measures. In another study, Prasher and Zhou [76] proposed

multi-resolution amalgamation in which they dynamically performed aggregation for

spatial data cube generation. They changed the resolutions of the region to keep

spatial data at much higher resolutions and re-classified amalgamation objects into
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Figure 4.17: Spatial hierarchy concept of the station

high-level objects that form a new spatial layer. Papadias et al. [77] have presented a

method for storing aggregated results in the spatial index to combine with the materi-

alization technique.

Petry and Yager [78] recently explored aspects of applying interval-based fuzzy sets

(IVFS) for Covid-19 contact tracing. They represented the aggregation of IVFSs

and provided information measures to guide the aggregation. They proposed two

approaches: averaging the fuzzy intervals and merging them. In their study, they also

considered the application of IVFS in spatial data. They used aggregation to involve

this to minimum bounding rectangles for Geographic Information System(GIS) by

determining the distance and area of IVFS data.

Kacprzyk et al. [79, 80] performed trend analysis by calculating linguistic summaries

on time-series data with a fuzzy quantifier-driven aggregation approach. They ex-

hibited the straight line segments of a piecewise linear approximation of time series,

and proposed summaries of time series refer to the outlines of trends identified. In

their study, the summaries are represented as frequency-based and duration-based

summaries protoforms which are defined as an abstract prototype of a linguistically

quantified proposition.

Laurent also studied [73] aggregation to compute the degree to which the aggregated

cell belongs to the cube. The proposal is about calculating the arithmetic compilation

of the membership values of aggregated cells. This study represents an approach in

which the arithmetic averages of the measurement data belonging to the regions in
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the same membership class are aggregated at a higher level.

Specifying the aggregation method used in constructing summary information is a

critical issue. Related to this, some researchers studied the performance of several

aggregation methods on different data sets and proposed literature reviews on the

subject of aggregation.

Nowacka et al. [81] compared various aggregation operators such as average, OWA

operator [82], induced OWA operator (IOWA), Leximin, and Leximax using their pro-

posed fuzzy information retrieval model. They advised some guidelines for selecting

values of various parameters to choose the best-suited aggregation operator.

Within the scope of this study, while performing the aggregation process as repre-

sented in Figure 4.18, an approach is driven in the form of obtaining the totals and

calculating the averages by making spatial weighting for each record of the relevant

measurement value.

Figure 4.18: Fuzzy spatial aggregation process

One commonly used defuzzification technique is the Center of gravity (COG) / Cen-

troid of Area (COA) Method. This method supplies a crisp value based on the center

of gravity of the fuzzy set. The total area of the membership function distribution

used to represent the combined control action is divided into several sub-areas. The

area and the center of gravity or centroid of each sub-area are calculated, and then the

summation of all these sub-areas is taken to find the defuzzified value for a discrete

fuzzy set.

Suppose that we have query result set R = {r1, r2, ..., rn} which includes tuples of

fuzzy spatial membership class and its value, fuzzy measurement membership class

and its membership value (i.e. tuple of rainfall record r =< west(0.5), high(0.6) >).

To aggregate these query results, firstly, we need to defuzzify the fuzzy measurement
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and spatial values in each record. The defuzzified value x∗ using COG is defined as:

x∗ =

∑N
i=1Ai.xi∑N
i=1Ai

(4.2)

Here N indicates the number of records, Ai is the area of the membership function,

and xi represents the centroid of area, respectively, of ith record. Similarly, the fuzzy

spatial value of the tuple is defuzzified as Si. The weight of the precise value calcu-

lated after defuzzification of the spatial data differs according to the query typed. If

the spatial property of the query result is within the scope of a discrete set, a weight-

ing factor of 1 or 0 can be used. In another case, if the spatial feature is related to

distance, the weighting factor can be calculated as increasing or inversely propor-

tional to distance. The defuzzified measurement values are multiplied by each tuple’s

spatially weighted factor (W) to weight the aggregation with spatial attributes. The

product results are summed and divided by the sum of the spatial weights to calculate

the aggregated precise value.

Agg(R) =

∑N
i=1Wi.x

∗
i∑N

i=1Wi

(4.3)

This equation calculates the precise value of aggregation where x∗i is the defuzzi-

fied measurement value, Wi is the spatially weighted factor of the record tuple. The

precise result is fuzzified by applying the fuzzy membership function of the relevant

measurement as a parameter.

Aggregation(R) = fuzzify(Agg(R)) (4.4)

The whole process of aggregation can be formulated as follows:

Aggregation(R) = fuzzify(

∑N
i=1Wi.

∑N
i=1 Ai.xi∑N
i=1 Ai∑N

i=1Wi

) (4.5)

Columns having non-hierarchical data in the OLAP data cube are member proper-

ties. It is beneficial to obtain new data by making calculations from the data in
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these columns if the queries need it. For instance, derived variables can be produced

by these member properties, i.e., Average Humidity = Total Humidity/Number of

Records. The derived variables do not take up space in the database because they

are calculated on the fly. Therefore, they help reduce the size of the database and

the consolidation time, despite the small overhead on runtime. In this case, spatial

aggregation, such as region merge or map overlay, can be performed for them. Here,

spatially weighted aggregation method is introduced for fuzzy spatial data cube in

which membership values of the regions are fetched on the query execution for the

aggregated region. For this purpose, the aggregate operator is used in the Multidi-

mensional Expression (MDX) query as a counterpart to the group-by operator in the

traditional Structured Query Language (SQL) query. The aggregated value of the

relevant level is calculated by grouping the results obtained as a result of the MDX

query. As a first step, the membership classes and values in the highest level data

are selected. Then, the Center of Gravity (COG) method is applied for the defuzzifi-

cation of each fuzzy measurement and spatial values. The weighting factor for each

tuple is calculated using the defuzzified spatial value. The defuzzified measurement

value is weighted with the weighting factor. All weighted values are summed and

averaged with the sum of defuzzified spatial values. This process calculated a single

aggregated precise value. The final precise value is fuzzified with the fuzzy function

of the relevant measure. So, membership value is calculated by computing the aver-

age of the membership values of the data in a single membership class obtained as

a result. Thus, the membership class and its value for the appropriate level are cal-

culated, and the aggregation process is completed. Figure 4.19 shows an example of

aggregation as follows. First, we aggregate the station data to calculate the city data,

then aggregate the city data and compute the region data.

Figure 4.19: Aggregation of the average humidity for the Karadeniz Region in 2016
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The pseudo-code for fuzzy spatial aggregation is given below in Algorithm 5. The

complexity of the algorithm isO(n∗h), n being the count of the tuples in the database

and h being the average number of hierarchical levels for dimensions.

Algorithm 5 Algorithm of aggregation

Input: R = {r1, ..., rK} is a set of record tuples

Output: aggregatedfuzzy: tuple of aggregated membership class and its value

1: for i← 1 to K do

2: x∗i ← defuzzify ri.fuzzy-measure-value

3: Si ← defuzzify ri.fuzzy-spatial-value

4: Wi ← weight Si

5: weightedval ← Wi * x∗i
6: totalweight ← totalweight + weightedval

7: totaldef ← totaldef + weightedval

8: end for

9: aggregatedprecise ← totaldef/totalweight

10: aggregatedfuzzy ← fuzzify aggregatedprecise

11: return aggregatedfuzzy

Aggregated data can also be used to generate summaries to provide an overview of

the application domain. This summary information is a verbal expression and is very

useful for a human being. Yager [83] presented an early proposal on fuzzy summaries,

and then researchers [80, 84] established more applicable forms, and studies were

assembled on them for a long time by making improvements. A fuzzy summary can

be broadly defined as "P objects are S : t". Here P is a quantifier represented by

a fuzzy set, and S is the summarizer also represented by another fuzzy set, t is the

degree of truth of the summary. Using fuzzy labels containing natural linguistic terms

instead of numeric values is more effective in human understanding. For example, an

expression such as "Sky is partly cloudy" is more understandable than "The sky is

3/8 cloudy". Expressing in a natural language instead of numerical terms can be

beneficial for humans to understand because communication in a natural language is

more practical for human beings. Here, the approach of expressing summaries using

natural language does not aim to substitute classical statistical analysis but offers
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an additional form of human intelligibility, straightforward inferences, and simple

handling of data description.

The performing of the aggregation operation in a sample query is clarified as follows.

4.3.1 Spatial Hierarhical Aggregation

In this aggregation type, the data are aggregated by considering the spatial charac-

teristics. As a spatial feature, geometric coverage between the upper and sub-area is

considered. This relationship between data is evaluated with the help of their MBR

information.

Hierarhical Query: Retrieve the average rainfall of 2016 for all regions.

The linguistically expressed query is written in MDX format as follows. Here the

query for the aggregation operation is managed with the aggregate keyword. While

performing spatial aggregation for this process, a minimum bounding rectangle (MBR)

definition containing all regions is given as a parameter. Since the region-based cri-

terion in the query is whether cities belong to the geographical regions, fuzzy spatial

membership is either 1 or 0. Therefore the weighting factor of each tuple is 1 because

all tuples in the result set are covered by only one region.

Wx =

1 if x ∈ specific region,

0 otherwise
(4.6)

During the query process, firstly, the rainfall data of the stations covered by the MBR

passed as a parameter are collected. Then, the aggregate operation mentioned in

Algorithm 5 for each hierarchy level is applied from bottom to top.
WITH MEMBER
[ S t a t i o n . S t a t i o n H i e r a r c h y ] . [ S t a t i o n Region ] . [ ALL] AS

AGGREGATE(
FILTER (

[ S t a t i o n . S t a t i o n H i e r a r c h y ] . [ S t a t i o n Region ] . members ,
f u z z i f y g e o ( s t t r a n s f o r m ( [ S t a t i o n ] . cu r r en tmember . PROPERTIES ( " geom " ) ) ,

s t t r a n s f o r m ( s t g e o m f r o m t e x t ( " POINT (26 42) " ) , 1540 , 667) ) = " IN " )
)
SELECT f u z z i f y m e a s u r e ( [ Measures ] . [ r a i n f a l l ] ) ON COLUMNS,

[ S t a t i o n . S t a t i o n H i e r a r c h y ] . [ S t a t i o n Region ] . c h i l d r e n ON ROWS
FROM [ M e t e o r o l o g i c a l C u b e ]
WHERE ( [ DateDimension1 . Date H i e r a r c h y 0 ] . [ 2 0 1 6 ] )
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The data retrieved by the query in the first step are shown in Table 4.2. In addition, re-

gion information is given in Table 4.3, and sample station data is represented in Table

4.4. The geom column in the tables contains the polygon definition that determines

the geometric boundaries of the relevant region or station. Since there are too many

points in the polygon definition, this area is described with three points.

Table 4.2: A sample of retrieved rainfall data by the MDX query.

StationID Day Month Year Rainfall

17050 12 3 2016 low (0.4)

17050 7 5 2016 normal (0.6)

17050 30 9 2016 normal (0.8)

17130 6 1 2016 low (0.5)

17130 3 4 2016 normal (0.7)

17130 8 8 2016 nearly-dry (0.5)

. . . . . . . . . . . . . . .

18980 14 2 2016 high (0.4)

18980 2 5 2016 low (0.5)

18980 21 12 2016 normal (0.4)

19112 11 1 2016 normal (0.6)

19112 6 4 2016 high (0.5)

19112 25 10 2016 low (0.6)

. . . . . . . . . . . . . . .

Table 4.3: Sample data for station in database.

StationID Station Name Geom

19112 İstanbul Kartal Polygon . . .

18980 İstanbul Sarıyer Polygon . . .

17130 Ankara Keçiören Polygon . . .

17050 Edirne Merkez Polygon . . .

The membership classes and function in the rainfall aggregation example are given in

Figure 4.20.
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Table 4.4: Region data in database.

RegionID Region Name Geom

1 Marmara Polygon . . .

2 Doğu Anadolu Polygon . . .

3 Ege Polygon . . .

4 Güneydoğu Anadolu Polygon . . .

5 İç Anadolu Polygon . . .

6 Karadeniz Polygon . . .

7 Akdeniz Polygon . . .

Figure 4.20: Membership classes and function of rainfall

The details of processing the aggregation using the data in these tables are shown in

Figure 4.21.

After the MDX query retrieves the data in Table 4.2, aggregation with Algorithm 5 is

performed, and the aggregated values for station hierarchy are firstly calculated, then

related cities aggregation is computed. Finally, the region and "ALL" hierarchies are

figured due to aggregation, respectively. As an advantage of using the OLAP struc-

ture, the "ALL" hierarchy is expanded with a drill-down operation downstream. Thus,

the region breakdown and aggregated values of each region are displayed. Similarly,

the drill-down process makes expansion from cities to stations possible. This drill-

down can be accomplished in the city where the relevant station is located to reach

the station information at the lowest level.

As shown in the example, firstly, the aggregated value is displayed for all regions,

then the aggregated values are displayed according to the hierarchical order towards
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Figure 4.21: An example of fuzzy spatial aggregation

the lower levels, and the fuzzy spatial aggregation process is completed.

The following fuzzy summaries in the form of "P objects are S : t" can be generated

using the aggregation results.

• For example, a fuzzy summary we could generate from this aggregation query

is: The rainfall in Edirne in 2016 is high(0.7).

• The second example for a fuzzy summary of this aggregation query is: The

rainfall of the Marmara Region in 2016 is normal(0.8).

4.3.2 Conceptual Aggregation

In this aggregation type, assuming a spatial region is determined as a concept, it is

ensured that we aggregate the data in the area covered by this region. Here, the region

determined as a concept is classified into fuzzy α − cut parts. The α − cut value is

assessed in the spatial weighting of the data in the aggregation process. The formal

definitions of α− cut is given in previous sections.

The following linguistic form of query can be given as an example where spatial

weights are considered.
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Conceptual Query: In which hinterland cities did the freezing occur in 2015 win-

ter?

Freezing is a meteorological phenomenon that occurs in low temperatures under

cloudless. Continentality is one of the critical factors influencing this phenomenon.

For this reason, the situation of being in the internal region is a factor that increases

the risk of the event occurring. For this reason, spatial weighting is taken into account

in this event.

The hinterland expression (the concept used in this query) is a spatial indicator and

exhibits the interior of the country, as shown in Figure 4.22. This term also comprises

the continentality of the location. As we mentioned in the section where we explained

the topological relations, we can show a spatial region as α− cut levels.

Figure 4.22: α− cut levels of the fuzzy hinterland attribute

These α − cut levels contain transitions as a reflection of membership values. For

the hinterland attribute, three α − cut levels are determined as the center, near, and

far as shown in Figure 4.23. Here, we take the map’s center point as a reference

while determining the α− cut levels for the definition of the inner zone and consider

the stations located in the circular area 300 km away from this point. For the α −
cut levels, the values of 75-150-225-300 shown in Figure 4.23 are set as limiting

thresholds.

Stations outside the lowest α − cut level do not meet the expected threshold, so

they contain the value of zero spatially and are not included in the result list. The

measurements of the stations in the result list are subjected to the aggregation process,
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Figure 4.23: Membership function and classes of the hinterland attribute

and the final value is evaluated. The spatial weighting factor of this query can be

formulated as follows:

Wx =
Dmax −Dx

Dmax

(4.7)

Here,Dmax is the maximum precise value of the spatial attribute, andDx is the precise

value of the related record. In this query, there is a situation where the spatial weight

decreases as far as the center. Because of this, it is seen that the weighting equation

falls inversely with the distance. Spatial weighting for values in the result list is

calculated by multiplying with the weighting factor of the defuzzified membership

value at the α − cut level to which it is relevant. Thus, the measurement value of a

station with a center membership class is more effective than a far station.

Here, we aggregate each city’s cloudiness and temperature values. While performing

the aggregation process, we use the measurements of the stations belong the cities by

considering the spatial weights of the stations. In our example, two stations belong to

the city of Ankara. The data of these stations are aggregated to calculate the measure-

ment of the city of Ankara. In the aggregation process, the measurement value of the

station, which is closer to the center of the hinterland circle, has a more significant

effect on the result. This operation is about weighting the station’s measurement with
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its spatial attribute.

The execution of the sample conceptual query and the aggregation process steps are

illustrated in Figure 4.24.

Figure 4.24: Execution steps of aggregation for the sample conceptual query

We show how the cloudiness and temperature measurement results of the two sta-

tions are weighted with the hinterland values of the stations, and the aggregation is

calculated. Also, the spatial weighting and aggregation of the temperature values of

the two stations are demonstrated in this figure. When the results produced with these

two aggregations for each city meet the "cloudiness is open" and "temperature is low"

criteria, the cities with these results are included in the freezing city list.

Fuzzy summaries in the form of "P objects are S : t" can be generated using the

aggregation results and listed as follows.

• Hinterland position of Ankara is center(0.6).

• Cloudiness of Ankara in 2015 winter is open(0.5).

• Temperature of Ankara in 2015 winter is low(0.6).
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4.3.3 Prediction over Aggregated Data

As we explain that FSOLAP is capable of making inferences with the support of the

FIS it contains. In summary, X-Means clustering is applied to precise measurement

results, and the appropriate number of clusters is determined. The defined number

of clusters and precise measurement data are fuzzified with FCM. The fuzzy associ-

ation rule set is generated using the FP-Growth method on the fuzzy measurement

results. Repetitive or unnecessary rules in this set are eliminated by rule pruning.

After weighting the remaining rules with Rule Power Factor, the final minimized and

the weighted fuzzy association rule set is produced. In addition to the membership

classes, membership values, and membership functions generated by the FCM, the

association rule set is used to construct the FIS.

In addition to the fuzzy association rule set generated by the measurement data, the

expert-defined rule set for meteorological phenomena can also be created in FSOLAP

by the meteorological domain expert. The domain expert uses the produced fuzzy

association rules while defining the expert-defined rules. This study explains the

process of making inferences using aggregated data with the following spatial fuzzy

query sample.

Predictive Query-1: According to the precipitation and temperature averages of the

summer season, which cities are at high risk of drought in the coming years?

Meteorological drought is when precipitation falls below the average for a certain

period. It is the difference between the annual, seasonal, or monthly precipitation

totals from the norm. The high temperature and the lack of precipitation in the sum-

mer increase the risk of drought. The domain expert can define this meteorological

phenomenon by following rule in the expert-defined rule set.

IF c i t y . r a i n f a l l IS low AND c i t y . t e m p e r a t u r e IS v e r y h i g h
THEN r i s k o f d r o u g h t IS h igh

When creating this rule, the domain expert uses the generated fuzzy membership

classes and values using measurement data stored in the FIS. The rainfall and tem-

perature measurements in the antecedent section of the expert-defined rule are the

predictive part of inference. The rules containing these fields are determined and
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executed in the consequent part of the fuzzy association rules. That is, rainfall and

temperature values are missing in the testing records, and the remaining measure-

ments are given as input to the fuzzy association rules. A sample of fuzzy association

rules is represented below. Predicted rainfall and temperature values are generated as

output of the FIS.

IF c l o u d i n e s s IS open AND r e l a t i v e h u m i d i t y IS n e a r l y d r y
THEN r a i n f a l l IS low

IF s u n s h i n e h o u r IS h igh AND w i n d s p e e d IS normal
THEN r a i n f a l l o u t IS low

IF c l o u d i n e s s i s open AND v a p o r p r e s s u r e i s ex t r eme
THEN t e m p e r a t u r e IS v e r y h i g h

IF a c t u a l p r e s s u r e IS low AND r e l a t i v e h u m i d i t y IS n e a r l y d r y
THEN t e m p e r a t u r e IS v e r y h i g h

In the example rule set above, the measurements in the form of cloudiness, relative

humidity, sunshine hour, etc., are first aggregated based on summer period measure-

ments. After these aggregated data are given as input to the rules, rainfall and tem-

perature measurements are predicted as output. Figure 4.25 shows the process of the

prediction over aggregated data.

Figure 4.25: Prediction over aggregated data execution

In our example query, all meteorological measurements except rainfall and temper-

ature are aggregated into the city hierarchy for the summer period, and results are

obtained. These results are given as input to the FIS, and rainfall and temperature

predictions are produced. The results in the form of "rainfall is low" and "tempera-

ture is high," which are the result of the inferences, provide the necessary conditions
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for drought. Figure 4.26 represents the cities in the query result satisfy what we are

looking for in our query.

Figure 4.26: Cities that are at high risk of drought in the coming years

We can also generate the following fuzzy summaries using the predictive aggregate

query results.

• The risk of drought in the coming years for Bitlis is high(0.5).

• The predicted rainfall of Muş is low(0.6).

• The predicted temperature of Bingöl is very hot(0.5).

As another example query, the predictive query containing the fuzzy spatial concept,

as in the conceptual query, is shown as follows. In this query, the rainfall in the East-

ern Black Sea Region is predicted with the given fuzzy spatial predictive aggregate

query.

Predictive Query-2: How is the rain going to be in the lowlands of the East Black

Sea Region?

Orographic precipitation occurs in the Eastern Black Sea Region. Also known as

slope precipitation, the rise of an air mass along a slope causes it to cool gradually.

This situation reduces the maximum humidity, causing the air to become saturated

with moisture. The lowland, the concept used in this query, is a spatial indicator

and is related to the altitude of the location. The amount of precipitation a place
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receives in the region varies depending on the altitude. The humid air from the sea

gets cold as it rises on the slopes parallel to the sea with the effect of the wind and

leaves its moisture as precipitation. This situation reveals the relationship between

altitude with precipitation. Since the humid air does not cool enough in places at very

low altitudes, the amount of rainfall is less, and at higher altitudes, relatively more

precipitation occurs. At very high altitudes, although the amount of precipitation is

low because the clouds evacuate the moisture in it, the precipitation form changes

due to the low temperature and turns into solid form in the form of hail or snow. The

domain expert can define the probability of rain by following the expert-defined rule.

IF c i t y . t e m p e r a t u r e IS normal AND c i t y . r e l a t i v e h u m i d i t y IS overmuch
THEN t h e p r o b a b i l i t y o f r a i n IS h igh

Depending on the domain expert-defined rule above, we use the following example

fuzzy association rules in FKB in the prediction process. We execute these rules to

predict the temperature and relative humidity measurements in the rule defined by the

domain expert.

IF c l o u d i n e s s IS m o s t l y c l o u d y AND v a p o r p r e s s u r e IS h igh
THEN t e m p e r a t u r e IS normal

IF a c t u a l p r e s s u r e IS normal AND s u n s h i n e h o u r IS normal
THEN t e m p e r a t u r e IS normal

IF a c t u a l p r e s s u r e IS h igh AND c l o u d i n e s s IS m o s t l y c l o u d y
THEN r e l a t i v e h u m i d i t y IS much

Figure 4.27 shows the fuzzy membership functions we assembled for predicting rel-

ative humidity and temperature measurements in the sample fuzzy association rules.

Figure 4.27: Membership functions of the relative humidity and temperature

For the fuzzy spatial concept in the form of lowland, the membership function of the

altitude feature is represented in Figure 4.28.
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Figure 4.28: Membership functions of the altitude

In the first step of the fuzzy spatial predictive aggregate query, we start by querying

the measurement values for input to the fuzzy association rules. These measurement

values include station-based daily measurements. These values are weighted by con-

sidering the altitude values of the stations. The weighting process is in the form of

multiplying each station’s data by the weight of the altitude of the relevant station.

This multiplication is applied by using precise values. The weighted station-based

measurement values are aggregated, and the measurement values at the city level are

calculated. Thus, we compute aggregated measurement values as necessary inputs

for prediction. These values are sent to the FIS, the relevant association rules are exe-

cuted, and the prediction results are generated. As a result of this process, we acquire

predicted measurement results on a city basis, as shown in Figure 4.29.

In the second step of the query, after the predicted values of the cities are calculated,

we use this data to execute the association rule defined by the domain expert and make

a meteorological phenomenon prediction for the cities. We employ the prediction

results we generated in the first step of each city as input in this step. Therefore,

we obtain the prediction results for the probability of rain that we are searching for

in the query on a city basis. As shown in Figure 4.30, we compute the value at the

regional level by aggregating the city-based results. This aggregation is in the form

of subjecting the results of the cities to the COG method of the fuzzy membership

classes.
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Figure 4.29: Execution of the fuzzy spatial predictive aggregate query

Figure 4.30: Aggregation of the rainfall for the East Black Sea Region

Finally, the following fuzzy summaries can be generated using the fuzzy spatial pre-

dictive aggregate query results.

• The probability of rain for the East Black Sea Region is high(0.54).

• The probability of rain for Giresun is high(0.62).
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CHAPTER 5

CASE STUDY: METEOROLOGICAL APPLICATION

After building the FSOLAP framework, it is needed to validate and gain valuable in-

sights. For this purpose, this study uses real meteorological data obtained from the

Turkish Meteorological Office. This meteorological data is massive with spatiotem-

poral information. Meteorological applications naturally include location and time

information and also inherently have fuzziness. Therefore, systems involving fuzzy

spatial and temporal phenomena are required.

5.1 Study Area

In this study, collected meteorological data in Turkey is used for testing. The ge-

ographic position of Turkey is in 26◦ to 45◦ East longitudes and 36◦ to 42◦ North

latitudes. It also has seven geographical regions divided concerning their location,

climate, agricultural diversities, topography, human habitat, flora and fauna, trans-

portation, etc. These are the Central Anatolia, Mediterranean, Marmara, Black Sea,

Eastern Anatolian, Southeastern Anatolia, and Aegean regions.

Gathered data contains measures from 1970 to 2017 collected from 1161 meteorolog-

ical observation stations chosen from various cities, taking into account the distribu-

tion of the measurements throughout the country. Fig.5.1 displays a sample of cities

of the observation stations.

The sample of meteorological stations is given in Table 5.1 as follows.
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Figure 5.1: Sample cities of the meteorological stations

Table 5.1: The sample of meteorological measurement stations

Station

No

Station

Name

City Town Latitude

(◦)

Longitude

(◦)

Altitude

(m)

17026 Sinop Sinop Merkez 41.02 35.15 32

17091 Sivas Sivas Merkez 39.80 36.89 1600

17137 Elmadağ Ankara Elmadağ 39.79 32.97 1807

17262 Kilis Kilis Merkez 36.70 37.11 640

17681 Zile Tokat Zile 40.29 35.89 719

5.2 Data Sets

This study uses daily meteorological measurements data collected between 1970 and

2007. This data is in text-based files obtained from the meteorology office. Although

there are many types of meteorological measurements, the study is carried out by

taking into account nine different measures. The measurement types studied are as

follows: relative humidity, temperature, rainfall, cloudiness, actual pressure, the di-

rection of the wind, speed of the wind, vapor pressure, and sunshine hour. Table 5.2

shows the files received from meteorology, data types, and measurement units for

each file.

The station file has no of the station, name of the station, city of the station, and

coordinates of the station such as longitude, latitude, altitude points. Other files are

in CSV format and include daily measures from 01.01.1970 to 01.01.2017. Each

record of the file consists of station id, measurement type, measurement date, and
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Table 5.2: Measurement Files and Details

Filename Description Units

stations-info.txt measurement station info station name and coordinates

vapor-pressure.xlsx vapor pressure measurements

(daily)

hectopascal (1 hPa = 100 Pa)

sunshine(daily).xlsx sunshine hours measurements

(daily)

hours

temperature(average).xlsx temperature (daily average) celsius

wind-direction-speed.xlsx wind direction and speed (daily

max)

meter per second and direc-

tion

pressure(average).xlsx actual pressure (daily average) hectopascal (1 hPa = 100 Pa)

cloudness.xlsx cloudness (daily average) 8 octa

humidity(average).xlsx relative humidity (daily average) percentage

wind-speed(average).xlsx wind speed (daily average) meter per second

rainfall(manual).xlsx rainfall (daily-manual total) kg per meter square

rainfall(omgi).xlsx rainfall (daily-omgi total) kg per meter square

measurement value.

Table 5.3 shows sample data for the actual pressure, and there is also a similar struc-

ture in the files for other measurements. The station number and name in the table are

related to the records in the station table. The date column contains the measurement

date, and the actual pressure column includes the measurement value.

Table 5.3: Actual pressure measurement data

Station No Station Name Date Actual Pressure (hPa )

17037 Trabzon 6 March 1971 1016.6

17199 Malatya 2 January 2011 954.3

17300 Antalya 1 January 1990 1013.5

17172 Van 23 May 1995 826.6

17070 Bolu 28 April 1982 922.3
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Structured and spatially hierarchical data tables in PostGIS are shown in Fig. 5.2.

Figure 5.2: PostGIS database tables.
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CHAPTER 6

EXPERIMENTAL RESULTS

In this study, the results of the experimental analysis of the framework using a mete-

orological dataset are discussed. In this section, the nature of the data is explained,

and the relationships between the meteorological measurements are explored. Addi-

tionally, the FSOLAP framework is tested with the data to prove the validity of the

approach and predictive analytics cases are performed to help instruct future steps.

Query performance of the FSOLAP is also tested with the given environment and

results are explained.

6.1 Prediction Accuracy Performance of the Framework

Tests are conducted using meteorological data to demonstrate the predictive perfor-

mance of the proposed framework. Fig. 6.1 shows the general overview of FSOLAP-

based prediction and its evaluation steps. This illustration represents how to make a

generic FSOLAP-based prediction over the basic steps. Firstly, the fuzzy spatial cube

is built after the fuzzification of structured training data. Therefore, fuzzy spatial data

is stored in fuzzy spatial OLAP cube. The data required for the relevant meteorolog-

ical phenomena on FSOLAP is retrieved with the MDX query. A fuzzy association

rule set is generated from the fuzzy data. FIS is constructed by combining fuzzy

membership classes, membership functions, and association rules. Predictions are

made by processing the test data with FIS. FIS takes precise values as input and pro-

duces precise values as output. We cluster the predicted values to measure accuracy

in the confusion matrix.

An example of applying FSOLAP based prediction and outcome of evaluation steps
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Figure 6.1: General view of FSOLAP based prediction and evaluation steps

is illustrated in Fig. 6.2. This figure shows a sample fuzzy dataset produced after

fuzzification of precise data. This fuzzy data is stored in the fuzzy SOLAP cube.

An example fuzzy association rule set generated from fuzzified data is also shown.

In addition to the MAE, MAPE, and Accuracy values calculated by comparing the

predicted data with the actual data, the accuracy computation of the data clustered in

the confusion matrix is also demonstrated.

Figure 6.2: An example application of FSOLAP based prediction and evaluation

In this study, the confusion matrix is utilized to summarize prediction results and

measure the effectiveness of the FSOLAP framework. The confusion matrix com-

pares the predictions of the target attribute and the actual values. It describes the

performance of a model on a set of test data for which the correct values are known.

And it also visualizes the accuracy of an algorithm. We can interpret the performance

of our classification model using a confusion matrix. At the same time, with the

help of the confusion matrix, we can find our different metric values and evaluate our

model success in detail according to the process we do. The confusion matrix is a
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square matrix where the column represents the actual values, and the row depicts the

predicted value of the model and vice versa. More specifically, a confusion matrix

presents how a classification model becomes confused while making predictions. An

exemplary matrix (model) will have large values across the diagonal and small values

off the diagonal. Measuring a confusion matrix provides better insight into what our

classification model is getting correct and what types of errors it creates.

Let us define the terminology and derivations from a confusion matrix as follows.

The accuracy, or rate, is calculated as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
(6.1)

Recall is a metric that shows how much of the operations we need to estimate as

positive, we estimate as positive. A high recall points that the class is identified

correctly (small FN).

Recall =
TP

TP + FN
(6.2)

On the other hand, precision shows how many of the values we estimated as positive

are actually positive. High precision means a bar labeled as positive is definitely

positive (small FP).

Precision =
TP

TP + FP
(6.3)

High recall and low precision point out that most positive examples are correctly

recognized (small FN), but many false positives exist. On the other hand, low recall

and high precision show that many positive examples are missed(high FN), but those

we predict as positive are indeed positive (small FP).

After having precision and recall, F-measure can also be calculated by using both.

F-measure or F1 Score value shows us the harmonic average of precision and recall

values. It uses a harmonic instead of arithmetic mean because we should not ignore

extreme cases.

F −Measure =
2 ∗Recall ∗ Precision
Recall + Precision

(6.4)
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Before making predictions with FSOLAP, the descriptive statistics of the dataset,

which represent those that summarize the central tendency, dispersion, and shape

of the distribution of the dataset, excluding NaN values, are explained. The summary

of statistics about each feature in the dataset contains min, max, count, mean, std, and

lower/upper percentiles of 50. The 50 percentile is identical to the median, as shown

in Fig. 6.3.

Figure 6.3: Summary of the meteorological dataset

A heat map is demonstrated as another tool to analyze the overall view of the dataset.

The heat map is a two-dimensional visual representation of data. It displays the indi-

vidual values in a matrix as colors. Fig. 6.4 shows high-level relations on the dataset.

Similar features are shown as blue boxes (interval 0 to 1), and dissimilar features are

given as red boxes (range is -1 to 0). There is a remarkable high dissimilarity between

actual pressure and altitude, as shown in the heat map.

Another overall operation on data in this study is the clustering of each meteorological
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Figure 6.4: Heat map of the meteorological dataset

attribute. In this study, X-means clustering is executed to specify the proper number

of clusters. After that the elbow and silhouette methods are applied to cross-check the

X-means result. Elbow is a method that examines the ratio of variance explained as

a function of the number of clusters [67]. Another technique is the silhouette which

refers to interpretation and consistency within data clusters. The technique offers a

concise graphical representation of how well each object has been classified [68].

The output of elbow and silhouette methods about the optimum number of clusters

for actual pressure data is given in Fig. 6.5. The correct number of clusters is six for

actual pressure as we got it by utilizing X-means clustering. We do the same cross-

check for relative humidity, sunshine hour, temperature features to verify X-means

clustering results.

In our study, it is essential to determine the appropriate number of clusters. The num-

ber of clusters should be appropriate because it is a factor that affects the accuracy

and the performance of the prediction. The Silhouette method is performed to control

97



Figure 6.5: (a) Elbow graph and (b) Silhouette graph of actual pressure data

the appropriateness of the number of clusters. While using the method, precise mea-

surement values are given as input, and the appropriate number of clusters is acquired

as output.

We let the model learn the answers during training to predict the target feature using

all other features. The model learns the expected relationship between all the features

and the target value during the training. The learned relations are used to predict a

test dataset in the model evaluation time. The prediction results are compared with

the known values to measure how accurate the model is by using the actual values in

the test dataset. In the data preparation process before the analysis, the data is split

into two groups training data and test data. Generally, random selection is performed

while grouping the data so that a particular part of the data does not have an effect.

There are nearly 15 M rows in the meteorological dataset, consisting of measurements

from different stations. 5-fold cross-validation is applied, and results are averaged to
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produce a single estimation. Therefore, 80% of the data is selected for training, and

the remaining 20% is used for testing.

After introducing the general view of data and splitting the dataset into the train and

test datasets, the model is trained with the training dataset using SVM, Random For-

est (RF), Fuzzy Random Forest (FRF), and the FSOLAP framework. SVM is one of

the supervised learning methods generally used in classification problems. It draws

a line to separate points placed on a plane. It aims to have this line at the maximum

distance for the points of both classes. Random forest is a classification model that

tries to make more accurate classification by producing more compatible models us-

ing multiple decision trees [85]. They are ensembles of decision trees, each decision

tree constructed by using a subset of the features used to classify a given population

(they are sub-trees, prevent outliers). These decision trees vote on classifying a given

input data instance, and the random forest bootstraps these votes to choose the best

prediction. The fuzzy random forest is an ensemble based on fuzzy decision trees. It

is a multiple classifier system based on a forest of fuzzy decision trees. This strategy

integrates the robustness of multiple classifier systems, the power of randomness to

increase the diversity of trees, and the flexibility of fuzzy logic and fuzzy sets for im-

perfect data management [86]. We represent the general view of prediction and result

evaluation steps for the random forest model in Fig. 6.6. While making predictions

with random forest, we first separate the text data into two groups training and testing

data. Then, we construct a forest containing n decision trees that we have determined

using the training data. We make predictions by giving the test data we have defined

before to the resulting forest as input. To compare the predicted data with the actual

data, we calculate MAE, MAPE, and Accuracy values, and we measure accuracy in

the confusion matrix by fuzzy clustering the data. Thus, we make a fair comparison

with the FSOLAP-based prediction results.

The evaluation steps of an example application of random forest prediction are demon-

strated in Fig. 6.7, a visual summary of this process. Here, the training data model is

executed to learn the relationships between the features and the targets. The next step

is to determine how good the model is. For this purpose, predictions on the test data

are made, and keep in mind that the model is never let to see the test answers. Then

a comparison between the predictions and the known values is completed. Finally,
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Figure 6.6: General view of Random Forest model prediction and result evaluation

the result is fuzzified to use them in confusion matrices or directly use the result to

calculate the mean absolute error.

Figure 6.7: A sample application of Random Forest model for prediction and evalua-

tion of results

In the first case, the prediction of the actual pressure measurement is analyzed. This

operation starts with the SVM model, then uses the random forest, fuzzy random

forest, and finally, our FSOLAP framework. While exploring a feature, i.e., actual

pressure, the importance of the feature is checked for the model. In Fig. 6.8, it is

interesting to observe that the most important feature is altitude. Here, we should

note that the actual pressure and altitude have high dissimilarity in the heat map, as

shown in Fig. 6.4.

The confusion matrices of prediction results of the actual pressure are prepared for

each model, as shown in Fig. 6.9. Here is a comparative analysis of the predicted

values of the SVM, RF, FRF, and FSOLAP-based prediction processes with the actual

values.

ML models produce precise prediction results from precise test inputs. On the other

hand, FSOLAP produces fuzzy prediction results from crisp test data. In compar-
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Figure 6.8: Feature/Variable importance of SVM based prediction for actual pressure

ing the results obtained, we use MAE, MAPE, and accuracy evaluations made with

precise values, as we mentioned before. Since it already produces precise prediction

results with ML models, these values are used directly in MAE, MAPE, and accu-

racy calculations. The fuzzy predictions made by FSOLAP are defuzzified with the

defuzzification process, and precise values are calculated. Using these values, MAE,

MAPE, and accuracy computations are performed for FSOLAP. MAE, MAPE, and

accuracy values calculated with the results of ML models are compared with the

MAE, MAPE, and accuracy calculations produced with the prediction results pro-

duced by FSOLAP.

In order to compare the results produced by the ML models with the results produced

by FSOLAP using the confusion matrix, the results produced by the ML models are

fuzzified with the fuzzification process. In this case, the results produced by both ML

models and FSOLAP are fuzzified. The fuzzification process also fuzzifies the actual

values of the testing data. Thus, we use the actual fuzzified data and the predicted

results to create a confusion matrix by considering the membership classes.

Table 6.1 represents the statistical analysis for the predictive analytics, which are com-

puted using confusion matrices and the given terminology definitions at the beginning

of this section.
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Figure 6.9: Confusion matrices of prediction for actual pressure

Table 6.1: Results of Statistical Analysis for Actual Pressure

SVM RF FRF FSOLAP

accuracy 0.8586 0.8791 0.791 0.8753

AUC 0.9177 0.9273 0.8611 0.8905

recall 0.86 0.89 0.80 0.88

F1 0.87 0.89 0.80 0.88

precision 0.87 0.89 0.82 0.93

According to Table 6.1, The performance results of all the models are close to each

other except for the fuzzy random forest. The fuzzy random forest has the lowest

accuracy, AUC, recall, F1 score, and precision. Therefore, the proposed model of

FSOLAP is relatively accurate and scalable because it has close scores to the random

forest model, which is the best model among all. Here, the actual pressure data has

outliers, and it is unbalanced, as shown in the histogram of data in Fig. 6.10. Random

forest manages outliers by basically binning them. It is also indifferent to non-linear

features. It has strategies for balancing errors in class population unbalanced datasets.

It tries to minimize the overall error rate, so when there is an unbalanced dataset,

the larger class may get a low error rate while the smaller class will have a more

significant error rate. As a result, the random forest model is a little bit better than the

FSOLAP framework.

The second prediction is about the relative humidity, and the statistical results are

given in Table 6.2.
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Figure 6.10: Histogram of actual pressure data

Table 6.2: Results of Statistical Analysis for Relative Humidity

SVM RF FRF FSOLAP

accuracy 0.7904 0.8152 0.8202 0.8358

AUC 0.8343 0.8712 0.8661 0.8813

recall 0.79 0.82 0.83 0.84

precision 0.80 0.83 0.84 0.86

F1 Score 0.79 0.82 0.83 0.84

FSOLAP has the highest scores in this case, but the remaining models are also accu-

rate as they have scores close to our model. The relative humidity data histogram is

shown in Fig. 6.11, which has a normal distribution. Therefore, FSOLAP performs

significantly better than others with normally distributed data.

Figure 6.11: Histogram of relative humidity data
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Another analysis is made with the sunshine hour feature and the computed statistics

are presented in Table 6.3. As the results show, all the models have low scores com-

pared to the previous analyses. Our model and the Random Forest model are the

winners with close scores; on the other hand, SVM and Fuzzy Random Forest do not

perform well.

Table 6.3: Results of Statistical Analysis for Sunshine Hour

SVM RF FRF FSOLAP

accuracy 0.6196 0.7125 0.6205 0.7210

AUC 0.7318 0.8002 0.6689 0.7951

recall 0.62 0.72 0.60 0.72

precision 0.61 0.71 0.60 0.75

F1 Score 0.61 0.71 0.60 0.72

The last prediction is made for the temperature measurement, and Table 6.4 shows

the results of the statistical analysis.

Table 6.4: Results of Statistical Analysis for Temperature

SVM RF FRF FSOLAP

accuracy 0.9174 0.9248 0.9127 0.9202

AUC 0.9462 0.9471 0.9139 0.9524

recall 0.92 0.89 0.91 0.92

precision 0.92 0.89 0.91 0.92

F1 Score 0.92 0.89 0.91 0.92

In this last case, all models are good without any exceptions. The Random Forest

also has scores similar to our model in the normally distributed temperature data, as

shown in Fig. 6.12.
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Figure 6.12: Histogram of temperature data

Finally, it is represented that FSOLAP-based prediction is quite accurate and scalable

according to the results of our statistical analysis. Therefore, the success of the FSO-

LAP is validated with several comparisons with well-known models such as SVM,

Random Forest, and Fuzzy Random Forest.

The prototype application is tested with the specifications, technology, and tools in

the following environment.

• Development IDE: Eclipse IDE 2021-06

• Operating System: Windows 10 x64 with Intel i5-7200U CPU and 16 GB RAM

• Java:11.0.13, Java HotSpot Client 64-bit VM 11.0.13+8

• Python: 3.8 for 64-bit Server

• SOLAP Server: GeoMondrian 1.0 Server

• Database: PostgreSQL 13.4

• Fuzzy Inference System: jFuzzyLogic.1.0.jar

• Data Size: approximately 12 GB data consisting of 1161 stations and 15 M

records for each measurement (15 M × 10 measurement types).

The average CPU usage (ACU), the average memory usage (AMU), the model build-

ing time (MBT), and the model prediction time (MPT) are measured by running each

prediction model, including the FSOLAP framework. The measurements in the form
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of model building time and model prediction time given in the study are to be thought

of as computation time. A one-time model building operation is performed at the be-

ginning to create the environment with raw data. Since prediction can be made more

than once with the different datasets using the built model, the model prediction time

is evaluated individually. These two operations provide a more detailed presentation

of computation time. The performance test results for all models are shown in Table

6.5. We calculate the average values by taking the arithmetic average of the results

we obtained in the tests performed five times.

Table 6.5: Performance test results of the prediction models

Measurement Type Performance

Metric

SVM Radom

Forest

Fuzzy

Random

Forest

FSOLAP

Actual Pressure ACU (%) 31.7 36.6 34.6 27.3

AMU (mb) 462 4625 6739 751

MBT (sec) 1442 592 882 747

MPT (sec) 102 57 79 38

Relative Humidity ACU (%) 32.1 34.4 32.7 25.5

AMU (mb) 1065 6173 6694 745

MBT (sec) 1428 518 971 615

MPT (sec) 127 65 89 29

Sunshine Hour ACU (%) 32.3 35.1 34.1 25.9

AMU (mb) 456 7975 6763 727

MBT (sec) 1459 561 1061 709

MPT (sec) 109 63 81 34

Temperature ACU (%) 32.1 33.9 33.9 26.4

AMU (mb) 369 3478 5812 755

MBT (sec) 1549 565 1127 805

MPT (sec) 113 65 80 32

The measurement values are evaluated in the table individually for each measurement

type based on average CPU and memory usage, model building time, and model pre-

diction time. Here, average CPU usage is the average CPU usage rate measured dur-

ing model building and prediction. Similarly, the average memory usage is measured

in megabytes (MB) in model building and prediction. The model is trained on the
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training dataset during the model building time. The model prediction time is about

testing the built model on test data. In this context, the average CPU usage of the

SVM, random forest, fuzzy random forest, and FSOLAP models are compared over

the column chart, as shown in Fig. 6.13. In the graph, the CPU utilization rates are

Random Forest, Fuzzy Random Forest, SVM, and FSOLAP. Building 1000 decision

trees, finding results, and voting require more processing power than other models for

the Random Forest and Fuzzy Random Forest models. The SVM method finds the

best line to determine the hyperplane for which the maximum margin is the optimal

hyperplane. Here, the SVM model needs computational power for tuning operation.

FSOLAP requires computational power to select the relevant rule from the associa-

tion rule set and apply fuzzification-defuzzification procedures for input/output data.

This process demands less computational power compared to the operations of other

models.

Figure 6.13: Average CPU usage of prediction models

Similar to the computational power requirement, the average memory usages of the

models are also graphically shown during the prediction process in Fig.6.14. Accord-

ing to this chart, Random Forest builds a model that consumes the highest memory,

and Fuzzy Random Forest also requires memory close to that of Random Forest. Both

models require a high amount of memory because they build 1000 decision trees on

memory. FSOLAP only keeps association rule set and fuzzy data map on memory, so
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it needs much less memory than these. Since the SVM model uses the measurement

values on the memory and the line values for the classifying process, it uses the least

amount of memory compared to all other models.

Figure 6.14: Average memory usage of prediction models

A comparison of the model building time of all models is made as part of the perfor-

mance tests. The time spent between starting the process and building the model is

represented for each model in Fig.6.15.

Figure 6.15: Average model building time of prediction models
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SVM is the model with the longest model building time in the graph. SVM takes a

long time to configure the best row detection during classification. FSOLAP wastes

time in the process of selecting appropriate association rules and during the fuzzifi-

cation and defuzzification process. The fuzzy random forest takes time in the fuzzifi-

cation process and the creation of the decision tree. Random forest also takes a long

time to build a decision tree, similar to its fuzzy type. But random forest takes less

time than fuzzy random forest because no fuzzification process is required.

Finally, the comparison of the model prediction time is given in Fig.6.16. Again,

like the model building time, SVM also requires more computation time for predic-

tion (prediction time) as it depends on the number of support vectors and features.

Predicting and voting on 1000 decision trees increase the prediction time in the Ran-

dom Forest and Fuzzy Random Forest models. FSOLAP fuzzifies the input data and

applies association rules for prediction during prediction time, and it takes the least

execution time compared to other models.

Figure 6.16: Average model prediction time of prediction models

When evaluating performance tests in general, SVM requires the highest execution

time, although it requires low computing power and low memory. In addition, it per-

forms poorly in terms of accuracy. Fuzzy random forest performs in more acceptable

prediction time using high computational power, high memory usage, and has average

accuracy performance. Random Forest performs faster than others in model building
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time with the highest computing power and memory, but offers high accuracy. FSO-

LAP does not require as much resource as others in terms of computing power and

memory, and it also works at a reasonable model build time. In addition, it performs

well in terms of prediction time. It also has a high level of performance in terms of

accuracy. While considering all the parameters with the experimental results, FSO-

LAP is the preferable approach over other methods as it offers high accuracy and

scalability with less resource usage.

6.2 Query Performance of the Framework

We measured the average CPU usage, memory usage, and execution time by run-

ning each query type in the fuzzy SOLAP-based framework and the PostgreSQL

database. Here, average CPU usage is the average CPU usage rate measured during

querying. Similarly, average memory usage is the average memory usage measured

in megabytes (MB) during querying. The execution time is the average of the mea-

surements obtained over several query runs.

First, we addressed some of the high-level factors that affect the query performance

with regard to CPU usage, memory usage, and execution time. Data size directly

affects the performance of the query because the query uses one or more tables with

millions of rows or more. Joins are another factor affecting performance; if the query

joins two tables, increasing the row count of the result set substantially, the query is

likely to be slow. Aggregations also affect performance, as combining multiple rows

to produce a result requires more computation than simply retrieving those rows.

In addition to obtaining this information, we also performed the roll-up function pro-

vided by SOLAP for aggregating with the UNION operator in relational database

queries. In this case, aggregating N dimensions requires N such unions in an SQL

query. Another essential issue to consider in terms of query performance is that of

cross-tabulations. While SOLAP supports such operations naturally, SQL requires

an even more complicated combination of unions and GROUP BY clauses for cross-

tabulations. An N-dimensional cross-tabulation requires a 2N -way union of 2N differ-

ent GROUP BY operators to build the underlying representation. In most relational
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databases, this results in 2N scans of the data and 2N sorts or hashes.

The CPU usage for the queries was measured over several query runs, and the average

CPU usage for all query types was calculated. The results are given in Table 6.6.

Table 6.6: Comparision of average CPU usages between FSOLAP and relational

database SQL queries

FSOLAP Query Ave. CPU

Usage (%)

Relational Database SQL Query

Ave. CPU Usage (%)

Query1 29.2 33.7

Query2 30.3 36.6

Query3 30.1 31.3

Query4 30.9 Not Supported

The average CPU usages of the FSOLAP-based query and the relational database

query are compared in the column chart shown in Figure 6.17.

Figure 6.17: Average CPU usages of FSOLAP and relational database SQL queries.

Similar to the computational power requirement, the measurement results for the av-

erage memory usage are given in Table 6.7.
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Table 6.7: Comparision of average memory usages between FSOLAP and relational

database SQL queries

FSOLAP Query Ave. Mem-

ory Usage (MB)

Relational Database SQL Query Ave.

Memory Usage (MB)

Query1 150 278

Query2 228 330

Query3 115 229

Query4 217 Not Supported

The average memory usages of the queries are represented graphically in Figure

6.18. According to this chart, relational database queries consume more memory

than FSOLAP-based queries.

Figure 6.18: Average memory usage of FSOLAP and relational database SQL

queries.

A comparison of the execution times of the queries was used as part of the perfor-

mance testing, and the results are shown in Table 6.8.
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Table 6.8: Comparison of average execution times between FSOLAP and relational

database SQL queries

FSOLAP Query Ave. Execu-

tion Time (ms)

Relational Database SQL Query Ave. Ex-

ecution Time (ms)

Query1 596,480 1,630,362

Query2 257,054 643,642

Query3 18,314 172,303

Query4 183,717 Not Supported

We have shown the time spent between starting the query and finishing the query

graphically for each query in Figure 6.19. The graph shows that relational database

queries have a longer execution time.

Figure 6.19: Execution times of FSOLAP and relational database SQL queries.

The implementation of Query 1 in the relational database requires the havingavg op-

eration as an aggregation for all cities. This requires a great deal of CPU and memory

resource usage. Along with these, it also causes a long query time. Query 2 requires

having avg as an aggregation along with a spatial search. A spatial data search uses
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index matches with the join operand in the query. This query requires more CPU and

memory than other queries, but the query time is comparatively less than Query 1

since the query has a spatial restriction. Query 3, on the other hand, is better in terms

of resource usage as it possesses additional time restrictions compared to Query 2,

but it also takes less query time. The aggregation process in the queries involves the

CPU usage, the union, and the join operands, affecting the memory usage. According

to the query criteria, the amount of data in the query process determines the query

time. When we evaluate the performance tests in general, we observe that FSOLAP-

based query operations require fewer resources and less time than relational database

queries. While we obtain adequate CPU and memory usage results, especially in

queries containing spatial and temporal criteria, we obtain better results in terms of

execution time. In addition, FSOLAP performs well in prediction-type queries, which

are not supported for relational database queries.

Based on our experimental analysis and considering all the parameters mentioned,

FSOLAP-based querying is preferred over relational database querying, as FSOLAP

offers scalability with low resource usage.

6.3 Performance of the Aggregate Queries

In order to compare the FSOLAP-based aggregate query with the traditional SQL-

based aggregate query, we construct sample queries for both query types. In Hier-

archical Query, we have included the query in the MDX structure in the previous

section to show the sunshine hour data measured in the Southeast Anatolia region

by calculating hierarchically. The SQL query, which corresponds to obtaining the

same result as this query, is built as follows. In this query, aggregation is performed

with the GROUP BY operator, and hierarchical levels are assembled with the UNION

operator.
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SELECT r . r e g i o n n a m e , t . year , avg ( s u n s h i n e h o u r )
FROM 2 m e t d a t a s u n s h i n e t , m e t e o r o l o g i c a l s t a t i o n 3 s , t r c i t y c ,

t r r e g i o n r
WHERE t . s t a t i o n i d =s . i d AND s . c i t y i d =c . g i d AND c . r e g i o n i d = r . i d

AND r . r e g i o n n a m e = GUNEYDOGU ANADOLU REGION
GROUP BY r . r e g i o n n a m e , t . y e a r

UNION ALL
SELECT c . name 1 , t . year , avg ( s u n s h i n e h o u r )
FROM 2 m e t d a t a s u n s h i n e t , m e t e o r o l o g i c a l s t a t i o n 3 s , t r c i t y c ,

t r r e g i o n r
WHERE t . s t a t i o n i d =s . i d AND s . c i t y i d =c . g i d AND c . r e g i o n i d = r . i d

AND r . r e g i o n n a m e = GUNEYDOGU ANADOLU REGION
GROUP BY c . name 1 , t . y e a r

UNION ALL
SELECT s . s t a t i o n n a m e , t . year , avg ( s u n s h i n e h o u r )
FROM 2 m e t d a t a s u n s h i n e t , m e t e o r o l o g i c a l s t a t i o n 3 s , t r c i t y c ,

t r r e g i o n r
WHERE t . s t a t i o n i d =s . i d AND s . c i t y i d =c . g i d AND c . r e g i o n i d = r . i d

AND r . r e g i o n n a m e = GUNEYDOGU ANADOLU REGION
GROUP BY s . s t a t i o n n a m e , t . y e a r

In Conceptual Query, we retrieve the cities where the freezing occurs in the hinterland

regions’ open skies and low temperatures. While we can easily support complex

queries in FSOLAP-based MDX queries, handling this complexity with traditional

SQL-based queries is naturally challenging. So a linguistic term in the form of a

hinterland region can be defined in FSOLAP; we can only meet this concept in SQL

query as a region with specific boundaries. Although it does not fully replace the

FSOLAP-based MDX query, a SQL-based query containing the desired results is

constructed as follows.
SELECT c . name 1 , t . month , t . day , avg ( t . t e m p e r a t u r e ) , avg ( t 2 . c l o u d i n e s s )
FROM 2 m e t d a t a t e m p e r a t u r e t , 2 m e t d a t a a v g c l o u d i n e s s t2 ,

m e t e o r o l o g i c a l s t a t i o n 3 s , t r c i t y c , t r r e g i o n r
WHERE t . s t a t i o n i d =s . i d AND s . c i t y i d =c . g i d AND c . r e g i o n i d = r . i d

AND r . r e g i o n n a m e = IC ANADOLU REGION AND t . s t a t i o n i d = t 2 . s t a t i o n i d
AND t . y e a r = t 2 . y e a r AND t . month= t 2 . month AND t . day= t 2 . day
AND t . t e m p e r a t u r e 4 AND t 2 . c l o u d i n e s s 2 AND t . y e a r =2015

GROUP BY c . name 1 , t . month , t . day o r d e r by t . month , t . day , c . n a m e 1

We measured the average CPU usage (ACU), average memory usage (AMU), and

query execution time (QET) by running each query type in the fuzzy SOLAP-based

framework and the PostgreSQL database. Here, average CPU usage is the average

CPU usage rate measured during querying. Similarly, average memory usage is the

average memory usage measured in megabytes (MB) during querying. The execution

time is the average of the measurements obtained over several query runs.
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The CPU usage for the queries was measured over several query runs, and the average

CPU usage for all query types was calculated. The results are given in Table 6.9.

Table 6.9: Performance test results of the aggregation queries

Query Type Performance Metric FSOLAP Based SQL Based

Hierarchical Query

ACU (%) 24.3 % 31.2 %

AMU (mb) 2.1 mb 3.8 mb

QET (sec) 12.6 sec 36.9 sec

Conceptual Query

ACU (%) 15.2 % 22.3 %

AMU (mb) 1.6 mb 2.3 mb

QET (sec) 8.3 sec 16.6 sec

Predictive Query-1

ACU (%) 33.2 % NA

AMU (mb) 2.8 mb NA

QET (sec) 43.7 sec NA

Predictive Query-2

ACU (%) 35.6 % NA

AMU (mb) 2.9 mb NA

QET (sec) 48.3 sec NA

Implementing a Hierarchical Query in the relational database requires the group by avg

operation to aggregate all stations and cities under the given region. Also, it needs

to use the union all operator to combine the result sets of region, city, and station

select statements. Using group by avg and combining them requires a great deal

of CPU and memory resource usage. Along with these, it also causes a long query

time. Conceptual Query requires group by avg as an aggregation along with a spatial

search. A spatial data search uses index matches with the join operand in the query.

This query requires less CPU and memory than the previous queries, and the query

time is comparatively less than the Hierarchical Query since the query has a spatial

restriction. On the other hand, Predictive Query-1 and Predictive Query-2 are only

supported by FSOLAP and needs more resource usage as it possesses additional time

for the prediction operation compared to FSOLAP-based Conceptual Query, so it also

takes more query time. Here, the prediction part of the queries need more resources

and time by using FIS to execute the fuzzy association rules for inference. Prediction

Query-2 needs a little bit more CPU and time than Prediction Query-1. This situation
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is because Prediction Query-2 includes fuzzy operations on the spatial feature of the

data to handle lowland conceptual terms. The aggregation process in the queries in-

volves the CPU usage, the union, and the join operands, affecting the memory usage.

According to the query criteria, the amount of data in the query process determines

the query time. Figure 6.20 represents the ACU, AMU, and QET measurement results

of Hierarchical Query, Conceptual Query, and Predictive Queries as a chart.

Figure 6.20: Comparison of Query Performances for FSOLAP-Based and Traditional

SQL Queries

When we evaluate the performance tests in general, we observe that FSOLAP-based

aggregate query operations require fewer resources and less time than relational database

queries. While we obtain adequate CPU and memory usage results, especially in

queries containing spatial and temporal criteria, we obtain better results in terms of

execution time. In addition, FSOLAP performs well in prediction-type queries, which

are not supported for relational database queries.

The confusion matrices of prediction results of the rainfall and temperature are pre-

pared, as shown in Fig. 6.21. Here is a systematic comparison of the predicted values

of the FSOLAP-based prediction processes with the actual values.
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Figure 6.21: Confusion matrix of rainfall (a) and temperature (b)

Table 6.10 represents the statistical analysis for the predictive analytics, which are

computed using confusion matrices and the given terminology definitions at the be-

ginning of this section.

Table 6.10: Results of Statistical Analysis for Rainfall and Temperature

Rainfall Temperature

accuracy 0.8288 0.8637

AUC 0.8718 0.9069

recall 0.80 0.87

precision 0.79 0.87

F1 0.82 0.88

According to Table 6.10, we predicted rainfall values with an accuracy of 82% and

temperature values with an accuracy of 86%. Missing metrics for rainfall data in

the sample dataset adversely impacted prediction accuracy. Using these two mea-

surement types, we can simply determine the overall success of estimating cities that

may experience drought as 82% based on the minimum accuracy value but this is not

valid. Because we look at the "rainfall is low" and "temperature is very-high" condi-

tions for drought prediction, these two conditions must be met in the same record. In
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this context, we created the confusion matrix in Figure 6.22 by defining "occur" for

records that meet these two conditions and "not occur" for records that do not meet

both simultaneously.

Figure 6.22: Confusion matrix of drought

We represent the accuracy, recall, precision, and F1 values calculated on the data in

the confusion matrix in Table 6.11.

Table 6.11: Results of Statistical Analysis for Drought

Drought

accuracy 0.8076

recall 0.50

precision 0.41

F1 0.45

The drought risk of the FSOLAP-based predictive aggregate query is calculated as

80%. This value is less than the accuracy of rainfall and temperature predictions be-

cause the resulting data that satisfies both conditions simultaneously is a subset of the

resultant data that satisfies the conditions separately. For example, on 20 July 2015,

we predicted rainfall as low and temperature as high for Van. While we predicted

rainfall correctly for this result record, we expected the temperature wrong, so we

could not accurately anticipate drought conditions. Therefore, the drought prediction

accuracy falls below the rainfall and temperature prediction accuracy.
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CHAPTER 7

DISCUSSION

This study composes the advantages of fuzzy and SOLAP concepts to develop a new

framework based on fuzzy SOLAP (FSOLAP) and explains its inference capability.

We have experienced the efficient and effective support of SOLAP on spatial and

temporal hierarchical data in predictive analytics. In addition, it is shown that the

fuzzy logic approach is appropriate for complex applications such as spatiotemporal

with an example of a fuzzy query containing verbal language terms. Along with this,

it is explained how fuzzy spatiotemporal prediction is performed with the inference

capability that we have added to FSOLAP by the support of FIS. FSOLAP is shown

to perform predictions accurately and efficiently using fewer resources, comparing it

to well-known machine learning models such as SVM, RF, and FRF based on average

CPU utilization, average memory usage, average model building time, and average

prediction time. Performance results are close to each other in all models compared

in terms of CPU usage. However, FSOLAP is slightly better than others. The reason

for this is the tunings to generate an appropriate number of rules. Therefore, the

absence of unnecessary and repetitive rules also prevents excessive processing load.

Regarding memory usage, SVM and FSOLAP perform much better than the others.

The main reason for this is the memory requirement since forest models operate with

many tree combinations, while SVM processes use only data without any structure

of holding data. FSOLAP, on the other hand, uses testing data, fuzzy membership

classes, membership functions, and fuzzy association rules while making predictions,

and all of these take up little memory space. Also, although FSOLAP lags behind

the RF method in model building time, it performs better than the other models in

prediction time. FSOLAP makes more accurate predictions with normally distributed

data than with well-known machine learning techniques. We can therefore conclude
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that our model is reasonably accurate and scalable based on our experimental analysis

on the meteorological dataset. We should also note that the performance of FSOLAP

is related to the number of fired fuzzy association rules in prediction time. Since

the fuzzy association rules selected to execute at the prediction time depend on the

content of the data used for testing, this directly affects the performance.

In this study, we focused on SOLAP-based data mining and prediction, fuzzy in-

ference and querying, fuzzy spatial and temporal queries, fuzzy data mining and

querying, and fuzzy predictive analytics. We evaluated our framework for ease of

use, scalability, and prediction performance. In the literature, [17] conducted a study

combining fuzzy logic and spatial data mining to examine spatial correlations from

imprecise spatial data and integrate them into their Geospatial Information Database

(GIDB) systems. The authors examined directional or geometric relationships in soil

types in the context of spatial correlation. Although [17] offer a new approach that

performs inferencing using fuzzy logic with data mining and fuzzy spatial querying,

their study does not support fuzzy temporal predictive queries. Also, their approach

has no performance evaluation included in their article. Therefore, we cannot judge

the scalability and prediction accuracy of their approach.

In another study, a decision-making prototype software based on multi-criteria analy-

sis (MCA) was developed by [13]. This software is about solving complex decision-

making problems and deals with hybrid analysis processes that handle complex multi-

criteria situations on OLAP. The prototype software provides data mining and infer-

ence by combining OLAP and fuzzy logic and provides temporal and fuzzy queries.

However, their proposals do not support fuzzy and predictive spatial queries and do

not provide any performance tests in their study.

On the other hand, [18] presented a framework that supports SOLAP-based fuzzy data

mining, inference, and fuzzy spatial querying, with their proposed system. They in-

corporated their structure with the fuzzy OLAP-based Intelligent Geographical Project

(IGP), which provides decision support on a fuzzy spatial database. Although this

system is a spatial data warehouse with fuzzy logic that provides fuzzy queries on

OLAP, it contains shortcomings such as not supporting temporal and fuzzy predictive

queries. Moreover, there is no easy-to-use interface for users, and no performance

122



evaluation is done.

Working on the storage location assignment problem, [15] came up with a platform

called Fuzzy Storage Assignment System (FSAS), which provides data mining with

inference support with OLAP and fuzzy concepts. With the system they developed,

they attempted to solve the storage location assignment problem by making more

acceptable use of decision support data for the benefit of human knowledge. However,

their proposed system does not support temporal and fuzzy predictive queries, and its

performance has not been evaluated. The comparison between FSOLAP and related

works according to their concepts and features is given in Table 7.1.

Table 7.1: Comparison of FSOLAP with Existing Studies

Features and Concepts GIDB

[17]

OLAP MCA

[13]

IGP

[18]

FSAS

[15]

FSOLAP

OLAP X X X X

SOLAP X X X

Fuzziness X X X X X

Inference X X X X X

Data Mining X X X X X

Fuzzy Querying X X X X X

Temporal Querying X X

Fuzzy Spatial Querying X X X

Fuzzy Predictive Query-

ing

X

Easy to Use X X

Visualization X X X

Performance Evaluation X

Considering the number of clusters, fuzzification, and fuzzy association rules of the

data on the data marts are taken into account, it is challenging to manage online data.

So, we do not have active learning (online learning) incorporated into our systems yet,

that is, online data does not contribute to the existing knowledge of the framework.
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When new data is given as input to the developed framework, the learning model

needs to be updated considering this new data entered. Therefore, incorporating an

active learning approach into our framework can be considered for future research

work.

Since the motivation of our study is using fuzzy and spatial OLAP concepts together

and making predictions over this structure, the studies carried out in this fuzzy spatial

OLAP are considered related studies. We have included recent studies conducted to

predict meteorological events such as drought [37, 38, 39], operational streamflow

[40], rainfall [41], and reservoir operation under climate change [42]. We must men-

tion that the recent related studies use statistical methods, ANN-based or ANFIS, to

make predictions over one or two data types such as drought or precipitation. They

do not propose any framework, as we do in this paper, to deal with fuzzy and multi-

dimensional data types in the context of a fuzzy spatial OLAP system. More specif-

ically, Mohamadi et al. [37] proposed a drought modeling using ANFIS with hybrid

soft computing models. Additionally, Wu and Chau [41] studied with an ANN-based

model to predict rainfall. Taormina and Chau [40] also researched with an ANN-

based model to predict streamflow. Even though the ANN-based model is used in a

wide variety of applications, including rule-based control systems, classification, and

pattern matching, ANN has a drawback of computational complexity as it carries the

curse of dimensionality. This weakness limits ANN to be used only with the applica-

tions having less number of inputs, whereas our datasets include several features.

SOLAP is suitable for the hierarchical form of spatiotemporal data, and fuzzy logic

easily addresses the complex structure of spatial and temporal applications. There-

fore, the FSOLAP framework brings them together and makes predictive analytics

effective and efficient. However, the framework has some difficulties in terms of ease

of use by naive users. Although the framework provides visual tools, a certain level

of expertise is required to use these tools. As represented in the use case, data collec-

tion, ETL, and other prediction processes must be performed by the domain experts

in the system. This situation makes it difficult for naïve users to use our framework,

and therefore some possible improvements can be made in future work to ensure easy

use of the framework and handle other complex applications such as air conditioning

and maritime transport.
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CHAPTER 8

CONCLUSIONS

In this study, a fuzzy SOLAP-based framework (FSOLAP) is proposed to conduct

effective and efficient analyses, make inferences and support various queries on the

large amount of daily growing data containing spatial and temporal features. While

the natural hierarchical structure of spatiotemporal data is managed with SOLAP, the

complexity of spatial-temporal applications is overcome with fuzzy logic. In addi-

tion, a fuzzy inference system (FIS) is also integrated into the framework to extend

the inference capability required for predictive analytics. In the implementation part

of this study; data is collected, cleaned, and structured with ETL operations, then

SOLAP server construction and meta-data definitions are completed, MDX modifi-

cations are made to support fuzziness, and fuzzy classes are created, and finally, fuzzy

association mining rules are generated.

Generated fuzzy association rules are pruned to make the framework work better.

Then the remaining rules are weighted to improve their effects on the result. Subse-

quently, in the case study, FSOLAP was tested on real meteorological data. Similarly,

we tested well-known machine learning techniques such as SVM, RF, and FRF on the

same dataset and compared their results obtained with FSOLAP. This study claims

that using fuzzy logic and SOLAP concepts for spatiotemporal applications would

be efficient and effective. Thus, this assertion is confirmed both in the accuracy of

the prediction and in the results of the performance tests. In addition, FSOLAP and

some related studies are compared to determine if they provide specific features and

concepts. FSOLAP is shown to have a more comprehensive feature set than similar

studies. Improving the framework for ease of use for naïve users and allowing it to be

used in other application areas, such as agriculture and maritime transport as future
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work.

While the analyzes and results provided in this study are reasonable, the FSOLAP

framework still requires further research. It is observed that the proposed framework

and random forest produce results close to each other during accuracy performance

tests. More accurate results are obtained with Random Forest, especially if the data is

unbalanced with outliers. It reduces overfitting in decision trees and helps to improve

accuracy. However, despite handling outliers, it takes a lot of computational power

and resources to build many trees to combine their outputs. It also takes a long time

to predict because it combines many decision trees to determine the class. When

the data size grows linearly, the performance of Random Forest decreases. On the

other hand, the proposed framework requires reasonable computational power and

appropriate resources when the data size is large. We may need to investigate outlier

handling to minimize the overall error rate for better accuracy as a future contribution

to the work of the proposed framework.

Comparing the forecast accuracy, model building time, prediction time, and mem-

ory requirements of the proposed framework with other products such as Numerical

Weather Prediction (NWP) can be considered as future work.

In addition, this study improves the fuzzy querying capability to the FSOLAP frame-

work. For this purpose, an extension is performed on the MDX query to support

complex fuzzy queries. In this context, various types of spatial and temporal queries

have become executable on SOLAP in MDX form with the FSOLAP framework.

Furthermore, the model and methods of this proposal could be adapted or extended to

different application environments, such as agriculture and habitat applications. Thus,

a pre-warning system can be developed to predict the risk of seeing frost in a specific

location and prevent the destruction of agricultural plants and/or the environment. We

can also address the inadequacy of the framework in online learning within the scope

of future studies. Considering the lack of datasets, the scope of our study, and the

space limitations, we did not conduct further investigation on other applications. But

they all can be considered for future studies.
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