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ABSTRACT 

EVALUATING THE CONVERGENCE OF HIGH-PERFORMANCE 

COMPUTING WITH BIG DATA, ARTIFICIAL INTELLIGENCE AND CLOUD 

COMPUTING TECHNOLOGIES 

 

Dildar Korkmaz, Yeşim 

MSc., Department of Information Systems 

Supervisor: Assoc. Prof. Dr. P. Erhan Eren 

Co-Supervisor: Dr. Kerem Kayabay 

 

January 2023, 69 pages 

 

The advancements in High-Performance Computing (HPC), Big Data, Artificial 

Intelligence (AI), and Cloud Computing technologies have led to a convergence of 

these fields, resulting in the emergence of significant improvements for a wide range 

of fields. Identifying the state of development of technology convergence and 

forecasting promising technology convergence is critical for both academia and 

industry. That's why technology assessment and forecasting for HPC-Big Data-AI-

Cloud Computing convergence is needed. The purpose of this thesis is to evaluate the 

convergence of HPC with Big Data, AI, and Cloud Computing technologies. In this 

thesis, a bibliometric analysis approach is conducted, including performance analysis 

and network analysis to identify the research trends and themes for the convergence 

of these technologies. The results of the analysis reveal a rapidly growing literature 

with a significant increase in research activities in this field in recent years. This study 

identifies key trends and patterns in the literature, including top published authors, 

most productive institutions, cited articles, and influential publications. In addition, 

research trends and thematic evolution analysis are carried out in this study. Existing 

studies that assess and forecast computational technologies do not consider the effect 

of convergence and do not apply bibliometric analysis in the field of HPC. This thesis 

provides valuable insights by identifying the bibliometric trends across the concept of 

technological convergence of HPC- Big Data-AI-Cloud Computing technologies. 

 

Keywords: technology management, technology convergence, bibliometric analysis, 

high-performance computing, artificial intelligence 
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ÖZ 

 

YÜKSEK BAŞARIMLI HESAPLAMA İLE BÜYÜK VERİ, YAPAY ZEKÂ 

VE BULUT HESAPLAMA TEKNOLOJİLERİNİN YAKINSAMASININ 

DEĞERLENDİRİLMESİ 

 

Dildar Korkmaz, Yeşim 

Yüksek Lisans, Bilişim Sistemleri Bölümü 

Tez Yöneticisi: Doç. Dr. P. Erhan Eren 

Tez Eş Danışmanı: Dr. Kerem Kayabay 

 

January 2023, 69 sayfa 

 

Yüksek Başarımlı Hesaplama (YBH), Büyük Veri, Yapay Zekâ ve Bulut Hesaplama 

teknolojilerindeki ilerlemeler, bu alanların yakınlaşmasına yol açarak, çok çeşitli 

alanlar için yeni ve önemli gelişmelerin ortaya çıkmasına neden olmuştur. Teknoloji 

yakınsamasının gelişim durumunu belirlemek ve gelecek vaat eden teknoloji 

yakınsamasını tahmin etmek hem akademi hem de endüstri için kritik öneme sahiptir. 

Bu nedenle, YBH-Büyük Veri-Yapay Zekâ-Bulut Hesaplama yakınsaması için 

teknoloji değerlendirmesi ve tahmini gereklidir. Bu tezin amacı, YBH’ nin Büyük 

Veri, Yapay Zekâ ve Bulut Hesaplama teknolojileri ile yakınsamasını 

değerlendirmektir. Bu tezde, bu teknolojilerin yakınsaması için araştırma eğilimlerini 

ve temalarını belirlemek için performans analizi ve ağ analizi içeren bibliyometrik 

analiz yaklaşımı yürütülmektedir. Analiz sonuçları, son yıllarda bu alanda araştırma 

faaliyetlerinde önemli bir artış ile hızla büyüyen bir literatür olduğunu ortaya 

koymaktadır. Bu çalışma, en çok yayınlanan yazarlar, en üretken kurumlar, alıntılanan 

makaleler ve etkili yayınlar dahil olmak üzere literatürdeki temel eğilimleri ve kalıpları 

belirlemektedir. Ayrıca, bu alandaki araştırma eğilimleri ve tematik evrim analizi bu 

çalışmada yürütülmektedir. Hesaplama teknolojilerini değerlendiren ve tahmin eden 

mevcut çalışmalar, yakınsama etkisini dikkate almamakta ve YBH alanında 

bibliyometrik analiz uygulamamaktadır. Bu tez, YBH-Büyük Veri-Yapay Zekâ-Bulut 

Hesaplama teknolojilerinin teknolojik yakınsama kavramı genelindeki bibliyometrik 

eğilimlerini belirleyerek değerli bilgiler sağlamaktadır. 

 

Anahtar Sözcükler: teknoloji yönetimi, teknoloji yakınsaması, bibliometrik analiz, 

yüksek başarımlı hesaplama, yapay zekâ 
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CHAPTER 1 

CHAPT 

ER 

INTRODUCTION 

 

1.1. Research Background 

 

In today's interconnected and digital age, the volume of data produced by science and 

industry is increasing rapidly every year. According to the International Data 

Corporation (IDC), global data is projected to grow by 61% to reach 175 zettabytes by 

2025 (Patrizio, 2018). It is essential to extract meaningful insights from these vast 

amounts of data for both scientific and business purposes. In the business world, for 

example, analyzing large data sets and gaining insights from them can help companies 

make better, more accurate, and efficient decisions in a timely manner and give them 

a competitive edge over their rivals. 

 

As the volume of data continues to grow exponentially, the challenges associated with 

big data also increase. A key challenge is efficiently analyzing the data and arriving at 

a solution as quickly as possible. Emerging technologies like AI, big data, IoT, and 

cloud computing are having a major impact on business processes and operations 

(Alcácer & Cruz-Machado, 2019; Chun et al., 2019; Jagatheesaperumal et al., 2022; 

Nguyen et al., 2019). It's becoming increasingly crucial for organizations to adopt 

these technologies. Businesses turn to HPC capabilities to efficiently process, store, 

and analyze vast amounts of complex data on a large scale when faced with the 

challenge. The demanding workloads of big data are driving the convergence of these 

technologies (Amodei et al., 2016; Augonnet et al., 2009; Gorelick et al., 2017; 

Narasimhamurthy et al., 2019; Purawat et al., 2021). In addition to the growth in data 

volume, the increasing complexity of the AI techniques that organizations use to 

analyze data is also driving the convergence of these technologies (Huerta et al., 2020). 

 

Technology convergence refers to the integrating and overlapping of different 

technological systems, resulting in new and enhanced products, services, and 

processes (W. S. Lee et al., 2015). Technology convergence is an active area of 

research and development in  Information and Communication Technology (ICT), and 

it is expected to significantly impact future technological advancements (Jeong et al., 

2015). It is crucial to identify patterns of technology convergence in order to address 

technology trends.  
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Combining HPC with technologies like AI, big data, and cloud computing helps solve 

complex computational problems. The convergence of HPC, big data, AI, and cloud 

computing can significantly impact various industries, including healthcare, finance, 

manufacturing, and transportation. HPC is an essential component of technology 

convergence, as it enables businesses to extract value from their data and make 

informed decisions in a rapidly changing technological landscape. HPC systems can 

be used to analyze and extract insights from big data, making it possible to process 

and analyze large datasets quickly. Big data and AI allow organizations to analyze and 

interpret vast amounts of data, enabling informed decision making and fostering 

innovation. AI and HPC frequently work together, as HPC systems are capable of 

providing the large amounts of data and computing power that AI applications require. 

In their paper, Yi and Loia (2019) provide HPC systems and applications for AI. HPC 

can be used to simulate complex phenomena, like molecular dynamic simulations for 

analyzing the physical movements of atoms and molecules (Thompson et al., 2022). 

Furthermore, cloud computing allows organizations to access scalable computing 

resources on demand, enabling them to quickly adapt to changing business needs 

(Buyya et al., 2009). HPC systems can be deployed in the cloud, making it possible 

for users to access HPC resources on a pay only for the number of resources they use. 

1.2. Problem Statement 

 

There has been previous research that has investigated the technology convergence in 

various computational technologies (Borgman & Rice, 1992; Chand Bhatt et al., 2021; 

Ejarque et al., 2022; Hussain et al., 2022; Kose & Sakata, 2019; Samadi, 2022; Singh 

et al., 2020; Sukumar et al., 2022). In addition, there have been multiple research 

studies focusing on forecasting computational technologies (Adamuthe & Thampi, 

2019; Bildosola et al., 2017; Chand Bhatt et al., 2021; Lim et al., 2015; Shibata et al., 

2018). However, several types of research are currently underway that are exploring 

the convergence of HPC, big data, AI, and cloud computing, and these projects have 

been proceeding independently of one another (Amodei et al., 2016; Georgiou et al., 

2020; Gorelick et al., 2017; Madany et al., 2020; Nurmi et al., 2009; Thompson et al., 

2022). To effectively understand the current state of technology convergence and 

anticipate promising technological trends, it is crucial to engage in technology 

assessment and forecasting for HPC-big data-AI-cloud computing convergence. This 

convergence has the potential to impact a wide range of fields greatly, and it is 

therefore crucial for both academia and industry to stay informed about the current 

state of development and forecast promising technological trends in these areas.  

 

Currently, existing approaches in various computational domains need to effectively 

address the convergence of HPC with big data, AI, and cloud computing or utilize 

bibliometric analysis in the domain of HPC. In order to address this issue, a new 

approach is required that incorporates bibliometric analysis to assess the convergence 

of HPC, big data, AI, and cloud computing in technology forecasting. This approach 

will contribute to a better understanding of the interrelationships between these 

technologies, how they impact the field, and emerging trend topics. 
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1.3. Research Aim and Objectives  

 

This thesis aims to present a comprehensive and current analysis of the convergence 

of HPC, big data, AI, and cloud computing to understand the underlying forces, 

impacts, and emerging trends in this field. The goal of identifying and synthesizing 

key themes and trends is to provide a clear and structured overview of this complex 

and rapidly evolving area. Objective of this thesis is to provide a structured and 

comprehensive overview of the convergence of HPC and AI, big data, and cloud 

computing. The following research questions (RQ) are the motivation for this thesis 

study: 

 

RQ1. What are the driving forces for the convergence of HPC, big data, AI, and cloud 

computing?  

 

RQ2. What are the effects of convergence on computing infrastructure, system 

architectures, and technologies?  

 

RQ3. What are the various research areas and themes emerging from the convergence 

with regard to research areas? 

1.4. Significance of the Study 

 

This thesis’s main contributions are: (1) Technological assessment of HPC, big data, 

AI, and cloud computing considering the driving forces, the effects of convergence on 

computing infrastructure technologies, the emerging research areas and themes. (2) 

The first study to apply bibliometric analysis in the field of HPC. Accordingly, (3) A 

bibliometric analysis of 3748 publications related to performance and network analysis 

to develop a new approach in the research field. (4) Identification of the most 

influential authors, institutions, countries, and most frequently cited publications in the 

field. (5) Identification and examination of the thematic map and thematic evolution 

through network analysis within the research field. 

1.5. Thesis Structure 

 

This thesis is organized into five distinct sections. Chapter 2 discusses the theoretical 

foundations of the research related to the convergence of HPC and AI, big data, and 

cloud computing technologies. In Chapter 3, the research approach and bibliometric 

methodology are provided. The procedure for bibliometric analysis, analysis of the 

results obtained, and evaluation are given in Chapter 4, with the research and future 

implications. Conclusion is provided in Chapter 5, which includes the contributions 

and future work. 
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CHAPTER 2 

 

 

LITERATURE REVIEW 

 

2.1. Background Information 

 

This section presents a background information on the technologies involved in the 

study. 

2.1.1 HPC 

HPC is the collection of many separate servers (computers), named nodes, clustered 

together, and these clusters process distributed workloads using parallel processing 

(Hager & Wellein, 2010). HPC clusters are a collection of a number of compute servers 

that are working closely together. This is done because workloads that require high 

computational intensity and complex computation are provided at high speed and in 

parallel.  

 

HPC involves the use of supercomputers and other specialized systems to perform a 

wide range of compute-intensive tasks, including scientific exploration, simulation, 

advanced engineering designs, and complex mathematical analysis. A lot of industries 

use HPC, such as manufacturing, energy, financial services, healthcare, media and 

entertainment, logistics and supply chain management, and weather forecasting, to 

gain valuable insight. With such a wide application area, designing an efficient 

infrastructure according to the needs requires having knowledge about the applications 

to be used. 

 

With the increasing complexity of scientific and engineering problems, the need for 

processing power in the computing landscape has increased. Along with these 

developments, a new era for HPC, named Exascale, has been led (Fiore et al., 2018). 

Scientific and engineering problems in both simulation and data analysis have been 

exceeding petascale and are approaching exascale computing needs. Exascale 

computing refers to the ability to perform a quintillion (one billion billion) operations 

per second. It is significantly faster and more powerful than petascale computing, 

which is 1,000 times less powerful. 
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Application Areas of HPC 

 

Scientific and engineering applications often require more computational power than 

standard computers can provide in order to effectively handle complex tasks involving 

large amounts of data. These tasks may require greater processing speed, large number 

of repeated calculation steps, memory capacity, or other resources to be completed 

efficiently. HPC provides a solution to address this demanding computing needs. HPC 

is used in a variety of fields to address complex computing tasks that require significant 

processing power and other resources. These tasks may include simulations, data 

analysis, and other types of computations that require significant computational 

resources. An example of how HPC is used is in the acceleration of simulations 

involving large amounts of numerical data, such as those used in computational fluid 

dynamics. These simulations can be time-consuming and require significant 

computational resources, making HPC an essential tool for efficiently completing such 

tasks. HPC reduces the amount of time required for computation and allows for more 

design iterations to be completed. This can improve the efficiency and effectiveness 

of the design process (Lange et al., 2021). Using HPC in molecular dynamics 

simulations can be useful because it allows for the rapid analysis of the movements of 

atoms and molecules (Chiu & Herbordt, 2010). It allows multiple computations to be 

carried out simultaneously. This can improve the speed and efficiency of the 

simulation process. Furthermore, graphical visualizations including image processing, 

requires great computational power due to a large amount of data and the need to 

generate results in a short time (Carnielli et al., 2021). Therefore, HPC has become 

important for such research areas. Another application of HPC is in the simulation of 

artificial neural networks (Strey, 2001).  These networks can be complex and require 

significant computational resources to model and analyze. Another application area 

where HPC is used is self-driving vehicles. The self-decision of vehicles is achieved 

through complex machine-learning algorithms powered by HPC. HPC is also strong 

in weather and climate research. Prediction of climate catastrophes and extreme 

weather phenomena are better with the use of HPC technologies. HPC has applications 

in the computational finance area, such as development of complex computational 

financial models (Hong et al., 2010). In addition to their use in other fields, HPC 

systems can also be used to perform various computation-intensive tasks, such as 

climate modeling, financial modeling, drug discovery, genomics, oil and gas 

exploration, neuroscience, and psychology. 

 

HPC Architecture 

 

An HPC cluster architecture typically includes components that need to work together 

efficiently and scale together (Yang & Guo, 2005), these are login node, compute 

node, accelerator node, storage node, network switch, and application software.  
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1. Login Node 

 

It is identified as a head node. It is one of the most important parts of a cluster and 

provides cluster management and scheduling services (Sterling et al., 2017). HPC 

login node authenticates the user and acts as an access point to the system. There are 

some basic tasks, such as data uploading, file management, software compiling, and 

job management. Clusters are generally composed of a single head node, but it may 

be risky for large-scale use. If too many users request resources, there may be a 

problem of exceeding the resource. For this reason, multiple head nodes may be a 

better application. This makes user access easier by providing multiple gateways to 

access the cluster. 

 

2. Compute Node 

 

The highly complex data-intensive tasks which are called HPC workloads are 

processed across multiple nodes in parallel (Sterling et al., 2017) . Each HPC workload 

requires different levels of CPU in order to complete tasks. Works can be dissected in 

smaller parts and then run. For parallel programming, different models can be used, 

such as Message Passing Interface (MPI) and OpenMP. 

 

The compute node is responsible for executing workloads using the resources available 

locally, such as CPU, GPU, and FPGA. Clusters are groups of servers that are 

connected through a network and consist of hundreds or thousands of compute servers. 

A cluster contains at least 4 nodes or 16 cores. Each individual computer within the 

cluster is referred to as a node. These nodes work in parallel to deliver HPC. The 

resulting answers are communicated with the other calculations and stored in storage. 

HPC applications need powerful CPUs for high-speed tasks and powerful GPUs for 

graphics-intensive tasks. With the development of accelerators that are connected to 

the main CPU, applications got much faster. NVIDIA made major innovations in this 

area by making the GPU programmable as a General Purpose GPU. 

 

3. Accelerator Node 

 

The accelerator node provides CPU, memory, and network bandwidth capabilities 

(Sterling et al., 2017). These nodes may contain one or multiple accelerators. In 

smaller HPC clusters, each node may contain an accelerator. It adds performance to 

the cluster on some HPC mixed workloads. 

 

4. Storage Node 

 

Storage is an essential component for the faultless and effective running of HPC 

applications (Sterling et al., 2017). A significant amount of data is required to perform 

simulations like weather forecasting or protein structure alignment. Applications have 

to read and write huge amounts of data in parallel. Storage systems are important to 

provide this parallel I/O and scale together. During this process, high performance, 

low latency, and high-bandwidth storage infrastructure are needed. For efficient I/O, 
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the orchestration of the servers needs to be simple for the system administrator or 

developer. Lustre File System, a kind of parallel and distributed file system, is 

commonly used in complex HPC storage environments. 

 

Lustre File System 

 

Lustre is a parallel file system that is open-source and specifically designed for use in 

HPC clusters. (Donovan et al., 2003). Lustre is composed of three primary 

components; these are metadata server, object storage server, and clients. Lustre file 

system separate data services and metadata services in order to allow multiple users to 

access different files simultaneously, which improves performance compared to 

traditional file systems. The architecture includes a series of I/O servers known as 

Object Storage Servers (OSS), Metadata Servers (MDS), Object Server Target (OST) 

and Metadata Targets (MDT).  

 

5. Network Switch 

 

The software runs on multiple nodes and accesses storage to read and write data, which 

requires high bandwidth and low latency for optimal performance. In order for the 

system to function properly, communication between all nodes and the storage system 

must be continuous (Andújar et al., 2022).  Due to the high volume of data and the 

need for fast communication between nodes and the storage system, it is essential that 

the interconnection between these components be efficient. InfiniBand (J. Liu et al., 

2003), Ethernet, and Omni-Path (Birrittella et al., 2016) are the most commonly used 

for interconnection. Ethernet, as a low-cost solution, is used to connect smaller 

clusters. InfiniBand and Omni-Path are preferred for larger workloads as they provide 

high throughput and low latency. 

 

6. Application Software 

 

An HPC cluster needs both basic infrastructure and software to control the 

infrastructure in order to run applications. Software is needed for the allocation of a 

certain number of servers, network bandwidth and storage (Sterling et al., 2017). 

Computing systems are growing larger and more complex with the convergence of the 

HPC, AI, and big data. Therefore, the software is essential for processing many 

simultaneous tasks, such as simulating physical processes, networking, executing large 

volumes of I/O traffic, and reading and writing data in parallel. 

 

 

7. HPC Software Components 

 

The compute nodes in the HPC are not accessible directly. It can run under the control 

of a batch system. A batch system, which is in charge of receiving and executing jobs, 

is made up of a job scheduler and a resource manager. Job scheduler like Moab 

(Alemzadeh, 2009) handles the queuing of jobs. The job waits in the queue until the 
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requested resources are available. Resource managers like Torque (Staples, 2006) 

which is a component within the batch system identifies jobs, select resources, and 

decide the running time of the job. These two software modules work together. The 

batch jobs and resource usage are managed by working these components together. 

 

 

MPI  

 

MPI is an open library standard used to program parallel computers (Gropp et al., 

1996). MPI Application Programming Interface is independent of programming 

language. It can be used in many programming languages like C, Fortran, Python. MPI 

provides writing practical, flexible, and efficient parallel programs. The last version of 

the standard is MPI-4.0. MPI provides portability (because it can be implemented for 

almost every distributed memory architecture) and standardization (being a generally 

accepted industry standard).  

 

Another alternative for portable message passing is OpenMP (Dagum & Menon, 

1998). It is an API for developing parallel programs on shared memory architectures. 

Unlike MPI which uses a distributed memory model, OpenMP uses a shared memory 

model. 

a. Operating System 

 

According to TOP500 list, that ranks the most powerful supercomputers in the world, 

Linux is the most used operating system, followed by CentOS and Cray Linux 

Environment respectively (List Statistics | TOP500, n.d.). 

b. HPC Resource Managers 

 

HPC scheduling, also named batch scheduling, is a software that is responsible for 

allocating jobs to resources according to site policies and resource availability. It runs 

on a cluster and decides who uses which machines at what time. With the growing 

processing power of supercomputers, the scheduling of these jobs has started to be 

more crucial. Traditional HPC job schedulers are simple. With the emergence of new 

hardware resources and the increase of compute-intensive and data-intensive 

workloads, more efficient schedulers are needed (Fan, 2021). Some well-known job 

schedulers are Slurm, Torque, and PBS. 

 Slurm: Slurm, or the Simple Linux Utility for Resource Management, is a 

resource management system that is appropriate for use in both small and large 

Linux clusters (Yoo et al., 2003). Slurm is a cluster management and job 

scheduling system that is open source, fault-tolerant, and capable of handling 

a large number of nodes. Slurm is able to perform three main tasks. It assigns 

users to compute nodes, either exclusively or non-exclusively, and provides a 

framework for launching and monitoring jobs on allocated nodes. 

Additionally, it manages the queue of pending jobs. Slurm uses a centralized 
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manager called slurmctld to monitor resources and manage the system. In the 

event of a failure, there is a backup manager to take over. Each computes server 

has a slurmd daemon that is responsible for launching and managing jobs and 

a slurmdbd daemon that collects accounting information for multiple Slurm-

managed clusters and stores it in a single database. Slurm can be interacted 

with through a REST API using the REST API daemon (slurmrestd). 

 Torque: Terascale Open-source Resource and Queue Manager (TORQUE) is 

an open-source resource manager that controls batch jobs and manages 

distributed compute nodes (Staples, 2006). It can integrate with Moab 

Workload Manager and Maui Cluster Scheduler to increase system utilization 

and optimize performance of the application. TORQUE is managed by 

Adaptive Computing and developed from the open-source Portable Batch 

System (OpenPBS) project.  Due to the improvements, it provides over PBS, 

in the areas of scalability, reliability and functionality, it is highly preferred for 

both academic and commercial uses. Some common Torque commands 

include qsub (for submitting a job), qstat (for monitoring the status of a job), 

and qdel (for deleting a job). Commonly used Torque commands are qsub 

(submit job), qdel (deleting job), and qstat (monitor the status of the job). 

 PBS: PBS is another important resource manager for HPC systems. It allocates 

the computational tasks according to available computing resources 

(Henderson, 1995). From big HPC workloads to small ones, PBS is designed 

to optimize efficiency, improve productivity and simplify administration for 

clusters. Three versions of PBS are OpenPBS Torque (a fork of OpenPBS that 

is maintained by Adaptive Computing Enterprises), PBS Pro (maintained by 

Altair Engineering). 

c. Modules 

 

Module systems in the supercomputer provide the use of different software in a 

controlled manner (Sochat & Scott, 2021). All these software packages need different 

settings that can negatively affect each other and cannot be used in parallel on the same 

system. All these software system settings are provided by the module system. 

d. Compilers and libraries 

 

The source code is written and compiled in mainly three classic HPC languages; these 

are C/C++ and Fortran. For the development of parallel applications, libraries such as 

MPI, OpenMPI (Dagum & Menon, 1998) and OpenCL (Stone et al., 2010) are used. 

 

2.1.2 Big Data 

When data is too large, fast, or complex to be processed with traditional data 

processing tools and techniques, it is referred to as big data (M. Chen et al., 2014). It 

can come from a variety of sources, such as IoT devices, social media, customer 

databases, and transaction processing systems. Big data provides valuable insight and 
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enables the organization to make better decisions. On the other hand, it also has 

significant challenges in terms of storage, processing, and analysis. To effectively 

analyze and leverage big data, organizations use technologies such as machine 

learning and artificial intelligence, as well as specialized tools such as HPC systems 

and technologies (such as distributed computing frameworks, data lakes, and data 

warehouses). Big data has applications in many industries, for example healthcare, 

finance, manufacturing, and retail. Big data is a rapidly developing field that has great 

importance in the transformation of industries and in making more informed decisions. 

 

HPDA 

 

High-Performance Data Analytics (HPDA) involves tasks that use highly complex 

algorithms to discover patterns and trends in large datasets and require HPC resources 

to process them (Dube et al., 2021). The term HPDA was coined by IDC to represent 

the combination of the two terms, HPC and big data, as the lines between these two 

terms continue to blur (Grandinetti et al., 2018). With HPDA, it is possible to tackle 

today's most complex scientific and business challenges by finding patterns in large 

datasets and identifying trends. HPDA enables enterprises to gain more agile, 

productive, and competitive advantage, by managing computational and data intensive 

workflows. Over time, the development of HPDA solutions has led businesses to adopt 

HPC technology in order to gain a competitive advantage. The global market size for 

HPDA is estimated to be around 25.2 billion US dollars, and it is expected to reach 82 

billion by 2022. 

 

2.1.3 AI 

According to Kaplan and Haenlein (2019), AI refers to a system's ability to accurately 

interpret external data, learn from that data, and use those learnings to adapt and 

achieve specific goals and tasks. AI technologies offer more efficient and accurate 

computing methods in a variety of fields, including computer science, engineering, 

psychology, and business. They are used in a range of applications, from personal 

assistants like Apple Siri and convenient retail experiences like Amazon Go, to more 

complex and potentially controversial areas like self-driving cars and autonomous 

weapons (Wang & Siau, 2019). Among other major technological trends in the last 10 

years, the emergence of AI is one of the most important driving forces because it is an 

important innovation for both HPC suppliers and consumers (Feldman, 2020). 

 

AI is a term that refers to a range of technologies, including machine learning and deep 

learning. Machine learning is an application of AI that learns from data and then 

applies what they have learned to make accurate predictions. Deep learning is 

considered the subfield of  machine learning based on artificial neural networks 

concerned with algorithms inspired by the structure of the brain (Ongsulee, 2017). 

 

The growth of AI has been driven by advances in machine learning techniques, which 

require a large amount of training data in order to improve the quality of predictions. 

Therefore, computers with higher computational power are needed. This increased 
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computational power has revealed the need to distribute workloads to multiple 

machines, which is called Distributed Machine Learning (Verbraeken et al., 2021). For 

faster executions and large-scale training, datasets distributed machine learning 

platforms are available such as MapReduce (Gillick et al., 2006) and Apache Spark 

(Meng et al., 2015). Distributed deep learning as a sub-area of general distributed 

machine learning, is used when the model training process wanted to speed up using 

multiple GPUs. Sevilla et al. (2022) examine the three distinct eras, and three distinct 

trends of the compute, which is one of the main factors guiding the progress of machine 

learning. The article notes that before 2010, the computing power used for training 

increased in accordance with Moore's law. It is stated that with the emergence of deep 

learning in the early 2010s, the scaling of compute has accelerated and doubled every 

6 months. TensorFlow (Abadi et al., 2016), PyTorch (Paszke et al., 2019), and  Mxnet 

(T. Chen et al., 2015) are some of the libraries that offer distributed training. DDL 

frameworks such as Horovod and Tarantella  develop approaches for distributed 

training of existing models. The goal is to make distributed training fast, easy, and 

portable. Both frameworks are open-source and implemented in Python and C++, and 

they support TensorFlow and CUDA.Veroneze Solórzano and Mello Schnorr (2022) 

present the comparison and evaluation of two distributed training frameworks. 

 

2.1.4 Cloud Computing 

According to the National Institute of Standards and Technology (NIST), cloud 

computing is a model that allows users to access a shared pool of configurable 

computing resources (such as networks, servers, storage, applications, and services) 

over the internet on an as-needed basis. These resources can be quickly and easily 

provisioned and released with minimal effort or interaction with the service provider. 

(Mell & Grance, n.d.). Cloud computing is the delivery of computing services over the 

internet with a pay-as-you-go model (Sunyaev, 2020). Without buying a physical data 

center or server, users can rent servers, storage, databases, networking, software, or 

analytics. Many different organizations are using the cloud for different use cases, such 

as file storage, backing up data, disaster recovery, software development, testing new 

projects, and big data analytics. There are three main types of cloud computing, these 

are Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a 

Service (SaaS).  

 

Edge computing is a new way of processing data closer to where it is generated 

(Satyanarayanan, 2017). It enables faster data processing, improved response times, 

and increased bandwidth. According to McKinsey report published in 2022, the 

networks of the future will consist not only of traditional cloud data centers but also 

of computational resources located at edge nodes closer to end users (McKinsey 

Technology Trends Outlook 2022 | McKinsey, n.d.). This is intended to improve data 

latency and increase data autonomy. AI technology is frequently used in edge 

computing to improve performance by bringing computational resources closer to end 

users and enabling faster processing of data and better response times (Hao et al., 

2021). 
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A prominent concept in cloud environments is containers. Cloud computing requires 

high portability. Containerization as a virtualization technology ensures this. 

Containers are packages of software that include code and all its dependencies, 

allowing the application to run quickly and reliably in any environment. Unlike Virtual 

Machines, which virtualize the entire machine down to the hardware layers, containers 

only virtualize software layers above the operating system level. (Xing & Zhan, 2012). 

Container orchestrators are used to managing large numbers of containers. There are 

many different container and orchestration technologies available for use with HPC 

applications. Docker, Singularity, and Shifter are the most widely known container 

solutions. Container orchestration tools are Docker Swarm, Kubernetes, Google 

Container Engine, Amazon ECS, Azure Container Services (Beltre et al., 2019). 

 

2.1.5 Cloud-Native Technologies 

Cloud-native is a term that means applications that are built to run in the cloud as 

opposed to on-prem. Cloud-native technologies, as defined by the Cloud Native 

Computing Foundation (CNCF), are designed to allow organizations to develop and 

operate scalable applications in various cloud environments, including public, private, 

and hybrid clouds (Kratzke & Quint, 2017). These technologies enable organizations 

to effectively operate in modern, dynamic environments. The terms "cloud-native" and 

"cloud-based" are often used interchangeably, but they refer to different types of 

applications. Cloud-based applications are designed to run on cloud platforms and take 

advantage of the benefits of the cloud, such as elasticity and scalability. Cloud-native 

applications, on the other hand, are specifically designed for the cloud and are built 

using cloud-native principles, such as microservices and containerization. Cloud-

native applications are designed to run on public cloud infrastructure, such as Amazon 

Web Services (AWS), Microsoft Azure (Azure), or Google Cloud Platform (GCP). 

There are many cloud-native applications, such as Netflix movie streaming service, 

Facebook, Twitter, Google's cloud collaboration. Cloud-native supercomputing is a 

type of HPC that leverages the capabilities of cloud computing services, such as 

virtually unlimited resources and the ability to scale elastically on demand. For 

instance, Kubernetes, defined as a cloud-oriented operating system, is a growing 

community and platform developed for managing clusters of containerized 

applications and services (Zhou et al., 2021). It automates the deployment and 

management of cloud-native applications. It provides a framework for running 

distributed systems flexibly. 

2.2. HPC, Big Data, AI, and Cloud Computing Convergence 

 

For the last decade, innovations in technology have increased the demand for 

computing power. As the volume of data is growing, the need for processing power is 

increased in order to obtain a solution urgently. Therefore, in many industries, the use 

of HPDA is increasing. Handling large amounts of data in real-time applications with 

a fast response time can be challenging. This is a key factor that has led to the 

convergence of HPC and big data (Usman et al., 2018). 
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After the potential in HPC has been discovered, its use became widespread not only in 

scientific simulation and computing, but also in AI. Deep learning is growing fast and 

achieving tremendous results in many fields. Deep learning applications mainly 

require hardware platforms, because of the large number of neural network parameters. 

Therefore, the utilization of HPC systems leads to important results. HPC systems are 

suitable for distributed deep learning as a method because it provides parallel 

execution over many devices (GPUs/TPUs/servers) and reduce training time. For 

instance, deep neural networks use distributed training to avoid memory capacity 

limitations when training large models. HPC-enabled AI has been used to optimize 

supply chains, manufacturing, logistics, and healthcare to resolve any problem(Yi & 

Loia, 2019).  

 

As the demand for HPDA increases, HPC applications have shifted towards data-

driven. This has resulted in the convergence of HPDA, AI, and HPC. The convergence 

of large-scale data analytics, AI technologies, and HPC as a trend is due to the extreme 

computational power of HPC (Antoniu et al., 2021). Federated use of these 

technologies provides conveniences such as easier access, greater flexibility, lower 

response times, and more efficient use of essential resources. Besides, the convergence 

of these technologies provides incredible advances in many application areas. For 

example, the complex workflows that need data-intensive computing such as 

autonomous vehicles, smart buildings, weather forecasting, and smart agriculture 

require integrated usage of HPC, big data, AI, and cloud computing. In their book, 

Terzo and Martinovič, (2022) explain with examples of how different fields, such as 

agriculture, health, or mechanical engineering, can benefit from this convergence. 

 

In a study by Georgiou et al. (2020) a new model for analyzing precision agriculture 

and livestock data using hybrid data analytics was proposed for the Cybele project, 

which is funded by the European Union. The new model combines HPC, big data, and 

cloud technologies to perform data analytics for precision agriculture on 

supercomputers. This approach allows for the efficient analysis of large amounts of 

data in order to support decision-making in the field of precision agriculture. 

 

The LEXIS (Large-scale Execution for Industry & Society) project is another example 

of the convergence of HPC with cloud computing, and big data (Hachinger et al., 

2022). Its goal is to utilize the power of scientific supercomputing to analyze large 

amounts of data in the industrial and enterprise sectors. As part of the project, a 

platform has been developed for processing data- and compute-intensive workflows, 

enabling organizations to handle large amounts of data and perform complex 

calculations. 

 

Another study about convergence is the Expanse system (Strande et al., 2021) at the 

San Diego Supercomputer Center (SDSC), offering a platform for composable 

systems. It is a National Science Foundation (NSF)-funded supercomputer. Studies are 

conducted on the use of composable systems such as scientific computing, AI, and 
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sensor data integration. Their aim is to make HPC more extensible and make future 

workloads more flexible by integrating cloud, AI, and HPC. 

 

Madany et al. (2020) introduce an automated neuroscience reconstruction framework 

called NeuroKube that utilizes artificial intelligence (AI) and Kubernetes as a cloud-

native computing engine to perform large-scale processing and labeling of 

neuroimages. NeuroKube is designed to help researchers and scientists more easily 

analyze and understand complex neuroimaging data sets. The study shows the 

effective use of Kubernetes for large-scale computing. Instead of using traditional data 

center-driven computers, the study leveraged the Pacific Research Platform (for high 

bandwidth, interconnected, optic fiber network) and CHASE-CI (for distributed node 

hardware) together. 

 

TemPredict is a research project that uses a big data analytical platform to study and 

track personalized multimodal data related to COVID-19  (Purawat et al., 2021). The 

platform is designed to be used for AI research on COVID-19 physiology and includes 

features for collecting data and delivering results to clinical users. The developed 

infrastructure includes HPC and Kubernetes-managed GPU and CPU clusters for 

speed and efficiency of execution and accuracy of prediction of machine learning 

algorithms. 

 

In another paper (Milojicic et al., 2021), a new vision for HPC is presented. Their main 

hypothesis is that future HPC requires diversification across hardware and software to 

ensure scaling performance and maintain energy efficiency. Increasing this 

heterogeneity affects the whole HPC stack, from infrastructure to delivery models. 

They discuss the convergence of data-intensive workloads and science. It is mentioned 

that combining HPC, analytics, and machine learning technologies and deploying 

them in distributed networks across various locations (such as the edge, 

supercomputers, and the cloud) is necessary in order to achieve convergence. 

 

The authors of (Eicker et al., 2013) present the DEEP (Dynamical Exascale Entry 

Platform) project. It aims for implementing an energy-efficient system architecture 

that fits HPC and HPDA workloads. The project aims to develop new software and 

hardware technologies to enable exascale computing. The project involves creating a 

hardware platform that consists of two parts: a standard HPC cluster and a cluster of 

many-core processors called Booster. It aims to co-designing the software and 

programming environment of the upcoming European exascale systems. 

 

2.2.1 Precision in HPC 

A convergence of the computing application of HPC and AI is becoming more 

common. In computer science the precision of a numerical quantity is measured in 

bits, and computer performance is measured in floating point operations per second 

(FLOPS). Some standard precision formats are half (16-bit), single (32-bit), and 

double (64-bit). It can be important to use high floating-point precision for scientific 

computing and simulation tasks. Therefore, HPC simulations generally have been 
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implemented in higher precision. On the other hand, in most cases AI applications do 

not need to be as precise as single or double precision. For example, data science and 

big data use mixed precision. For tasks such as image classification and speech 

recognition single or half-precision formats are required.  Using lower precision has 

become more important because it allows for faster processing, as single precision can 

be processed at twice the speed of double precision (Abdelfattah et al., 2021). Using 

lower precision instead of double precision can increase the communication bandwidth 

and result in acceleration of the computing performance. Because of the trade-offs 

between accuracy and performance, computer architectures have been supporting 

mixed precision (Parasyris et al., 2020). Increasing precision may lead to a decrease 

in performance, and in other cases, it may require more memory. For example, the US 

Exascale Computing Project is attempting to create technology that takes advantage 

of computing power available in low precision and adapts the communication format 

to the specific needs of the application with mixed precision (Abdelfattah et al., 2020). 

Another example, Lang et al. (2021) study shows that reducing the precision of the 

Integrated Forecasting System (IFS) of the European Centre for Medium-Range 

Weather Forecasts (ECMWF) forecasting model to single precision provides 

significant computational savings without reducing forecast accuracy. The world 

leading companies, such as NVIDIA, AMD and Intel have started designing 

accelerators according to the demand for high computing power in low-precision 

formats. Consequently, mixed precision is expected to become more common in 

scientific applications as HPC systems become increasingly heterogeneous (Parasyris 

et al., 2020). 
 

2.2.2 Benchmarks for HPC and AI 

Benchmarking for HPC is important for measuring the performance of parallel 

programs in order to make optimal use of software and hardware on HPC resources. 

Evaluating HPC systems and workloads and identifying their bottlenecks is difficult. 

High-Performance Linpack is one of the most important HPC benchmarks in the HPC 

community (Sterling et al., 2017). The TOP500 project (List Statistics | TOP500, n.d., 

p. 500), launched in 1993, ranks and detects the most powerful HPC systems in the 

world. The Linpack Benchmarks are used to measure the floating-point computing 

power of the systems. HPC systems are ranked by their ability to solve a set of linear 

equations. Another important benchmark is Graph500 which is focused on data-

intensive workloads unlike floating-point-intensive computations as in High-

Performance Linpack (Ang et al., 2010). 

 

More complexity arises when deep learning workloads are run in HPC systems using 

multiple parallel and accelerator programming models, because DL workloads require 

heterogeneous computing platforms including CPU, GPU and various domain specific 

processors. So, convergence of deep learning workloads and HPC raise more 

challenges in HPC AI benchmarking. For this reason, different metrics are emerging 

for assessing resource capability and predicting performance quickly and accurately. 
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Jiang et al. (2019) have developed a benchmark suite called HPC AI500 for evaluating 

the performance of HPC systems running deep learning workloads. The benchmark 

suite includes a set of metrics for evaluating the accuracy, performance, power 

consumption, and cost of HPC-AI systems. 

 

In another study, a comprehensive benchmark suite is defined, whose name is IO-500 

(Kunkel et al., n.d.). The IO-500, which is similar to the TOP500 list, was created to 

monitor the performance increase of compute architectures over the years. Unlike 

other benchmarks, this benchmark provides documentation and sharing of best 

practices within the community. 

 

With the increased importance of power in supercomputing, the energy efficiency of 

supercomputers is becoming important as a design constraint. To raise the awareness 

of greenness, the Green500 list is ranked among the TOP500 list of supercomputers in 

terms of energy efficiency. Different metrics, workloads, and methodologies are used 

for ranking. 

 

2.2.3 Other Projects 

There are also some other projects developed for the use of HPC resources and other 

e-infrastructures together. It is expected that HPC systems will eventually transform 

into e-infrastructure service providers that are based on various types of computing 

and storage resources (Haus et al., n.d.). This is because the data from scattered 

scientific instruments and sensors need to be processed, analyzed, and incorporated 

into simulations in order to gain scientific insights and make innovative predictions. 

Therefore, different initiatives are emerging. One of these initiatives is Fenix (Alam et 

al., 2020). Fenix aim is to establish suitable e-infrastructure governance, collaborating 

with HPC centers. The goal is to support a variety of science and engineering 

communities. This involves connecting and integrating various data repositories, 

scalable supercomputing systems, and private cloud instances. E-infrastructure has 

certain key characteristics, such as interactive computing services, flexible access to 

scalable compute resources and federated data infrastructure. Another initiative is 

Gaia-X (Braud et al., 2021). Its goal is to establish a sharable data ecosystem in a 

trustworthy environment. The infrastructure consists of network and interconnection 

providers, cloud services providers, edge locations and HPC. Mainly identified 

specific data spaces are industry 4.0, energy, health, finance, and smart living. It is 

foreseen that smart third-party services such as AI can also be added to the 

architecture. Another project is Sage (Narasimhamurthy et al., 2019). The goal of the 

Sage project is to build an Exascale system prototype by addressing the evolving 

overlap between big data analytics and HPC. Sage system includes tools for data-

management, programming models and data analytics methods.  

 

As previously mentioned in the literature review, there are several projects focusing 

on the convergence of HPC, big data, AI, and cloud computing that are progressing 

independently of one another. It is important for both academia and industry to 

understand the current state of development of technology convergence and predict 
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promising technology trends (J. Kim & Lee, 2017). To provide a structured and 

concise view and guide researchers and practitioners, we should understand the past 

and predict the future. That's why we need technology assessment and forecasting for 

HPC-Big Data-AI-Cloud Computing convergence.  

2.3. Studies Assessing and Forecasting Computational Technologies 

 

Technology assessment and technology forecasting are methodologies that examine 

the early identification and evaluation of the ultimate effects of technological changes 

and attempt to understand and evaluate the probability of various future technological 

developments (Haleem et al., 2018). In the literature, various studies discuss the 

forecasting of computational technologies. The main focus of this section is to identify 

these researches.  

 

Adamuthe and Thampi (2019) investigate the growth of six computational 

technologies, namely mainframes, minicomputers, cloud computing, cluster 

computing, grid computing, and autonomic computing. They use patent analysis to 

forecast technology trends by applying trend projection methods and growth curve 

methods. The life cycle of computational technologies is profiled on time series data 

of patent and research papers. The goal of their research is to find trend projections 

and suitable growth models for technology forecasting. 

 

(Chand Bhatt et al., 2021) aim to understand how blockchain and Industry 4.0 

technologies (IR 4.0) are converging and how they are being used together. It uses a 

bibliometric approach to analyze trends in the convergence of these technologies and 

forecast their potential future applications. 

 

Lim et al. (2015) use technology forecasting to study the technological progress of 

supercomputer development in terms of both energy efficiency and performance, 

taking into account the trade-offs between power consumption, multi-core processors, 

and maximum performance. Technology forecasting is made using data envelopment 

analysis, which is data-driven forecasting technique to measure technological 

progress. 

 

Bildosola et al. (2017) aim to provide a relevant profile and a technology roadmap for 

cloud computing technology based on technological forecasting methods. The first 

phase of the research is presented in this paper. The main purpose is to raise awareness 

of cloud technologies among enterprises. This study utilizes a new approach based on 

four categories of technological forecasting methods, which are statistical methods 

using bibliometrics and data mining, trend analysis, technological road mapping, and 

expertise. 

 

In another research (Shibata et al., 2018), trend analysis of the technology development 

on FPGA (Field-Programmable Gate Array) is made using patent analysis with link 
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mining method. Researchers use the US patent data filed by FPGA suppliers and 

employ patent classifiers for making the technology structure graph. 

 

Forecasting of trends in computer technology at the national laboratories is proposed 

(Peskin, 1980).  A group of scientists and computer professionals are organized to 

prepare an annually updated technology forecast. Groups charged with forecasting try 

to take as many objective readings as possible. Group members meet periodically over 

several months and the papers are critically reviewed by the entire group. Finally, 

group reaches a consensus and the final forecasting report is revealed. 

2.4. Literature Summary and Knowledge Gaps 

 

The literature review was presented in Chapter 2. Section 2.1 provided background 

information on the technologies involved in the research that is driving the confluence. 

The studies and projects about the convergence of HPC, big data, AI, and cloud 

computing were covered in Section 2.2.  The studies that assess and forecast the 

computational technologies were reviewed and presented in Section 2.3. 

 

Technological convergence can be defined as a phenomenon that creates new value, 

leads to new products and services, and triggers technological change with the 

increasing exchange of information between different technologies and industries (W. 

S. Lee et al., 2015). Therefore, it is very important to identify patterns of technology 

convergence and forecast new convergences in order to overcome future challenges 

(T. S. Kim & Sohn, 2020). Previous studies have attempted to identify technology 

convergence in a variety of fields. For example, the technology convergence in the 

electric vehicle domain has been studied (Feng et al., 2020). Research has been 

conducted on the technological convergence assessment of smart factory (Hussain et 

al., 2022). The convergence of technology among the various fields of robotics has 

been analyzed (Kose & Sakata, 2019). There are several methods that have been 

utilized in the literature to identify the convergence of various technologies. For 

instance, research using patent information on technology convergence has been 

conducted (Caviggioli, 2016; Gauch & Blind, 2015; J. Kim & Lee, 2017; Song et al., 

2017). T. S. Kim and Sohn (2020) have proposed using semantic analysis and 

bibliometric-based indicators to predict the emergence of a converged technology. C. 

Lee et al. (2021) have forecasted convergence using link prediction. Zhu and 

Motohashi (2022) have suggested a new semantic method by demonstrating how a 

graph convolutional network model can be used to track technology convergence. 

 

The convergence of HPC with big data, AI, and cloud computing has gained 

significant attention in recent years as a means to accelerate scientific research and 

industrial innovation. However, despite the various publications and projects related 

to convergence of these technologies (HPC-big data-AI-cloud computing) that have 

been investigated in the literature, there is a lack of a comprehensive study.  
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The following knowledge gaps were identified by reviewing the literature: 

 

1. The literature lacks a comprehensive study of the driving forces behind the 

convergence of HPC, big data, AI, and cloud computing. 

 

2. There is no comprehensive study that considers the effects of convergence on 

computing infrastructure, system architecture, and technologies. 

 

3. There is an insufficient study that examines the effects of convergence on emerging 

research areas and themes. 

 

4. This is the first study to utilize bibliometric analysis in the field of HPC. 
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CHAPTER 3 

 

 

RESEARCH  METHODOLOGY 

 

3.1. Research Questions and Objectives 

 

This study is an attempt to provide a comprehensive and up-to-date analysis of the 

convergence of HPC, big data, AI, and cloud computing, with a focus on 

understanding the driving forces, impacts, and emerging trends in this field. The goal 

is to provide a clear and structured overview of this complex and rapidly evolving field 

by identifying and synthesizing key themes and trends. This thesis aims to address the 

following three RQ: 

 

RQ1. What are the driving forces for the convergence of HPC, big data, AI, and cloud 

computing?  

 

RQ2. What are the effects of convergence on computing infrastructure, system 

architectures, and technologies?  

 

RQ3. What are the various research areas and themes emerging from the convergence 

with regard to research areas? 

3.2. Research Approach 

 

Technology forecasting is a systematic approach to understanding the direction, speed, 

timing, characteristics, and effects of technological change (Porter et al., 1991). It is a 

tool used to evaluate the probability and significance of different future technological 

changes (Kang et al., 2013). Technology forecasting addresses the potential direction 

and impacts of technological change and the exploration of emerging technologies. 

Choosing the right technique is very important for the effective use of technology 

forecasting. Mishra et al. (2002) suggest a methodology to match the appropriate 

technology forecasting techniques for a technology. As mentioned in section 2.3, 

technology forecasting approaches exist in various computational domains, but they 

neither assess the convergence of HPC, big data, AI, and cloud computing nor apply 

bibliometric in HPC. 
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3.2.1. Bibliometric Analysis 

One of the methods used for technology forecasting is bibliometric analysis. 

Bibliometric analysis is a kind of quantitative literature review to identify and quantify 

the relationship between authors, journals, institutes, publications, and geography and 

evaluate their influence on specific topics over a specific time period. Firstly, the 

concept of bibliometric analysis was introduced by (Pritchard, 1969) as a scientific 

method for understanding the evolution of a research field over time. Other key leaders 

have guided research over time  (Kostoff, 1995; Porter & Detampel, 1995). However, 

today bibliometric analysis can be utilized to both comprehend past trends and forecast 

future trends (Morris et al., 2002). Bibliometric data can be collected from databases 

like Web of Science, Scopus, and PubMed, which are used for indexing and 

abstracting. Significant authors or publications, publications number, the average 

number of citations across authors or publications, and directions in the research 

domain can be identified. According to Donthu et al. (2021), a well-done bibliometric 

studies enable researchers to get a comprehensive overview, identify knowledge gaps, 

come up with new research ideas, and reveal intended contributions to the field. There 

are numerous studies in the literature that provide bibliometric analysis, which is about 

AI, deep learning, cloud computing, machine learning for big data analytics, Apache 

Hadoop, and parallel computing (El-Alfy & Mohammed, 2020; Gao & Ding, 2022; 

Garg et al., 2019; Knani et al., 2022; Li et al., 2020; Z. Liu et al., 2013; Penteado et 

al., 2021; Yu et al., 2018; Zhang & Lin, 2022). There are various studies providing 

convergence assessment for technologies, disciplines, and industries with bibliometric 

analysis (Borgman & Rice, 1992; Chand Bhatt et al., 2021; Y. Chen et al., 2022; Cui 

et al., 2022).  

 

Likewise, this research aims to forecast the convergence between HPC, big data, AI, 

and cloud computing using bibliometric analysis. The reason for conducting the 

bibliometric analysis approach in this research is that bibliometric analysis is an 

effective and precise method for researching and analyzing large volumes of scientific 

data, mapping scientific knowledge, and identifying research trends and themes 

(Donthu et al., 2021). According to  Donthu et al. (2021) if the scope of the review is 

broad and the dataset is too large to be reviewed manually, bibliometric analysis can 

be utilized. In this study, bibliometric analysis is used to reveal the driving force for 

convergence and the effects of convergence. 

 

There are two main techniques in bibliometric analysis, these are performance analysis 

and science mapping (Donthu et al., 2021; Zupic & Čater, 2015). Performance analysis 

is applied to see the contributions of research components in a particular field. There 

are different metrics in performance analysis, such as publication-related metrics (total 

publications, number of contributing authors …etc.), citation-related metrics (total 

citations, average citations), and citation-and-publication-related metrics 

(collaboration index, collaboration coefficient, number of cited publications…etc.). 

Science mapping is the analysis of relationships and structural connections between 

research constituents. Science mapping includes different analysis techniques, these 

are citation analysis, bibliographic coupling, keyword co-occurrence analysis, and co-

authorship analysis. In order to enrich the analysis techniques used in bibliometric 
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studies, some enrichment techniques can be applied, such as network analysis. 

Different metrics in network analysis are network metrics (degree of centrality, 

betweenness centrality), clustering (exploratory factor analysis, hierarchical 

clustering, Louvain method) and visualization (Bibliometrix R, VOSviewer, Gephi). 

 

The procedure that is used to select the most appropriate techniques for convergence 

assessment will be described in the next chapter. 
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CHAPTER 4 

 

 

TECHNOLOGY CONVERGENCE ASSESSMENT OF HPC WITH BIG 

DATA, AI, AND CLOUD COMPUTING  

 

4.1. Bibliometric Analysis Procedure 

 

In this section, steps for conducting bibliometric analysis provided by Donthu et al. 

(2021)   are presented. As described in the article, the stages of bibliometric analysis 

are examined in 4 steps. These 4 steps are as follows: 

 

 Step 1: The Goals and Scope of the Bibliometric Study 

 Step 2: Choosing the Methods for Bibliometric Analysis 

 Step 3: Gathering the Data for Bibliometric Analysis 

 Step 4: Running the Bibliometric Analysis and Reporting the Results 

 

4.1.1. The Goals And Scope of the Bibliometric Study 

The goal of this study is to address the research questions outlined in Section 3.1 and 

achieve a high level of research impact by working with large amounts of scientific 

data. Because the scope of the field in this study is large enough, it is considered 

suitable for bibliometric analysis (Donthu et al., 2021). The aim of bibliometric 

analysis is to retrospectively examine the performance and science of a research field. 

Bibliometric analysis was thought to be appropriate for this study, because it is 

essential to reveal the important research components (authors, countries, institutions, 

and journals) in the research field and the bibliometric structure between research 

constituents. Furthermore, bibliometric analysis, it is aimed to reveal the effects of 

convergence, driving forces for the convergence, and emerging themes through a 

comprehensive study. 

 

 4.1.2. Choosing the Methods for Bibliometric Analysis 

In the second stage, the methods for bibliometric analysis were selected in order to 

achieve the goals and focus of the study. As recommended in the article (Donthu et 

al., 2021), firstly techniques were chosen and then bibliometric data were prepared 

according to selected technique. The bibliometric techniques used in this study and 

why these techniques were chosen are explained below.  
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Performance Analysis 

 

This method was chosen to evaluate the influence of various research constituents 

(authors, institutions, countries, and journals) on the research field (Donthu et al., 

2021). There are many measures for performance analysis. According to some metrics 

(publication related, citation related) critical reviews were made. In this study, 

analyzes such as the effectiveness of scientific actors (researchers, journals, 

institutions, country) in the study area and the most influential publications were made.  

 

Network Analysis 

 Co-occurrence Network Analysis: It is a visualization approach used in 

bibliometric analysis showing the relationship between groups of terms within 

a specific text by examining their connection (Ravikumar et al., 2015). In this 

study, co-occurrence network analysis was used to identify connections 

between subjects in the research area and to analyze the hotspots and trends in 

the research field. 

 Thematic Map: In the thematic map method, which was first introduced by 

Callon et al. (1991), there is a coordinate plane consisting of 4 quadrants 

representing centrality (x‐axis) and density (y‐axis). Each quadrant represents 

a theme module, which are motor themes, basic and transversal themes, 

emerging or disappearing themes, and isolated/niche themes. Keywords in the 

research area take place in this plane by forming certain clusters according to 

their proximity. The stronger the centrality for a particular cluster, the more 

important that cluster is considered. Density shows the strength of the links 

that connect the words that make up the clusters. The stronger these 

connections are, the more the themes corresponding to the cluster form a 

coherent and integrated whole. 

 Thematic Evolution: Thematic evolution is a technique used in bibliometric 

analysis to examine the evolution of a particular research topic over time, as 

well as to identify trends and changes in the focus of research within that topic. 

The emergence of new subtopics or the decline of older ones is identified, and 

a broader understanding of how a particular theme has evolved within the field 

over time is provided by thematic evolution. 

 

4.1.3. Gathering the Data for Bibliometric Analysis 

Web of Science (WoS) scientific citation indexing service is used in this research for 

searching and gathering the data. As recommended in the paper (Donthu et al., 2021), 

only one database is selected as minimizing the unnecessary action items can help 

minimize possible human errors. The main motivation for choosing WoS is its wide 

scope, quality of resources, and powerful research engine (Birkle et al., 2020), 
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Search Strategy 

 

In order to determine the search strategy, the keywords were identified from the 

literature. A separate query series for HPC and other technologies (AI, big data, cloud 

computing) was created, and the results were combined. The query was made on the 

basis of title, author keywords, abstract, keyword plus, research area. The search 

results were limited to English-language publications that included journal articles 

(including early access), proceeding articles, and book chapters. Proceedings articles 

were included because it might be a starting point for new research. The reason to add 

book chapters is that books provide theoretical knowledge of the technology domain. 

After the search result, 3,748 publications were obtained from the WoS as shown in 

Table 1. Due to the limitation of exporting 1000 records at a time, the results were 

exported in four separate queries in BibTeX file format.  

 

Table 1: Search strategy based on Chand Bhatt et al. (2021) 

 
Search String Result   Combination 

1 "high$performance comput*" OR HPC OR supercomput* 30,908   (#1 AND #2) 

2 "artificial intelligence" OR "machine learning" OR "deep learning" OR "data 

science" OR "data mining" OR "data analytic*" OR "data management" OR 

"big$data" OR "data analys?s" OR "data process*" OR "data$intensive" OR 

"data govern*" OR "cloud comput*" OR "edge comput*" OR "fog comput*" 

OR "micro$service*" OR virtualiz* OR "virtual machine*" OR container* OR 

"cloud$native" 

1,061,537   3,748 

Refining Criteria: Languages: (English); Document types: (Article or Proceedings paper or Book 

chapter or Early access); Timespan: All years. 
 

4.1.4. Running the Bibliometric Analysis and Reporting the Results 

The fourth and final stage is reporting the bibliometric findings. Performance analysis 

and science mapping results are provided in Section 4.2. 

4.2. Result Analysis 

 

4.2.1. Results of the Performance Analysis 

After the queries, four BibTex files were obtained from the search results. These files 

were manually merged to form a single file for performance analysis using 

Bibliometrix R-package.  

 

According to search query, 3,748 documents from 1864 sources were obtained. Brief 

information is provided in Table 2. 
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Table 2: Main information about data 

Description Results 

MAIN INFORMATION ABOUT DATA  

Timespan 1988:2023 

Sources (Journals, Books, etc) 1864 

Documents 3748 

Annual Growth Rate % 3,19 

Document Average Age 5,52 

Average citations per doc 10,67 

References 79302 

DOCUMENT CONTENTS  

Keywords Plus (ID) 2178 

Author's Keywords (DE) 7529 

AUTHORS  

Authors 11532 

Authors of single-authored docs 203 

AUTHORS COLLABORATION  

Single-authored docs 220 

Co-Authors per Doc 4,81 

International co-authorships % 22,6 

DOCUMENT TYPES  

article 1353 

article; book chapter 37 

article; data paper 2 

article; early access 41 

article; proceedings paper 90 

editorial material; book chapter 1 

proceedings paper 2221 

proceedings paper; retracted publication 1 

review; early access 2 

 

Figure 1 illustrates the annual scientific production. Applications of HPC with other 

domains started to increase, and research publications followed an exponential curve 

after 2006. While there were just 15 publications in 2006, the number of publications 

continues to increase, with 56 in 2010, 146 in 2012, and 398 in 2018. It is seen that the 

most publications were made in 2019 with 447. Additionally, Figure 2 displays the 

distribution of the top 20 relevant scientific production of HPC and AI, big data, and 

cloud computing. Future Generation Computer Systems-The International Journal of 

Escience has the highest number of published articles among others, with 70 articles. 

Following, Concurrency and Computation: Practice and Experience is 2nd with 69 
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articles. Then, followed by Journal of Supercomputing and IEEE Transactions on 

Parallel and Distributed Systems respectively with 60 and 57. 

 

Figure 1: Annual scientific production 

 

 

Figure 2: Top 20 relevant sources 

Table 3 highlights the sources’ growth dynamics. Sources from 2010 to the present 

were selected because there have not been many contributions in this area before. The 

top 10 sources have been determined that have made the highest contribution to the 

domain of HPC and AI, big data, and cloud computing convergence.  The most 
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significant growth is seen in Future Generation Computer Systems-The International 

Journal of Escience with % 19,5, followed by Concurrency and Computation: Practice 

and Experience with % 15,9.  Among other prominent sources in the ranking based on 

the average of all years are IEEE Transactions on Parallel and Distributed Systems 

with %13,4 and Journal of Supercomputing with %11,4. 

 

Table 3: Sources growth dynamics 

 
 

Table 4 displays a list of the top 20 authors, ranked by the number of publications they 

have produced. The most productive author is Panda, D.K., who has 28 papers. Lu, X. 

has 24 publications, followed by Chen, J., with 23 publications. All the top 20 authors 

have at least 19 publications.  
 

Table 4: Top 20 authors ranked by the publication count 

Rank Authors Articles 

1 PANDA, DK 28 

2 LU, X 24 

3 CHEN, J 23 

4 KEPNER, J 23 

5 WANG , X 23 

6 WANG, Y 23 

7 ZHANG, J 23 

8 CHEN, Y 22 

9 SUBRAMONI, H 22 

10 BYNA, S 21 

11 FOSTER, I 21 

12 JHA, S 21 

13 LIU, Y 21 

14 WANG, J 21 

15 ZHANG, Y 21 

16 LIU, X 20 

17 REUTHER, A 20 

18 ZHANG, Z 20 

19 BESTOR, D 19 

20 JONES, M 19 

 

Year

2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 Total Perc(%)

FUTURE GENERATION COMPUTER SYSTEMS-THE INTERNATIONAL JOURNAL 

OF ESCIENCE

6 7 9 16 18 23 25 33 46 56 63 64 68 70 504 19,5

CONCURRENCY AND COMPUTATION-PRACTICE \& EXPERIENCE

3 4 5 7 12 17 21 26 33 45 49 58 66 66 412 15,9

JOURNAL OF SUPERCOMPUTING

3 3 4 7 8 10 16 18 22 25 32 43 52 52 295 11,4

IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS

1 3 5 7 10 13 19 25 29 35 41 45 57 57 347 13,4

IEEE ACCESS

1 3 6 15 21 26 35 35 142 5,5

JOURNAL OF PARALLEL AND DISTRIBUTED COMPUTING

3 4 5 8 8 10 10 13 16 19 22 25 30 30 203 7,8

CLUSTER COMPUTING-THE JOURNAL OF NETWORKS SOFTWARE TOOLS AND 

APPLICATIONS

1 1 1 2 4 5 6 9 10 14 18 20 23 23 137 5,3

INTERNATIONAL JOURNAL OF HIGH PERFORMANCE COMPUTING 

APPLICATIONS

3 4 6 7 7 7 8 10 12 14 16 22 24 24 164 6,3

24TH INTERNATIONAL CONFERENCE ON COMPUTING IN HIGH ENERGY AND 

NUCLEAR PHYSICS (CHEP 2019)

21 21 21 21 84 3,2

COMPUTER PHYSICS COMMUNICATIONS

3 3 4 6 6 7 9 10 11 11 14 15 20 20 139 5,4

PARALLEL COMPUTING

5 5 5 5 6 6 8 10 13 18 19 19 20 20 159 6,1
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The most remarkable organizations according to the number of publications are 

presented in Figure 3. The top affiliation with 167 publications is University of Illinois. 

The top second affiliation is both Argonne National Laboratory and Oak Ridge 

National Laboratory, with 166 publications, and the top third is Lawrence Berkeley 

National Laboratory, with 145 publications. Furthermore, Ohio State University ranks 

5th with 133 publications. All the top 20 organizations have at least 48 publications. 

 

 

Figure 3: Top institutes based on publication count 

Table 5 indicates the total number of citations and annual total citations for the 10 most 

cited publications globally. In order to identify important publications with a high 

impact on the research field, they were ranked according to the total number of 

citations and annual citations. The number of citations shows how popular the 

publications are in the research field. The most cited publication (Gorelick et al., 2017) 

was published in Remote Sensing of Environment with 4013 citations. This is followed 

by the publication (Buyya et al., 2009) in Future Generation Computer Systems 

ranking second with 2934 citations. Similarly, the study by Amodei et al. (2016) 

published at the International Conference on Machine Learning ranks 3rd with 1058 

citations. The least cited document from 10 publications received 279 citations. 
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Table 5: Top 10 globally cited publications 

 
 

Figure 4 shows the ranking of the top 20 countries based on the number of publications 

they have produced. The USA ranks first with 1444 in the number of publications, 

followed by China with 349. It is followed by Germany (194), Spain (154), Italy (136), 

United Kingdom (131), Japan (118), Russia (110), and Brazil (102), respectively. 5 

countries with more than 50 but less than 100 publications were identified, these are 

India (96), France (85), Australia (80), Korea (76), and Switzerland (50). Furthermore, 

the collaboration indices of the countries are indicated in Figure 4 as intra-country 

(SCP) and inter-country (MCP) in different colors. 

 

 

Figure 4: Top 20 countries based on the number of publications they have produced 

Rank Authors, Soruce Paper Total Citations TC per Year

1 GORELICK N, 2017, REMOTE SENS 

ENVIRON

Google Earth Engine: Planetary-scale geospatial 

analysis for everyone

4013 668,83

2 BUYYA R, 2009, FUTUR GENER 

COMP SYST

Cloud computing and emerging IT platforms: Vision, 

hype, and reality for delivering computing as the 5th 

utility

2934 209,57

3 AMODEI D, 2016, INTERNATIONAL 

CONFERENCE ON MACHINE 

LEARNING, VOL 48

Deep Speech 2 : End-to-End Speech Recognition in 

English and Mandarin

1058 151,14

4 CHEN Y, 2014, 2014 47TH ANNUAL 

IEEE/ACM INTERNATIONAL 

SYMPOSIUM ON 

DaDianNao: A Machine-Learning Supercomputer 765 85,00

5 AUGONNET C, 2011, CONCURR 

COMPUT -PRACT EXP

StarPU: a unified platform for task scheduling on 

heterogeneous multicore architectures

586 48,83

6 NURMI D, 2009, CCGRID: 2009 9TH 

IEEE INTERNATIONAL SYMPOSIUM 

ON CLUSTER COMPUTING AND THE 

The Eucalyptus Open-Source Cloud-Computing 

System

533 38,07

7 THOMPSON AP, 2022, COMPUT 

PHYS COMMUN

LAMMPS - a flexible simulation tool for particle-

based materials modeling at the atomic, meso, and 

continuum scales

493 493,00

8 KURTZER GM, 2017, PLOS ONE Singularity: Scientific containers for mobility of 

compute

470 78,33

9 WOLSTENCROFT K, 2013, NUCLEIC 

ACIDS RES

The Taverna workflow suite: designing and executing 

workflows of Web Services on the desktop, web or in 

the cloud 

379 37,90

10 KOHLHOFF KJ, 2014, NAT CHEM Cloud-based simulations on Google Exacycle reveal 

ligand modulation of GPCR activation pathways

279 31,00
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Table 6 and Figure 5 present the keyword analysis results and word cloud related to 

the field. Table 6 reveals the most common terms used by authors in their articles. 

‘High-performance computing’ is the term with the highest occurrences (2996), this 

points out its importance. The second most frequent term is ‘cloud computing’ with 

1626 occurrences, then ‘machine learning’ comes in third position with 814 

occurrences. Other important terms in the list are ‘deep learning’ (540), ‘virtual 

machines’ (501), ‘data analysis’ (487), ‘data processing’ (450), and ‘neural network’ 

(411). Finally, ‘energy consumption’ (341) and ‘data management’ (311) are relevant 

themes.  

 
Table 6: Keyword analysis 

Terms 
Frequency 

high-performance computing 2996 

cloud computing 
1626 

machine learning 
814 

deep learning 540 

virtual machines 
501 

data analysis 
487 

data processing 450 

neural network 
411 

energy consumption 
341 

data management 311 

 

 

 
Figure 5: Word cloud 
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Analysis of Top 10 Globally Cited Publications 

 

The 10 most cited publications globally were presented in Table 5. Here is a more 

detailed analysis of these publications. 

 

The most cited publication is an application of a cloud-based platform with HPC 

resources (Gorelick et al., 2017). It presents Google Earth Engine, the cloud-based 

platform that brings together Google's computing capabilities to address a variety of 

important social issues such as climate monitoring, environmental protection, disease, 

food security and water management. As the demands for data and computation 

continue to increase to solve more complex problems, the convergence of these 

technologies is inevitable to tackle these challenges.  

 

The 2nd most highly cited paper suggests an architecture for the allocation of resources 

within clouds (Buyya et al., 2009). They provide a vision for the development of a 

global Cloud exchange for trading services. Furthermore, the differences between 

Internet-based services workloads and HPC workloads are examined in this study. As 

stated in the article, with the significant progress in Information and Communications 

Technology (ICT) over the past 50 years, it is a widely held belief that computing will 

eventually be considered just as necessary as water, electricity, gas, and telephony. 

The top third cited paper is an application-based paper. The end-to-end deep learning 

approach is presented to improve speech recognition systems (Amodei et al., 2016). 

The key approach here is the usage of the HPC techniques to enable experiments more 

quickly. The article shows that by converging technologies, it may be possible to deal 

with increasing data more effectively and efficiently. 

 

Rank #4 article is an application of multi-chip machine-learning architecture (Y. Chen 

et al., 2014). In the article, an architecture is proposed called ‘machine learning 

supercomputer’ to achieve high sustained machine-learning performance by using a 

multi-chip system. 

 

Rank #5 is again an application-based article, which presents STARPU (Augonnet et 

al., 2009). It is a new runtime system that is efficient at utilizing multi-core 

architectures with different hardware to produce parallel tasks, and it makes it easy to 

create and optimize scheduling algorithms. 

 

Rank #6 article is an application of EUCALYPTUS (a software framework for cloud 

computing that is open-source) that combines cloud computing systems with HPC 

(Nurmi et al., 2009). It provides a system that is easy to deploy existing resources, and 

it is designed to be modular and open-source, which allows for experimentation. 

 

Rank #7 is an article that describes several aspects of the LAMMPS molecular 

dynamics package (including the usage of supercomputers in simulations) (Thompson 

et al., 2022). It is a simulation tool that can be used for material modeling and can run 

on any platform, from a single CPU core to the most powerful supercomputers with 

accelerators. It is flexible and adaptable. The use of molecular dynamics, which 
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simulates the behavior of molecules, has become more popular due to improvements 

in hardware and the incorporation of machine learning potentials (Sharma & Jadhao, 

2021).  

 

A new open-source software called Singularity is offered in Rank #8 (Kurtzer et al., 

2017). The aim is to provide mobility of computing (the ability to create and deploy 

reproducible environments) for both users and HPC centers. Rank #9 discusses the 

design and execution of workflows involving Web Services on the desktop, web, or in 

the cloud (Wolstencroft et al., 2013). Article Rank #10 is an application of Google’s 

Exacycle cloud computing platform for simulations (Kohlhoff et al., 2014). With the 

developed cloud-based approach, it is possible to run molecular dynamic simulations 

more effectively and efficiently. 

 

4.2.2. Results of the Network Analysis 

Co-occurrence Network Analysis 

 

It was performed to show the relationship between various themes and applications in 

the research area. In this study, co-occurrence network analysis was used to discover 

linkages among subjects in the research area in order to identify the driving force for 

the convergence and the effects of convergence on technologies. Figure 5 highlights 

the co-occurrence network analysis. The size of the nodes in the visualization reflects 

the frequency of the keywords, and the lines represent the relationship between the 

two keywords. After the analysis, three main clusters were identified, as shown in 

Figure 5. The main keywords per cluster are ‘high-performance computing’ and ‘cloud 

computing’ (red cluster), ‘data analysis’ (blue cluster), and ‘machine learning’ (green 

cluster). Explanations about three identified clusters are as follows: 

 

Cluster 1: (Red cluster with 28 keywords). In this cluster, connection, among the main 

themes of HPC and cloud computing are illustrated in different nodes. This cluster 

shows the correlation between keywords related to HPC and cloud computing 

technologies, such as virtual machines, energy consumption, energy efficiency, 

resource utilization, fault tolerance, data center, distributed computing, grid 

computing, and so on.  

 

Cluster 2: (Blue cluster with 17 keywords). This cluster primarily identified themes 

related to data analysis with keywords such as data processing, data management, data 

analytics, molecular dynamics, real-time, scientific workflows, remote sensing, data 

storage, data mining, and so on. It is interesting that the molecular dynamics theme is 

in the blue cluster. The reason for that might be the simulations in molecular dynamics 

for understanding and predicting the behavior of complex systems. It highly relies on 

data analysis and data processing in order to extract useful insights and make 

predictions about the behavior of atoms and molecules. One of the top-cited articles 

by (Thompson et al., 2022) confirms that the increasing popularity of molecular 

dynamics is due to the combination of hardware advancements and the use of machine 

learning potentials. These advances have enabled the development of more 
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sophisticated and computationally intensive potentials, which have significantly 

improved the accuracy of material property predictions. 

 

Cluster 3: (Green cluster with 5 keywords). This cluster shows various themes based 

on ‘machine learning’. The green cluster illustrates connections among machine 

learning, deep learning, neural network, AI, and graphical processing units. It is 

observed that some applications of machine learning, deep learning, and AI are 

connected to HPC. 

 

 
Figure 6: Conceptual structure based on co-occurrence network 

 

Thematic Mapping 

 

In this section, a thematic map was performed using the bibliometrix R-package to 

identify the research focus. The diagram as shown in Figure 7 was analyzed by 

considering the placement of themes, which were evaluated based on two measures; 

centrality and density. 

 

The upper-right section of the thematic map, which contains themes with strong 

centrality and high density, represents the “motor themes”. The most dominant cluster 
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in this quadrant contains data-related keywords, such as ‘data analysis’, ‘data 

processing’, and ‘data management’. Other prominent keywords are ‘data analytics’, 

‘data storage’, ‘scientific computing’, ‘distributed computing’, and ‘data mining’. 

These themes can be considered the most significant drivers of the convergence as a 

response to RQ1. Data analysis and data processing are important to efficiently 

manage and gain inside based on large volumes of data, which can help increase 

efficiency and improve business operations. Especially considering industry 4.0, to 

collect, analyze, and make use of large volumes of data from a variety of sources, like 

sensors, machines, and other devices in real-time, traditional methods may be 

insufficient (Jagatheesaperumal et al., 2022; Khan et al., 2017). HPC provides the 

processing power required to process this type of data. 

 

The themes located in the bottom-right section of the thematic map are basic and 

transversal themes with high centrality but low density. This quadrant includes one 

cluster that overlaps the upper right quadrant. Major themes in this cluster are ‘HPC’, 

‘data center’, and ‘energy consumption’. HPC can be considered as a basic and 

enabling theme for many other technologies, because it enables the processing and 

analyzing large amounts of data quickly and efficiently. Because it has a high level of 

computing performance, it can handle a variety of workloads, such as simulations, 

modeling, machine learning, and data analysis. Other keywords in this cluster are 

‘execution time’, ‘energy efficiency’, ‘parallel computing’, ‘computing power’, 

‘application performance’, and ‘graphical processing unit’. HPC requires a high 

amount of processing power involving powerful computers to solve complex 

problems. It is usually located in data centers that contain large numbers of computer 

servers and other equipment. One of the main challenges with HPC is high levels of 

energy consumption. The emerging concept here is ‘green computing’, which refers 

to the use of computing technologies in an environmentally friendly and energy-

efficient manner (Gai et al., 2016). Green computing can be considered one of the most 

important driving forces for convergence (RQ1). Therefore, HPC requires the use of 

virtualization and cloud computing technologies to reduce the number of physical 

servers and other hardware components needed and to get cost-effective and energy-

efficient solutions. 

 

The lower-left quadrant contains two clusters as emerging themes. The most 

prominent cluster mainly contains ‘machine learning’, ‘deep learning’, and ‘neural 

network’. Other considerable keywords in this cluster are ‘artificial intelligence’, 

‘random forest’, ‘computational fluid dynamics’, ‘distributed training’, and so on. 

Deep learning, as a subfield of machine learning, is an emerging theme in the field of 

machine learning. For instance, deep neural networks are used for complex tasks such 

as image and speech recognition (Amodei et al., 2016).  It is particularly well-suited 

for processing large amounts of data. As more data becomes available and advances 

in computing power continue to increase, the neural network becomes important in 

solving complex problems and providing valuable insight. Deep learning is being 

utilized in a variety of applications, including image and speech recognition, natural 

language processing, and recommendation systems. Another cluster in this quadrant 

includes ‘hardware performance’, which is also included as a driving force (RQ1). It 
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is an important factor in computing. The increasing complexity of applications such 

as machine learning and the need for fast and powerful hardware is constantly 

increasing. Therefore, the development of new and improved hardware technologies 

is an ongoing area of research and development in order to solve complex problems 

quickly and efficiently. 

 

Themes located in the upper-left quadrant are the specific (niche) themes in the field. 

This quadrant includes one cluster that overlaps the upper right quadrant. ‘Cloud 

computing’, ‘virtual machines’, and ‘operating systems’ are the main keywords in this 

cluster. Other prominent keywords are ‘resource utilization’, ‘hpc jobs’, ‘resource 

management’, ‘resource allocation’, ‘load balancing’, ‘fault tolerance’, ‘grid 

computing’, ‘container technology’, and ’hpc cloud’.  These keywords provide the 

answer to the RQ2 in the thesis. More information about this topic will be provided in 

Section 4.3. 

 

Cloud computing is a constantly evolving field (Buyya et al., 2009; Gorelick et al., 

2017; Kohlhoff et al., 2014; Nurmi et al., 2009). As for niche topics in cloud 

computing, there are many different possibilities depending on the industry and 

application. Some of these topics include the use of artificial intelligence and machine 

learning in the cloud, such as the adoption of hybrid and multi-cloud architectures, the 

security and privacy of cloud-based systems, serverless computing, containerization, 

edge and fog computing. All these developments are important for enabling real-time, 

low-latency applications and services to provide distributed computing with highly 

scalable, flexible, and responsive. 

 

 

Figure 7: Thematic map 
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Further, the evolution of the themes with time is plotted in 3 intervals (1988-2016, 

2017-2019, 2020-2023), as shown in Figure 8. It presents how identified clusters 

evolved over the three period of times. The period from 1988 to 2016 is found to 

revolve around the themes of ‘data processing’ and ‘high-performance computing’. 

Gradually, other themes evolved in 2017-2019; for instance, ‘embedded systems’, 

‘hardware performance’, malware detection’, ‘deep learning’, ‘data management’, 

‘cloud computing ’, and ‘data analysis’. The evolution of the themes is represented in 

Tables 7 and 8 with essential keywords. For instance, ‘high-performance computing’ 

evolved into three different fields in the first time slice; these are ‘cloud computing’, 

‘data management’, and ‘data analysis’. While evolving, these themes led to 

significant other topics, such as ‘workflow management’, ‘neural network’, ‘data 

mining’, ‘virtual machines’, ‘data center’, ‘grid computing’, ‘resource allocation’, 

‘energy consumption’ ,’benchmark suites’, and so on (as shown in Table 7 ). These 

are considered as driving force for the convergence of HPC with other technologies 

that can address RQ1 and RQ2. The period 2020–2023 has witnessed new topics (as 

shown in Table 8), such as ‘computational fluid dynamics’, ‘artificial intelligence’, 

‘molecular dynamics’, ‘malware detection’, ‘anomaly detection’, ‘random forest’, 

‘monte carlo’, ‘computer vision’, ‘performance degradation’. These research areas 

may be considered emerging themes from the convergence (answer of the RQ3). 

 

Figure 9 depicts themes trends over time to answer RQ3 of the thesis. It indicates the 

various research areas and themes emerging over time. In the trend topics figure, the 

size of the circles indicates the frequency of the term and the length of the lines 

indicates how long it has been studied. When Figure 9 is examined, it is seen that the 

‘intelligent computing’, ‘transfer learning’, ‘reinforcement learning’, ‘deep learning’, 

‘neural network’, ‘artificial intelligence’ and ‘molecular dynamics’ has gained 

popularity in recent years. This is largely due to advancement in computational power 

and abundance of data that has become available. HPC is another important topic that 

has started to gain popularity due to its increasing use in fields such as data analytics, 

machine learning, and AI since about 2017. 
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Figure 8: Thematic evolution
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Table 7: Evolution of the themes with essential keywords 

 

From To Words Occurrences

data processing--1988-2016 cloud computing--2017-2019 scientific community;scientific research;central processing unit;intensive applications;execution 

times

14

data processing--1988-2016 data analysis--2017-2019 data processing;data analysis;data analytics;data intensive;data products;data transfer;large-scale 

data;map reduce;system architecture;big data analytics;data science;scientific simulations;data 

applications;data reduction;apache spark;data sources;raw data;storage devices

186

data processing--1988-2016 data management--2017-2019 data management;data storage;file system;scientific data;data access;data movement;data 

locality;io performance;parallel io;workflow management;access patterns;research data;data size

110

data processing--1988-2016 deep learning--2017-2019 neural network;performance results;deep learning 30

data processing--1988-2016 high-performance computing--2017-

2019

machine learning;data mining;molecular dynamics;remote sensing;artificial intelligence;real 

time;image processing;peak performance;time series;monte carlo;hpc architectures

81

high-performance computing--1988-

2016

cloud computing--2017-2019 cloud computing;virtual machines;data center;distributed computing;virtual cluster;execution 

time;resource management;fault tolerance;grid computing;resource allocation;resource 

utilization;hpc jobs;job scheduling;load balancing;scheduling algorithm;web 

services;computational power;execution environment;container technology;scheduling 

406

high-performance computing--1988-

2016

data analysis--2017-2019 scientific applications;parallel processing;distributed systems;improve performance;job 

execution;data security

70

high-performance computing--1988-

2016

data management--2017-2019 scientific workflows;scientific workflow;data structures;task scheduling 13

high-performance computing--1988-

2016

deep learning--2017-2019 performance evaluation;network topology 21

high-performance computing--1988-

2016

high-performance computing--2017-

2019

high-performance computing;energy consumption;operating system;scientific computing;energy 

efficiency;parallel computing;parallel applications;computing power;shared memory;application 

performance;parallel programming;performance degradation;hpc clouds;performance 

analysis;compute intensive;message passing interface;graphical processing unit;low 

602
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Table 8: Evolution of the themes with essential keywords 

 

From To Words Occurrences

cloud computing--2017-2019 cloud computing--2020-2023 cloud computing;virtual machines;resource utilization;hpc jobs;load balancing;resource management;resource allocation;container 

technology;programming models;fault tolerance;scientific research;central processing unit;container technologies;scheduling 

algorithm;scheduling algorithms;system software

252

cloud computing--2017-2019 deep learning--2020-2023 computational power;heterogeneous computing 17

cloud computing--2017-2019 distributed computing--2020-2023 distributed computing 35

cloud computing--2017-2019 high-performance computing--2020-2023 data center;execution time;edge computing 51

cloud computing--2017-2019 random forest--2020-2023 genetic algorithm 12

data analysis--2017-2019 cloud computing--2020-2023 data analysis;data processing;data analytics;scientific applications;data transfer;data applications;data intensive;data science;distributed 

systems;large-scale data;parallel processing;system architecture;high-performance data

118

data analysis--2017-2019 deep learning--2020-2023 cray xc 11

data analysis--2017-2019 high-performance computing--2020-2023 raw data 8

data management--2017-2019 cloud computing--2020-2023 data management;file system;data storage;scientific workflows;io performance;data movement;simulation data;workflow 

management;access patterns;parallel io;data structures;task scheduling

67

data management--2017-2019 distributed computing--2020-2023 scientific data 24

deep learning--2017-2019 cloud computing--2020-2023 performance results 15

deep learning--2017-2019 deep learning--2020-2023 deep learning;neural network;training time 125

deep learning--2017-2019 distributed computing--2020-2023 computer vision 12

deep learning--2017-2019 distributed training--2020-2023 distributed training;training process 13

deep learning--2017-2019 high-performance computing--2020-2023 performance evaluation 15

deep learning--2017-2019 machine learning--2020-2023 classification accuracy 10

embedded systems--2017-2019 machine learning--2020-2023 embedded systems 5

hardware performance--2017-2019 hardware performance--2020-2023 hardware performance 11

high-performance computing--2017-

2019

cloud computing--2020-2023 scientific computing;computing power;memory access;parallel computing;application performance;message passing interface;compute 

intensive;exascale computing;linear algebra;performance improvements;distributed memory;performance improvement;memory 

bandwidth;communication patterns;parallel programming;hpc architectures;hardware resources;memory accesses;memory usage

45

high-performance computing--2017-

2019

deep learning--2020-2023 artificial intelligence;molecular dynamics;remote sensing;computationally expensive;image processing;performance analysis;training 

data;computational fluid dynamics;computational cost

65

high-performance computing--2017-

2019

distributed computing--2020-2023 graphical processing unit 38

high-performance computing--2017-

2019

high-performance computing--2020-2023 high-performance computing;energy consumption;energy efficiency;data mining;parallel applications;operating system;performance 

degradation;real time;finite element;application developers

548

high-performance computing--2017-

2019

machine learning--2020-2023 machine learning;anomaly detection;time series 219

high-performance computing--2017-

2019

random forest--2020-2023 prediction model;random forest;monte carlo;prediction accuracy 10

malware detection--2017-2019 hardware performance--2020-2023 malware detection 6
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Figure 9: Trend Topic
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4.3. Discussion of the Findings 

 

Based on the results obtained from the bibliometric analysis, the answers to the 

research questions are summarized in this section. The research conducted has given 

us a comprehensive understanding of the ways in which HPC, AI, big data, and cloud 

computing technologies can be used together. There are several research and future 

implications that were identified regarding the potential future convergence of these 

technology areas. 

 

The decline in publications as of 2019 depicted in the Annual Scientific Production 

presented in Section 4.2, Figure 1, is considered to be primarily due to the impact of 

the Covid-19 pandemic. It should be noted that this graph encompasses both articles 

and proceeding papers. Upon removal of proceeding papers from the graphic, as 

depicted in Figure 10, a linear increase in article numbers becomes apparent. 

 

 
Figure 10: Article numbers (without proceeding papers) 

 

Examining the situation within the European Union, it is evident, as depicted in the 

Figure 11, that a rise in publications has occurred. The top 10 organizations that 

finance these publications with the number of articles is given in Figure 12. The 

establishment of the European High-Performance Computing Joint Undertaking 

(EuroHPC JU) in 2018 and the calls made through the European Union Framework 

Programme may have played an important role in catalyzing advancements in this 

field. Important calls have been made and continue to be made in the field of HPC in 

the European Commission 7th Framework Program (between 2007 and 2013), 

Horizon 2020 (2014-2020) and Horizon Europe (2021-2027). For example, a call for 
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proposals was initiated on 20 April 2022 under the title of National Competence 

Centers for High Performance Computing (DIGITAL-EUROHPC-JU-2022-NCC-01-

01). On 28 December 2022 another call was launched, entitled Study for Hyper-

connectivity for HPC Resources (EuroHPC/LUX/2022/OP/01). In addition, a call has 

announced on 26 January 2023 under the title EuroHPC traineeships in Hosting 

Entities, Centers of Excellence and Competence Centres, SMEs and Industry 

(DIGITAL-EUROHPC-JU-2022-TRAINING-03-01). 

 

 
Figure 11: European Union publications 

 
Figure 12: Top 10 funding agencies in EU with publication number 
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In this study, the driving forces for the convergence, which is RQ1, are determined. 

As determined in performance analysis and network analysis, the need for data 

analysis and data processing that emerged with the developments, especially in 

Industry 4.0 (Jagatheesaperumal et al., 2022), the increasing importance of energy 

efficiency issues, the advances in deep learning applications (Amodei et al., 2016), the 

growing complexity and volume of data being generated (Khan et al., 2017), and the 

need for fast and powerful computing (Y. Chen et al., 2014)  are the main drivers of 

the convergence. Thematic evolution results indicate parallel results with thematic 

map.  

 

Convergence has a significant impact on computing infrastructure, system 

architectures, and technologies (answer to RQ2). As determined in the thematic map 

and thematic evolution, some of the significant themes, such as ‘workflow 

management’, ‘operating systems’, ‘virtual machines’, ‘data center’, ‘grid computing’, 

‘resource allocation’ , ‘resource utilization’, ‘resource management’, ‘load balancing’, 

‘fault tolerance’, and ‘container technology’ lead us to answer of RQ2. The complexity 

of data-intensive and AI-driven applications emerging with convergence drives the 

need for more powerful and scalable computing infrastructure and the development of 

new HPC architectures. To accommodate the demands of these applications, system 

architectures must evolve to incorporate features such as distributed processing, 

parallelism, resource utilization, resource management, and resource allocation. This 

increases the need for more parallel processing, which can significantly improve 

performance. HPC architectures have changed to meet these demands by increasing 

the number of cores and processors. As mentioned in the top cited article Rank #5, 

HPC architectures will be not only multi-core, but also have heterogeneous 

technologies (Augonnet et al., 2009). Furthermore, new system architectures are being 

developed, such as those based on containerization (Abraham et al., 2020). 

 

Various research areas and themes emerging from the convergence are analyzed 

(RQ3). These are shown in Figure 8 and Figure 9. The most prominent topics identified 

are ‘computational fluid dynamics’, ‘molecular dynamics’, ‘malware detection’, 

‘random forest’, ‘monte carlo’, ‘intelligent computing’, ‘transfer learning’, and 

‘reinforcement learning’. Computational fluid dynamics is a branch of fluid mechanics 

that is often used for engineering and scientific applications. The use of HPC has 

become widespread in computational fluid dynamics for the analysis of complex flows 

and development of more accurate and efficient simulations (Lawson et al., 2012). The 

use of molecular dynamics has also become more popular due to improvements in 

computational power (Thompson et al., 2022). Advancement in machine learning has 

led to increased interest in malware detection as an important aspect of cybersecurity. 

Transfer learning, as an attractive option for many applications, is a machine learning 

technique that has the potential to reduce the amount of data and computation required 

to train a new model (T. Liu et al., 2019). 
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4.3.1. Research Implications 

This thesis explored the convergence of HPC, big data, AI, and cloud computing 

technologies. The research contributes to the understanding of HPC and these other 

technologies by examining the convergence of these prominent technologies. It 

provided an in-depth understanding of how these technologies are being used together 

and identified potential future developments in this area. This study analyzed the 

convergence by implementing performance and network analysis.  

 

Convergence represents a shift in the landscape of computational technologies and as 

such, reveals a significant rich area of study. This thesis is a study that tries to reveal 

the driving force of convergence, the changes in system architecture and technologies, 

and new research areas and themes revealed by convergence. Results of the research 

can be used in addition to demonstrating the latest developments in this field, and it 

can also be useful to plan future research projects and identify potential collaborations. 

The results of the study can be instrumental in enabling both academia and industry to 

identify areas of research and development that warrant further investigation and 

investment. These findings can facilitate the formulation of R&D strategies and 

priorities for organizations, as well as the identification of potential partners for 

collaboration. Results like publication patterns, citation rates, and identified 

institutions that emerge from the analysis can serve as a useful guide for academia in 

understanding the direction and impact of research. The findings of this study can be 

considered by organizations as they revise their strategic planning efforts. Overall, the 

results of this research can help to shape understanding of these technologies’ 

convergence and their role in the larger technological landscape. 

 

4.3.2. Future Implications 

Previous research has established the trends and future of HPC as a standalone 

technology (Dongarra, 2004; Kindratenko & Trancoso, n.d.; Parnell et al., 2019; 

Strohmaier et al., 2005). This thesis explored the future of HPC in conjunction with 

big data, AI, and cloud computing technologies.  

 

Various research fields, including agriculture (Georgiou et al., 2020), health (Purawat 

et al., 2021), industry (Hachinger et al., 2022), neuroscience (Madany et al., 2020), 

and various projects and platforms (Amodei et al., 2016; Buyya et al., 2009; Eicker et 

al., 2013; Gorelick et al., 2017; Milojicic et al., 2021; Narasimhamurthy et al., 2019; 

Strande et al., 2021; Thompson et al., 2022) (Gorelick et al., 2017) have been identified 

as a result of the literature review and bibliometric analysis of this study.  This trend 

is projected to persist into the future, with a growth and diversification of these fields, 

initiatives, and platforms. 

 

According to the result of the study, it is expected that the importance of data will 

increase in the future, and data-driven workflows will be used more in HPC-related 

research areas. In addition, the driving forces determined in the study, including energy 

consumption, the growing complexity, and volume of data, and the need for data 

analysis and data processing, may gradually increase their effect. In this case, HPC 
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platforms, technologies, and research areas will reshape over time. It will lead to more 

dynamic, intelligent and powerful HPC platforms. Cloud-based computing platforms 

integrated with HPC techniques will likely become increasingly prevalent in the 

future. It is expected that cloud-native supercomputing will play a key role in the 

future. HPC platforms are being optimized for this approach and hybrid architectures 

that blend elements of both HPC and cloud architectures are being developed. These 

systems use a microservices architecture, which means that individual components are 

modular and self-contained, allowing for greater flexibility and agility in deploying 

and managing HPC workloads. The use of cloud-native technologies will make it 

easier to integrate new technologies and capabilities as they become available.  

 

Another implication is that there will be a continued trend toward the integration of 

HPC systems within federated e-infrastructures (Alam et al., 2020). This involves 

bringing together HPC resources, cloud resources, and data infrastructure to better 

meet the needs of various research communities, provide more flexible access to a 

wider range of resources, and allow for access to a greater diversity of computing 

resources. Many initiatives towards the federation of e-infrastructure services such as 

Gaia-X and Fenix were mentioned in the literature review. It is anticipated that there 

will be growth in similar studies. 

 

This convergence will likely drive a greater focus on the use of HPC in machine 

learning and deep learning approaches. There will likely be a need for research projects 

focused on developing new architectures that can accommodate this convergence. In 

the context of simulations such as molecular dynamics and computational fluid 

dynamics, efforts to accelerate complex calculations using HPC features such as 

parallelization, optimization, and specialized hardware will likely increase. 

4.4. Evaluation of Bibliometric Analysis 

 

4 steps were followed while performing bibliometric analysis. To evaluate the 

bibliometric analysis, the best practice guidelines provided by Donthu et al. (2021) 

were followed, as depicted in Table 9.  
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Table 9: Evaluation of Bibliometric Analysis based on Donthu et al. (2021) 

No Step Evaluation Questions Answers

Step 1 The Aims and Scope of the Bibliometric 
Study

1. What are the aims and scope of the study?
2. Is the scope of the study large enough to 

warrant the use of bibliometric analysis?

1.  The aim of the study is to provide a comprehensive and up-to-date overview of the convergence of HPC with big 
data, AI, and cloud computing technologies, and to use bibliometric analysis to investigate and analyze the 

relationship between these technologies and how they are being influenced by each other.

2. After conducting numerous trials, keywords were attempted to select that would encompass the scope of the 

literature as much as possible. A separate query series for HPC (30,908 results) and other technologies (AI, big 

data, cloud computing) (1,061,537 results) was created, and the results were combined. The data obtained as a 

result of the queries was large enough to perform bibliometric analysis.

Step 2 Choosing the Techniques for Bibliometric 
Analysis

3. What bibliometric analysis techniques 
should be chosen to meet the aims and scope of 

the study?

3.   Bibliometric analysis methods were chosen to meet the purpose and scope of this study and to answer 
research questions. Co-occurrence network analysis was chosen in order to identify the most important or 

influential concepts or ideas within a given field of research. Thematic map was used to identify the most 

important or influential themes within a given field of research and to provide a visual representation of the 

conceptual structure in different thematic areas.  Thematic evolution was selected to understand how research 

topic has evolved over time, and to identify trends and shifts in research focus. 

Step 3 Collecting the Data for Bibliometric 
Analysis

4. Do the search terms exemplify the scope of 
the study? 

5. Is the coverage of the database adequate for 

the study? 

6. Is the data free of errors such as duplicates 

and erroneous entries? 

7. Does the final dataset fulfi l  the requirements 

of the bibliometric analysis techniques chosen 

for the study?

4. The search terms for this study were carefully selected to ensure that the scope of the investigation was 
adequately covered. A comprehensive search query was developed by including key words and phrases related to 

HPC as well as other technologies such as AI, big data, and cloud computing. This allowed us to identify relevant 

l iterature from a variety of sources and provided a comprehensive overview of the current state of HPC and related 

technologies.

5. The study followed the recommendations of Donthu et al. (2021) by only using one database in order to 

minimize potential human errors. According to Donthu et al. (2021), a dataset of 500 or more papers in a given 

research field is sufficient to justify the use of bibliometric analysis.  The study conducted a bibliometric analysis 

of 3,748 documents, using a broad search query that included the title, author, keywords, abstract, keyword plus, 

and research area.

6. As recommended in the paper (Donthu et al., 2021), only one database is selected as minimizing the unnecessary 

action items can help minimize possible human errors. Furthermore, to ensure the data was accurate and free of 

errors such as duplicates and erroneous entries, the study iteratively updated and finalized a l ist of fi les that 

needed to be removed and synonyms by examining the results of various analyses. This process helped to purify 

the data.

7.  In this study, bibliometric analysis was carried out with 3,748 documents (final dataset). As Donthu et al. 

(2021) says, if there are a significant number of papers, such as 500 or more (or even thousands) in a given 

research field, it can be considered large enough to justify the use of bibliometric analysis.

Step 4 Running the Bibliometric Analysis and 
Reporting the Findings

8. Can the bibliometric summary be easily 
understood by readers? 

9. Does the writing align with the bibliometric 

summary presented?

10. Does the writing explain the peculiarities 

and implications of the bibliometric summary? 

11. Does the writing align with the target outlet 

for publication?

8. The bibliometric summary was made easily understandable through the use of tables, figures, and explanations.
9. In Chapter 4, results of the performance analysis and network analysis were summarized in a step-by-step, 

orderly manner.  Explanations were provided for all  the resulting figures and tables, aligning with the bibliometric 

results.

10. The bibliometric analysis provides answers to the research questions posed in the study, using the results of 

the analysis as support. So the writing explains the peculiarities and implications of the bibliometric summary. 

11. The bibliometric summary and accompanying comments, which are designed to answer the research questions 

and achieve the purpose of the thesis, are consistent and effective in meeting the aim of the thesis.



50 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



51 

 

 

 

 

CHAPTER 5 

 

 

CONCLUSION 

 

5.1. Summary 

 

The convergence of HPC with big data, AI, and cloud computing has the potential to 

greatly impact many fields. An examination of the graph depicting 3,748 publications 

by domain, as illustrated in Figure 13, reveals the presence of various research 

domains. It is evident that the highest number of publications is in the field of computer 

science, followed by engineering. 

 

 
Figure 13: Research domain 

It is important for both academia and industry to keep up to date on the latest 

developments and forecast promising technological trends in these areas. Currently, 

current approaches in different computational fields do not effectively address the 

convergence of HPC with big data, AI, and cloud computing or use bibliometric 

analysis in the field of HPC. It has been identified that there is a gap in the existing 

literature on this topic, and this study was initiated to address this gap. To address this 

issue, we need a new approach that uses bibliometric analysis to evaluate the 
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convergence of HPC, big data, AI, and cloud computing in technology forecasting. 

This approach will improve our understanding of the interrelationships between these 

technologies, their overall impact on the field, and emerging trend topics. 

 

The convergence of HPC with big data, AI, and cloud computing technologies has led 

to significant improvements in various fields. The results of the bibliometric analysis 

show that this convergence is driven by several factors, including the increasing 

demand for data analysis and processing, the rising importance of energy efficiency, 

the advancements in deep learning algorithms, the growing volume and complexity of 

data, and the need for fast and powerful computing capabilities. 

 

The convergence of HPC with AI, big data, and cloud computing has had a significant 

impact on computing infrastructure, system architectures, and technologies. This 

convergence reveals the need for more powerful and scalable computing infrastructure 

that can support the requirements of these applications. In order to fulfill these 

requirements, the design of system architectures must progress to incorporate aspects 

such as distributed processing, parallelism, resource utilization, resource management, 

and resource allocation. HPC architectures are expected to become significantly multi-

core and diverse to fulfill the growing demand for greater computational capacity 

(Augonnet et al., 2009). In addition, new system architectures based on 

containerization are being developed (Abraham et al., 2020). Hybrid architectures, 

which combine elements of both HPC and cloud architectures, are being developed to 

provide the computational power of HPC systems with the scalability and adaptability 

of cloud architectures (Zhou et al., 2021). 

 

The research has also identified various research areas and themes emerging from the 

convergence, including computational fluid dynamics, molecular dynamics, malware 

detection, transfer learning, and reinforcement learning. 

 

Ultimately, the use of HPC in conjunction with big data, AI, and cloud computing 

technologies is expected to continue to evolve and become increasingly integrated. 

These technologies will likely be used to solve complex problems and drive 

advancements in fields such as medicine, biology, physics, and finance, as well as in 

industries such as manufacturing, energy, and transportation (Terzo & Martinovič, 

2022). There will also likely be a focus on improving the efficiency and performance 

of these technologies and reducing their environmental impact. 

5.2. Contributions and Limitations 

 

In this thesis, the main contributions are (1) Technological assessment of HPC, big 

data, AI, and cloud computing considering the driving forces, the effects of 

convergence on computing infrastructure technologies, the emerging research areas, 

and themes. (2) The first study to apply bibliometric analysis in the field of HPC. 

Accordingly, (3) A bibliometric analysis of 3748 publications related to performance 

and network analysis to develop a new approach in the research field. (4) Identification 

of the most influential authors, institutions, countries, and the most frequently cited 
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publications in the field. (5) Identification and examination of the thematic map and 

thematic evolution through network analysis within the research field. 

 

There are several limitations to this study. First, the choice of the database was limited 

to WoS, and future research may consider including other databases such as Scopus, 

PubMed, or a combination of these. Additionally, expanding the search criteria or 

considering different combinations of technologies may provide more in-depth 

insights into the convergence of these technologies. Finally, the bibliometric approach 

used in this study is only one way to analyze and forecast the trends in this field. Other 

approaches, such as systematic literature review, patent analysis, or machine learning 

techniques, may also be useful in identifying and predicting future developments in 

the convergence of these technologies. 

5.3. Future Work 

 

Technology assessment and forecasting are necessary for improving an organization's 

technology management capabilities and predicting potential technological shifts. By 

implementing these techniques, organizations can improve their technology 

management skills and make informed decisions about future technological changes.  

Within the realm of academia, road-mapping studies have been utilized by 

organizations as a means of addressing data science challenges, attaining data analytics 

goals, and evaluating and forecasting emerging technologies. To achieve the most 

optimal results in these studies, experts recommend utilizing a combination of 

methods, such as bibliometric analysis and expert-based approaches (Daim et al., 

2006, 2018). 

 

For future work, a combination of bibliometric analysis and expert-based approaches 

can be used for technology management and road-mapping to strengthen the study's 

findings by providing a more comprehensive and robust understanding of the 

convergence of these technologies. Based on the results of the evaluation of the 

convergence of HPC with big data, AI, and cloud computing, it is projected that 

organizations will require updated strategic planning in this area. It can be utilized as 

a precursor to formulating strategic planning at various levels of data and technology 

(national, sectoral, organizational) while considering the market's driving forces. This 

can help organizations to make more informed decisions about technology roadmap 

and to better align their roadmaps according to current needs. By combining these two 

approaches, organizations can identify opportunities for innovation and growth and 

better understand the potential risks and challenges associated with this technology 

convergence.  
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