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ABSTRACT

SEASONAL ADJUSTMENT OF HIGH-FREQUENCY TIME SERIES

Tosun, İlayda
M.S., Department of Financial Mathematics
Supervisor : Prof. Dr. Ceylan YOZGATLIGIL

April 2023, 103 pages

Seasonal adjustment is a statistical methodology employed to eliminate the influence of regular cyclic patterns inherent in time series data. Seasonal adjustment is essential for accurately interpreting and analyzing time series, particularly in macroeconomics, where understanding long-term trends and patterns is crucial for making informed decisions. In recent years, there has been a substantial surge in the availability of high-frequency time series data, which pertains to data collected at very short intervals. Seasonal adjustment of high-frequency time series poses unique challenges due to their tendency to exhibit high levels of noise and volatility. As a result, accurately identifying and removing seasonal effects becomes more challenging. New methods are being developed on this subject. This study aims to assess a diverse range of data sets possessing different frequencies and characteristics, employing innovative approaches. Through the utilization of techniques such as naive, Multivariate Seasonal Trend Decomposition using Loess (MSTL), Seasonal-Trend Decomposition using Regression (STR), and Daily Seasonal Adjustment (DSA), the seasonal adjustment of time series exhibiting intricate seasonal patterns at hourly, daily, and weekly frequencies is undertaken. In particular, when analyzing hourly data, the STR method shows outstanding results, while for daily data, the DSA method performs better based on the four datasets used in the study. In general, both the MSTL and STR methods have shown impressive results.
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CHAPTER 1

INTRODUCTION

Time series exhibit seasonal movements that recur yearly and occur at certain times of the year. Seasonal fluctuations in time series are caused directly or indirectly by factors including weather, calendar influences, and the timing of administrative decisions. Such fluctuations are systematic throughout the year but not always regular [41]. Seasonal adjustment is a statistical technique to remove the effects of regular, periodic fluctuations from time series [33]. This process involves extracting the main signal or trend from the data and estimating any unobserved components that play a role in the overall data pattern. Additionally, seasonal adjustment can be used to make predictions about future data points in the series by using the estimated trends and patterns to forecast future values.

The main goal of seasonal adjustment is to eliminate regular fluctuations in a time series so that the data can be more easily understood and analyzed. Seasonal adjustment is essential for accurately interpreting and analyzing time series, particularly in macroeconomics, where understanding long-term trends and patterns is crucial for making informed decisions. Without removing the influence of seasonal factors, it cannot be easy to interpret the data and comprehend the underlying trends correctly.

According to Persons [65], it is possible to decompose the time series to its separate and unobserved elements. According to the statistical decomposition theory, a time series can be broken down into several components, each representing a different aspect of the data. Thus, once these components of the time series are figured out, the whole series can be better interpreted and analyzed.

Therefore, a time series, \( Y \), can be formulated as:

\[
Y = T + C + S + I
\]

where,

(i) \( T \) is a long-term trend

(ii) \( C \) is a cyclical movement
(iii) \( S \) is a seasonal movement (regular periodic movement)

(iv) \( I \) is a short-term irregular movement

In decomposing a time series into its components, the chosen method will dictate whether the components are combined by adding or multiplying them. For example, in the case of additive decomposition, the individual components are added together to form the final time series. This is typically used when the magnitude of the components is relatively constant over time and the overall trend in the data is relatively smooth. On the other hand, in the case of multiplicative decomposition, the individual components are multiplied to form the final time series. This is typically used when the magnitude of components varies over time and the overall trend in the data is more complex. The choice of additive or multiplicative methods will depend on the characteristics of the data being analyzed and the goals of the analysis.

The concept of decomposition has a long history, with roots in fields such as astronomy and meteorology. Buys Ballot’s study in 1887 is often cited as one of the earliest examples of the use of seasonal adjustment techniques [15]. In the years since, many other researchers have contributed to the development and advancement of these techniques, including [60], [18], [19], [20], [12], [8], [40], [52], [22]. These studies have contributed significantly to understanding decomposition methods and their applications in various fields.

Seasonal adjustment methods were initially utilized in the 1920s [47] and 1930s [50] to analyze seasonal economic variables and were based on non-parametric techniques such as moving averages. These early methods were primarily developed through empirical experimentation rather than being based on statistical models. After that, parametric methods for seasonal adjustment began to be developed, which are based on statistical models and make use of assumptions about the underlying data distribution. The primary studies on parametric methods are made in [39], [37], [13], [14], [38] and [30]. Consequently, these parametric methods have become more widely used over time due to their ability to provide more accurate and reliable results.

In recent years, there has been a significant increase in the amount of high-frequency time series, which refers to data collected at very short intervals, due to technological developments and increased awareness of the value of data. While traditional time series data is typically presented in daily, monthly, or yearly intervals, high-frequency time series include data collected at smaller time intervals. For example, data collected at an hourly, minute-level, or second-level frequency can be considered high-frequency time series. High-frequency time series find applications in various fields. Monitoring financial markets and analyzing financial data such as stock prices, exchange rates, and commodity prices are examples where high-frequency time series are extensively used. Additionally, they are used in other domains such as traffic flow, weather conditions, energy consumption, and telecommunications. High-frequency data can be beneficial for understanding short-term trends and patterns. Many fields, such as finance, economics, engineering, and scientific research, use high-frequency time series to capture and analyze detailed temporal dynamics. Since the observations are
made frequently, high-frequency time series data is generated quickly. There is a large amount of data generated as a result. Time series with higher frequencies provide more detailed information about the observed process or phenomenon, making it possible to identify smaller patterns, trends, and relationships. High-frequency time series are more volatile and noisy than data recorded less often. It is more sensitive to short-term changes, random market movements, and measurement errors. Interpreting high-frequency time series data can be challenging due to complex dynamics, such as rapid oscillations, irregular patterns, and short-lived anomalies. Advanced statistical and mathematical methods are necessary to extract significant insights. Time series with high frequency are utilized for predictive modeling, including forecasting, discovering anomalies, and recognizing trading opportunities. Advanced statistical and machine learning techniques are utilized to extract valuable temporal information from the data.

However, high-frequency time series have unique challenges for seasonal adjustment. These data sets often have more than one seasonal pattern, noisier and higher volatility levels. This makes it harder to identify and remove seasonal effects accurately. Additionally, traditional seasonal adjustment methods may not be well-suited for high-frequency data, as the time-series modelling methods generally apply to data collected at longer intervals. In addition, for the decomposition of the seasonal component, analysis is performed by assuming that there is simple seasonality in the time series. As a result, specialized techniques and approaches may be needed to adjust seasonal high-frequency time series effectively.

Seasonal components of high-frequency time series commonly have complex patterns. The complex pattern in time series is usually caught in time series with the following features:

(i) high-frequency seasonality
(ii) multiple seasonal periods
(iii) non-integer seasonality
(iv) multiple calendar effects

These features make it harder to identify and remove seasonal effects accurately. Hence, several seasonal adjustment methods have been developed to remove just one or more seasonal patterns from the time series. Nowadays, for forecasting time series, many different machine learning algorithms are also used. Although some methods developed specifically to model the complicated trend and seasonal behaviours in the series, some of them suggest to remove the trend and seasonalities from the series and then focus on the forecasting the series.

This thesis will examine complex seasonal time series and try to adjust them seasonally by comparing current methods, naïve, MSTL, STR, and DSA methods. As far as our knowledge, there has yet to be a study comparing the performances of these seasonal adjustment methods.
on different seasonality periods such as hourly, daily, and weekly high-frequency data. The main goal of this thesis is to compare the performance of the selected methods for each frequency. This study will guide selecting the correct method for different seasonal patterns in the time series.

The first chapter serves as an introduction. Its main purpose is to present the study’s objective. Chapter 2 is a literature review covering the history of seasonal adjustment methods, as well as a newly developing method for adjusting high-frequency time series. In Chapter 3, it can be found a comprehensive explanation of the methodology used, including the selected methods and pre-processing steps. In Chapter 4, the analysis results are presented and interpreted. Lastly, Chapter 5 summarizes the results obtained in this thesis.
Seasonal adjustment is a statistical method to remove the effects of regular, predictable patterns from time series data. These patterns may be caused by factors such as changes in weather, holidays, or other events that occur at regular intervals. In the literature, there are three groups of seasonal adjustment methods which are non-parametric, parametric, and hybrid (semi-parametric) methods. The most common of these methods are shown in Figure 2.1.

Figure 2.1: Seasonal Adjustment Methods
Seasonal adjustment has a long history dating back to the early 20th century when it was first developed to analyze economic data. One of the earliest methods for seasonal adjustment was the "moving average method," which involved taking the average of a series of data points over a certain period and then adjusting the data to remove the seasonal pattern [28], [48].

### 2.1 Non-Parametric Methods

In this part, we introduce an epidemic model which is called the vector-host model and apply the theory given within this chapter to analyze its dynamics.

One of the most well-known and widely used non-parametric seasonal adjustment methods is the X-11 method. It is developed by the U.S. Census Bureau in the 1960s [69]. It was used to adjust the Consumer Price Index (CPI) data for the first time. After that, it was used extensively by U.S. government agencies and international organizations to analyze time series and was later adopted by many other countries. X-11 utilizes a technique that combines moving averages and regression to separate the data into its seasonal, trend, and irregular components. Once these components have been estimated, the seasonal component can be removed from the data to obtain the trend-cycle component, which is a smoother representation of the underlying temporal patterns in the data.

This method has been widely used in economics and other fields. Still, it can be computationally intensive when applied to high-frequency data, and it assumes that the data is additive. The X-11 method has been the subject of many studies and improvements over the years, such as the X11-ARIMA, a more sophisticated version of the X-11 method, which is able to handle multiple seasonalities, outliers, and other characteristics of high-frequency time series data.

Another well-known non-parametric seasonal adjustment method is SEASABS (SEASONal Analysis at Australian Bureau of Statistics), developed by the Australian Bureau of Statistics in 1987. SEASABS is similar to X-11 in its use of moving averages and regressions, but it includes additional features such as the ability to handle irregularly spaced data and working day effects. One of the main enhancements is using a more robust algorithm for estimating the seasonal component of the data, which is better able to handle irregular patterns and outliers, like the Australian business survey data. Another enhancement is using a new way of handling missing data, which allows the program to better manage missing observations in the data.

GLAS (Generalized Log-Additive Seasonal Decomposition) is a seasonal adjustment software program developed by the European Central Bank (ECB) [75]. The program is similar to other seasonal adjustment software, such as X-11, X-12-ARIMA, and SEASABS. Still, it includes several unique features that make it well-suited for use with European economic time series data.

GLAS is based on the idea of decomposing a time series into its components using a specific
algorithm. The method uses a combination of smoothing techniques, such as the Log-Additive decomposition method and regression analysis, to estimate the seasonal, trend, and irregular components of the data. Once these components have been calculated, the seasonal part can be removed from the data to obtain the trend-cycle component. One of the critical features of GLAS is the implementation of a minimum revision algorithm proposed by Lane [53], which is used to evaluate end-of-sample weights. This algorithm aims to minimize the revisions to the estimates of the trend and seasonal components, resulting in a more stable and reliable estimate.

Cleveland et al. [16] have presented the STL (Seasonal-Trend decomposition based on Loess) method. The concept of non-parametric regression based on the locally weighted average of the data is a core concept common in STL and GLAS. Notably, the trend is adjusted linearly or quadratically, but the seasonal component is adjusted linearly or constantly. STL is based on locally weighted polynomial regression, allowing for flexible trend and seasonal components estimation. It is robust to outliers and handles multiple seasonality, but it is computationally intensive.

Compared to other methods such as X11, X12, SEASABS, and GLAS, the STL method allows for a more flexible way of modelling the trend, seasonal and irregular components and does not require a priori knowledge of the data frequency or time frame. The method is utilized by various researchers and practitioners in the field of time series analysis, specifically in economics. It is also available as an R package called "stl". It is also included in other software and libraries such as "statsmodel" in Python and "fable" [61] and "forecast" [43] packages in R.

The STL method has been widely adopted in practice because of its ability to handle irregular, and non-stationary data and more flexible modelling of the seasonal component. It continues to be improved by the research community to handle more complex cases.

SABL (Seasonal Adjustment at Bell Laboratories) is another non-parametric method developed by Cleveland et al. [17] at Bell Laboratories. It is based on moving averages and regressions, with a non-linear filter based on M-estimation, before applying the linear filter to reach more robustness; it can handle anomalous data (outliers) and working days effect. SABL uses M-estimation, a technique developed by Huber [39], which is robust to outliers and allows for a more accurate estimation of the components of the time series. SABL was a state-of-the-art method when it was first introduced, but it has since been largely superseded by more advanced methods such as X12-ARIMA and SEASABS. These methods incorporate more recent advances in statistical techniques and are able to handle more complex and diverse types of time series data. However, SABL has a unique contribution to the development of seasonal adjustment methods, particularly in handling outliers and anomalies.

In summary, non-parametric methods are a class of techniques that use moving averages, regressions, and other non-parametric approaches to separate the trend and seasonal components of a time series. These methods are widely used in practice due to their simplicity and
robustness. Each of these methods has its characteristics and assumptions, and it is vital to choose the appropriate method based on the characteristics of the data and the objective of the analysis. It is worth mentioning that, as technology and computing power have advanced, some of these methods have been improved or replaced by more sophisticated techniques.

2.2 Semi-Parametric Methods

X11-ARIMA, X12-ARIMA, and X13-ARIMA-SEATS are semi-parametric seasonal adjustment methods developed by the United States Census Bureau. These methods are based on the X-11 method, which is a non-parametric approach, but they also incorporate ARIMA (AutoRegressive Integrated Moving Average) models to account for the underlying structure of the time series data.

X11-ARIMA, the first of these methods and was introduced in 1975 by Dagum. The X11-ARIMA/80 is an automated version of the X11-ARIMA method, which Dagum developed in 1980 at Statistics Canada. This version of the method includes a user-friendly interface and additional features. It is based on the X-11 method but includes a pre-processing step that uses an ARIMA model to estimate and remove any underlying structure in the data. This improves the accuracy of the trend and seasonal estimates and reduces the number of revisions required.

What differentiates X11-ARIMA from X-11 is the inclusion of the ARIMA model to estimate the irregular component of the data. This allows X-11-ARIMA to handle missing data and better capture and remove the irregular fluctuations present in the data.

X12-ARIMA is an extension of X11-ARIMA that was introduced by Findley et al. at the U.S. Census Bureau. It includes additional pre-processing steps, such as outlier detection and adjustment, and a more flexible ARIMA model that can handle multiple seasonal periods. It uses the ARIMA model to estimate the irregular and seasonal components, which is the main addition to the X11-ARIMA method. X12-ARIMA also includes additional post-processing steps, such as calculating uncertainty measures and adjusting the data for the effects of trading days and holidays.

X13-ARIMA-SEATS was developed by the United States Census Bureau in 2006. It is an extension of the X12-ARIMA method, and it includes a new seasonal adjustment procedure called SEATS (Seasonal Adjustment with Exponential and Automatic Trend-Cycle-Seasonal-Irregular decomposition). ARIMA is used to model the non-seasonal components of the data, such as trend and irregularity, while SEATS is used to extract the seasonal component of the data. The X13-ARIMA-SEATS method is commonly used in economics and finance to analyze time series data and is implemented in the X13-ARIMA-SEATS software developed by the U.S. Census Bureau.

In summary, X11-ARIMA, X12-ARIMA, and X13-ARIMA-SEATS are semi-parametric seasonal adjustment methods developed by the United States Census Bureau. X11-ARIMA and
X12-ARIMA are older methods, while X13-ARIMA-SEATS is the most recent method and combines the previous two methods. All three methods are implemented in the X13-ARIMA-SEATS software, which can be downloaded and used from the U.S. Census Bureau website. National statistical offices and central banks have widely used and accepted these methods and software.

2.3 Parametric Methods

In the 1930s, Fisher [31] and Mendershausen [57] proposed a technique using polynomial regression models and the least squares method to remove the seasonal component of time series data. This marked the beginning of using model-based approaches (MBA) for seasonal adjustment.

These methods were based on modelling the original series and each component by simple parametric functions, such as polynomials, and estimating parameters using the ordinary least squares method. This allowed for a more accurate and flexible estimation of the different components, especially the seasonal component [36].

Buys Ballot [15] is considered one of the first authors to propose a deterministic seasonal adjustment method. He proposed a method based on global regression, which is a technique that uses a single set of regression coefficients to model the relationship between multiple variables. Buys Ballot’s method was based on a trigonometric model that used sine and cosine functions to model the seasonal component of the data.

The European Commission developed DAINTIES in 1979 as a successor to the SEABIRD method. DAINTIES is based on moving regression methods, which use linear regression models with moving windows of data to estimate the seasonal and trend components of the time series. DAINTIES uses only asymmetric filters for filtering the series, which means that it does not require any revisions after the initial adjustment. Still, it does lead to drawbacks such as phase shifts and distortions of the estimator [30].

DAINTIES was, until recently, the official seasonal adjustment method of the European Commission and was widely used by Eurostat for seasonal adjustment of various economic time series data.

Apart from these deterministic methods, there are also parametric stochastic methods. There are two main types of approaches: the ARIMA model-based (AMB) approach and the structural time series (STS) approach. These methods are based on the specification of unobserved component ARIMA (UCARIMA) models and signal extraction techniques [11].

The AMB approach is based on fitting an ARIMA model to the data and using this model to estimate and remove the seasonal component. This approach is relatively simple, but it can be sensitive to the choice of model parameters and may not always provide accurate results for certain types of data. Notable figures in this field include Box et al. [13], Burman [14].
Hillmer and Tiao [38], Bell [11], and Maravall and Pierce [56], who have made significant contributions to this field.

One of the main advantages of the AMB approach is its simplicity. Estimating the seasonal component can be done using simple regression techniques, and the seasonal component can be easily removed from the data by subtracting it from the original series.

However, the AMB approach does have some limitations. The choice of the ARIMA model is critical for the accuracy of the seasonal adjustment and can be sensitive to the specific characteristics of the data. In addition, the method may not always provide accurate results for certain types of data, such as data with non-linear trends or irregular patterns. Despite these limitations, the AMB approach is widely used in practice, particularly for series with solid seasonality patterns.

TRAMO-SEATS (Time Series Regression with ARIMA errors - Seasonal Adjustment Software) is a software program developed by the Bank of Spain in the 1990s [34] [35]. It is based on the combination of time series regression and ARIMA models.

TRAMO-SEATS uses a two-step process: the first step is called TRAMO, which is used for cleaning and pre-treatment of the data, and the second step, called SEATS, is used for seasonal adjustment. TRAMO-SEATS is considered one of the most effective and flexible software programs for seasonal adjustment of economic time series data. It is widely used by central banks, government agencies, international organizations, and research institutions. TURKSTAT (Turkish Statistical Institute) also uses this method for seasonal adjustment of statistics.

It is a potent tool for identifying and modeling various types of time series, including non-linearity, irregularity, multiple breaks, and outliers, which are common characteristics of economic time series. The software is continuously updated and improved. It also has an R interface called "RJDemetra" [66]. With recent developments, the program also seasonal adjusts for the high-frequency time series.

The STS approach is based on a more general framework of structural time series models. It uses a combination of maximum likelihood estimation and Kalman filtering to estimate the parameters of the model and remove the seasonal component. This approach is more flexible and can handle a broader range of data types, but it can be more computationally intensive.

STAMP (Structural Time Series Analysis of Multiple Phenomena) is a software program used to analyze and model time series. It was developed by Koopman et al. [49] at the London School of Economics and Political Science. It uses a combination of maximum likelihood estimation and Kalman filtering to estimate the parameters of the model.

One of the main advantages of STAMP is its flexibility; it can be applied to a wide range of time series and can handle multiple phenomena. It also includes functionalities such as forecasting and simulation.
In conclusion, parametric seasonal adjustment methods have been widely used in time series analysis since their introduction in the 1930s. Using polynomial regression models and the least squares method to remove the seasonal component of time series data has become more effective.

Notable parametric methods are ARIMA model-based (AMB) approach and the structural time series (STS) approach. Both methods have advantages and limitations. The method chosen depends on the data’s specific characteristics and the purpose of the analysis.

2.4 High-Frequency Methods

High-frequency data refers to time series data observed at a high rate, such as daily, weekly, or even higher frequencies. One of the main challenges of working with high-frequency data is the presence of strong seasonality patterns, which can make it difficult to identify underlying trends and patterns in the data.

MSTL (Multivariate Seasonal Trend Decomposition using Loess) is a method for decomposing a multivariate time series into its trend, seasonal, and irregular components. It was first proposed by Gebreselassie et al. [9].

The MSTL method applies a locally weighted regression method, precisely the Loess method, to estimate the trend, seasonal, and irregular components of a multivariate time series. The Loess method is a non-parametric regression method that uses a weighted least squares fitting to estimate the trend and seasonal components. It can be applied to both additive and multiplicative models, and it can handle multiple seasonal periods as well. MSTL has been widely used in various fields such as finance, econometrics, and environmental science and is particularly useful when dealing with multivariate time series data.

The forecast R package is a popular high-frequency seasonal adjustment tool [45] [42]. It includes "mstl()" functions that can accomplish high-frequency seasonal adjustment. Moreover, "auto.arima()" in the forecast package is also can use for seasonal adjustment. This function uses dynamic harmonic regression for seasonal adjustment [44].

TBATS (Trikha, Bampsas, Allan, Taylor, and Surgery) is a method for decomposing a univariate time series into its components and forecasting the time series. The TBATS method was first proposed by De Livera et al. in 2011 [24]. The TBATS method combines three different exponential smoothing methods (additive, multiplicative, and exponential) to handle different time series patterns, such as level changes and local time trends. It uses a state space framework that estimates the model’s parameters and forecasting. The TBATS model also includes automatic procedures to identify the best model among possible models. It is implemented in open-source and commercial software such as R (in the forecast package), Python, and MATLAB.

The prophet is a package developed by Facebook for time series forecasting [71]. It is mainly
designed for high-frequency time series data, such as daily or hourly data, and is available in the R and Python programming languages.

Prophet uses a decomposable additive model with three main components: trend, seasonality, and holidays. The model fits the data using a Bayesian structural time series model. The package uses a Gaussian process to model the non-linearity of the trend component, which allows it to handle data with non-linear trends. The package also provides options for handling missing data and outliers and incorporating external regressors.

Prophet’s main advantage is that it is designed to be easy to use and provides a black box seasonal adjustment method focused on forecasting. The package’s automated feature engineering and model selection allows for quick and accurate seasonal adjustment of high-frequency time series data. However, the package may not always provide accurate results for specific data types, particularly if the data has complex patterns or features.

Another STL implementation is the dsa package in R developed by Bundesbank specifically for daily time series data [62]. The dsa package includes several additional functions specifically designed for handling daily data, such as missing values, outliers, and trend/seasonal breaks.

The dsa package uses a two-step process for seasonal adjustment: the first step is to decompose the series into its components using the STL function, and the second step is to remove the seasonal component from the original series. The package also includes options for adjusting for trading days and for handling multiple frequencies within the same series.

The main advantage of the dsa package is its ability to handle daily time series data specifically. It is particularly suitable for well-behaved series with strong seasonality patterns.

Timmermans et al. [73] used several seasonal adjustment methods, including the X13-ARIMA-SEATS, STL, and TBATS. They compared the performance of these methods. Each method has its strengths and weaknesses; the TBATS method performed the best overall regarding forecasting accuracy. Additionally, they highlight that the seasonal adjustment of high-frequency data is a challenging task.

Ladiray et al. [51] discussed the challenges of seasonal adjustment of daily data and presented a review of different methods for addressing these challenges. They reviewed several popular techniques for seasonal adjustment of daily data, including the X13-ARIMA-SEATS method, the STL method, and the TBATS method. They also discussed the strengths and weaknesses of each method and provided a comparison of their performance in out-of-sample forecast accuracy. While several options are available for seasonal adjustment of daily data, the choice of method will depend on the specific characteristics of the data and the purpose of the analysis.

The STD (Seasonal-Trend-Dispersion) decomposition method is a recent approach for seasonal adjustment of high-frequency time series data, proposed by Dudek [27]. This method decomposes the time series into seasonal, trend, and dispersion components. The decom-
position uses a state-space model that accounts for the correlation between the components. Moreover, the model is estimated using Bayesian methods, which allow for flexible and adaptive modelling of the components over time. However, the STD approach may not be appropriate for short-term or noisy data since it needs a long time series to effectively estimate the seasonal and trend components. Additionally, Bayesian estimation can be computationally intensive and require advanced programming skills.

The Robust-STP (Seasonal-Trend Decomposition Method for Partial Periodic Time Series) is a method for seasonal adjustment of high-frequency time series designed to handle partial periodicity and robust to outliers [74]. This method is based on the classical STL method; however, unlike the STL method, Robust-STP can handle partial periodicity by allowing for a variable-length seasonal component. The Robust-STP method is beneficial for time series with partial periodicity and outliers, common in high-frequency data. However, the Robust-STP method can be computationally expensive, especially for large data sets, and may require detailed tuning of the parameters to obtain optimal results.

The OnlineSTL method is a scalable approach to seasonal adjustment of high-frequency time series data, which can process data up to 100 times faster than the classical STL method [58]. This method applies a sliding window to the time series data, which moves over the data in fixed intervals. This method also uses a hierarchical approach to update the seasonal component, which reduces the impact of data shifts and improves the accuracy of the seasonal adjustment. The OnlineSTL method is beneficial for the real-time processing of high-frequency data, such as stock prices, weather data, and social media data. However, the OnlineSTL method may require careful tuning of the window size and other parameters to obtain optimal results for different data types.

In addition, JDemetra+ is a widely used software for seasonal adjustment and time series analysis, particularly in national statistical offices such as the Turkish Statistical Institute. In the upcoming update of JDemetra+, a new module will be introduced, specifically designed for seasonal adjustment of high-frequency time series data. This new module will allow users to adjust time series data with different frequencies and include various seasonal adjustment methods, such as the STL and the Fractional Airline methods [70].

In conclusion, high-frequency data is a challenging area to work with due to the presence of strong seasonality patterns. There are several methods and tools available for performing high-frequency seasonal adjustment. Each method has its own strengths and limitations.
CHAPTER 3

METHODOLOGY

This section explains seasonal adjustment methods for the high-frequency time series used in this study. The choice of seasonal adjustment method depends on the data’s nature and the analysis’s purpose. In this thesis, the high-frequency time series are being analyzed. The aim is to remove the seasonal component from the data. The simple moving average method (Naive Method), The Multivariate Seasonal Trend Decomposition using Loess (MSTL), Daily Seasonal Adjustment (DSA), and Seasonal-Trend decomposition using Regression (STR) methods are used for seasonal adjustment.

The Naive Method is a straightforward process that takes the average of the data over a fixed window of time to evaluate the seasonal component. It is simple to implement and works well when the seasonal pattern is stable and predictable. The Multiplicative Seasonal-Trend decomposition using LOESS (MSTL) method is a robust and flexible approach that uses a combination of smoothing techniques and decomposition to estimate the seasonal, trend, and irregular components of the data. It is helpful when the seasonal pattern is complex or irregular. The Daily Seasonal Adjustment (DSA) method is similar to MSTL but is specifically designed for daily seasonality. The Seasonal-Trend decomposition using Regression (STR) method is a popular approach that uses regression models to estimate the seasonal and trend components of the data. It is particularly useful when the seasonal pattern is stable over time and can be modeled using regression.

Additionally, the data pre-processing part is explained in detail in this section.

3.1 Naive Method

The moving average method for seasonal adjustment of high-frequency time series is simple and widely used. It is a deterministic method that uses a moving average to remove the seasonal component from the original time series.

The basic idea behind this method is to calculate the average value of the series for each season (e.g., for each day or week) over a period of time, typically several years. This average value is then subtracted from the original series for each corresponding season, resulting in a
seasonally adjusted series.

The moving average method can be applied to both additive and multiplicative models, depending on the nature of the data. The seasonal component is added or subtracted from the original series in an additive model. In contrast, the seasonal component is multiplied or divided by the original series in a multiplicative model [10].

One of the main advantages of the moving average method is its simplicity and ease of implementation. It is also relatively robust to small data changes and can handle multiple seasonal periods. However, the method does have some limitations. It can be sensitive to outliers and missing values. Furthermore, it may not always provide accurate results for specific data types, such as those with non-linear trends or irregular patterns.

3.2 MSTL

The Multivariate Seasonal Trend Decomposition using Loess (MSTL) method is a powerful technique for decomposing multivariate time series data into its components, specifically trend, seasonal, and irregular components. Moreover, the seasonal component includes different seasonal frequencies. The general representation of the additive time series is formulated as:

\[
Y_t = T_t + S_t^{(1)} + S_t^{(2)} + \ldots + S_t^{(n)} + I_t
\]

where \(T_t\) is the trend component, \(S_t^{(i)}\) is seasonal components with different frequencies (daily, weekly, and yearly), and \(I_t\) is the irregular component.

The MSTL method was first proposed by Gebreselassie et al. in 2011 [9] and has since been widely used in various fields such as finance, econometrics, and environmental science.

The MSTL method is based on a locally weighted regression method, precisely the Loess method, which estimates the trend, seasonal, and irregular components of a multivariate time series. The Loess method is a non-parametric regression method that uses a weighted least squares fitting approach to estimate the trend and seasonal components. It can be applied to additive and multiplicative models and handle multiple seasonal periods.

For algorithm phases for the MSTL method can be summarized into four phases [9]:

Phase one begins by specifying the periods of each seasonal component that wanted to extract (e.g., daily, weekly, etc.). For example, to extract the seasonal components from an hourly time series, the process begins by iterating through each period, starting with the shortest period (e.g. daily) and moving on to the longest period (e.g. yearly). On each iteration, use STL to extract the seasonal component. The extracted seasonal component is then subtracted from the time series, and the process is repeated until all seasonal components have been extracted. This results in a deseasonalized time series. Phase one is summarized in Figure 3.1.
In the second phase, purify each extracted seasonal component by adding back to the fully deseasonalized time series from phase one. And then re-extract the same component using STL. This approach helps in refining the extracted seasonal components and ensures that STL is able to re-capture any parts of the seasonal component that might have been missed in the first phase. This is because, in phase one, it is possible that some of the seasonal components may interfere with each other and make it harder for STL to capture them all accurately. By isolating each seasonal component and re-extracting it separately, the algorithm is able to capture the details of each component. This results in more accurate estimates of the seasonal components and a more accurate overall time series decomposition. Phase two is summarized in Figure 3.2.

After extracting and removing the seasonal components, the trend component is extracted in phase three. A smoothing technique, Loess, is used to extract the trend component. The deseasonalized time series is passed to the Loess function, which fits a smooth curve to the data. This smooth curve represents the estimated trend of the time series. The trend component is obtained by calculating the fitted values of the Loess function.

The trend component is subtracted from the deseasonalized time series in the fourth phase to obtain the residuals. The residuals are the remainder of the time series that is not explained by the trend and seasonal components.
The trend component, seasonal components, and residuals are then combined to reconstruct the original time series.

One of the main advantages of the MSTL method is its ability to handle multivariate time series data, which allows for the simultaneous analysis of multiple time series with similar patterns. Additionally, the MSTL method is robust to outliers and can handle multiple seasonal periods, making it a valuable tool for dealing with high-frequency time series data.

Additionally, the MSTL method has some advantages over other multivariate decomposition methods. One significant advantage is its flexibility, as it can handle both additive and multiplicative models and multiple seasonal periods. Furthermore, it also addresses some of the limitations of univariate decomposition methods, as it considers the cross-correlation among multiple variables in the decomposition.

Another advantage of the MSTL method is its robustness. It is less sensitive to outliers and data with missing values than other methods. Moreover, it is computationally efficient, as it only requires simple regression techniques, and it can be applied to large datasets and long time series with complex patterns.

### 3.3 DSA (Daily Seasonal Adjustment)

The Daily Seasonal Adjustment (DSA) method was created by Ollech [63] to adjust daily time series seasonally. This method uses an iterative STL-based seasonal adjustment routine combined with a RegARIMA model to estimate calendar and outlier effects.

The general representation of daily time series is

\[ Y = T + S_7 + S_{31} + S + C + I \]

where \( T \) is the trend component, \( C \) is the calendar effect and \( I \) is the irregular component.

Unlike other methods, the order of steps in this method is slightly different. The main steps are

1. Deseasonalize weekly effect with STL
2. Calendar and outlier adjustment RegArima
3. Deseasonalize monthly effect with STL
4. Deseasonalize annual effect with STL

It is crucial to account for the effects of the weekdays utilizing the complete data before any analysis. If the moving holiday effects are adjusted before the weekday effects, there is a risk that the estimated effects may contain some of the weekday patterns, leading to biased results.
The STL method has a smoothing parameter sensible for the analysis [16]. This parameter smoothest the sub-periodic seasonal time series, and also sets the number of observations included in the local regression to evaluate the seasonal factor.

Step 1 uses the STL method to get the weekly seasonal factor. For the STL method, a value for the parameter $S_7$ must be selected for calculating the weekly seasonal factor. As the time series has yet to be outlier adjusted, the robust version of STL is usually preferable.

In Step 2, since the ARIMA model is very computationally expensive for the daily time series, the RegArima model is used [33]. The order of the ARIMA model can be specified by the user or determined through automatic model detection. The Hyndman-Khandakar algorithm is used for automatic model detection [45].

A similar algorithm of the ”tsoutlier()” function in R is used for the outlier detection [55]. This algorithm is developed for daily time series. The outlier detection algorithm consists of two parts. In the first part, possible outliers are identified at each time point by analyzing the residuals of an ARIMA model. In the second part, all potential outliers are included as regressors in a final ARIMA model, and those that do not exceed a pre-defined threshold for the t-statistics are removed from the list of candidates.

Step 3 uses the STL method to get the monthly seasonal factor. Since the number of days in a month changes between 28 and 31, the average is 30.4. For the STL method, a value for the parameter $S_{31}$ must be selected to ensure a good fit for calculating the monthly seasonal factor.

Step 4 uses the STL method to get the annual seasonal factor. The number of days in a year is either 365 or 366. Since the leap year effect is included in Step 2, the parameter $S_{365}$ must be selected to ensure a good fit for calculating the annual seasonal factor.

For this method, the ”dsa” package in R is designed by Ollech [62]. Since it is designed for daily seasonality, it cannot be used for the series with other seasonal frequencies.

### 3.4 STR (Seasonal-Trend decomposition using Regression)

STR (Seasonal-Trend decomposition using regression) method is used for time series decomposition, which allows for incorporating multiple seasonal and cyclic components, covariates, and complex seasonal patterns with non-integer periods or complex topology. It is a robust method suitable for handling various data types and can produce more accurate and interpretable results than other decomposition techniques [25].

$$y_t = T_t + \sum_{i=1}^{I} S_{i}^{(i)} + \sum_{p=1}^{P} \phi_{p,t}, z_{t,p} + R_t$$
where \( T_t \) is a smoothly changing trend, \( S_t^{(i)} \) are smoothly changing seasonal components with possibly complex topology, \( z_{t,p} \) are covariates with coefficients \( \phi_{p,t} \) which may be time-varying and even seasonal, \( R_t \) is the “remainder”.

The STR method introduces an innovative approach by transforming the estimation process with matrix notations into a linear model similar to ridge regression. This method also has smoothing parameters; the cross-validation formula in linear regression is used to estimate these parameters.

\[
CV = \sum_{i=1}^{n} \left( \frac{y_i - \hat{y}_i}{1 - h_{ii}} \right)^2
\]

Minimizing CV, the STR method locates the optimal \( \lambda \) and \( \theta \) smoothing parameters where \( y_i \) is the \( i \)th element of the vector \( y \), \( \hat{y}_i \) is the \( i^{th} \) element of the vector \( \hat{y} = H y \), and \( h_{ii} \) is the \( i^{th} \) diagonal element of the hat matrix \( H = X (X'X)^{-1} X' \).

To calculate this parameter "optim()" function from the stats package in R is used [72].

For this method, the "stR" package in R is designed by Dokumentov and Hyndman [26].

### 3.5 Data Pre-Processing

High-frequency time series have more difficulties than low-frequency data because of the high number of observations and volatility. It contains more missing observations and outliers. The calendar effect is also a more vital issue for high-frequency time series than low-frequency. The calendar effect is also a more crucial issue to high-frequency time series than low-frequency. Because calendar effects directly affect observations [64].

To satisfactorily seasonal adjust the time series, some pre-processing steps are necessary, such as imputation, anomaly detection, and calendar adjustment.

#### 3.5.1 Imputation

The linear interpolation method is used to impute the missing observations by fitting a linear equation between known data points. It is a commonly used method for handling high-frequency time series data if the number of missing data is low.

The method assumes that the data points are evenly spaced in time and that the underlying trend is linear. The interpolated data points are calculated by fitting a straight line between the known data points and then estimating the values of the missing data points based on this line.
The linear interpolation method has several advantages, such as its simplicity and computational efficiency. It does not require any assumptions about the underlying distribution of the data and can be easily implemented using basic linear algebra techniques.

Time series with missing values in this study’s data set impute by using Python.

### 3.5.2 Anomaly Detection

Anomaly detection is identifying abnormal or unusual observations in a dataset that differ from the usual patterns. It is an essential step in various applications. A well-known package for anomaly detection in R is "anomalize," which offers a set of functions for detecting anomalies in univariate and multivariate time series [21]. The package comprises techniques like the moving median, moving average and Gaussian process. It also includes visualization tools to assist in identifying and analyzing the anomalies.

There are two methods for anomaly detection in this package: IQR (Inner Quartile Range) and GESD (Generalized Extreme Studentized Deviate Test). In this study, the GESD method, which introduced by Iglewicz and Hoaglin in 1993, is used [46].

There are two different parameters in the anomalize() function to decide which points are an outlier, "alpha" and "max_anoms". The "alpha" parameter controls the width of the confidence interval for identifying anomalies, while the max_anoms parameter controls the maximum percentage of data that can be identified as anomalies. Since high-frequency data is more volatile than monthly or quarterly data, the default value of these parameters is unsuitable for high-frequency data. In the analysis, these parameters are decreased for hourly time series.

### 3.5.3 Calendar Effect

The daily time series has a calendar effect, including the moving holiday effect. While national and public holidays vary across different countries and regions, most seasonal adjustment software typically includes commonly observed holidays in their respective areas, especially in Europe. But Türkiye has two moving holidays, Ramadan and Sacrifice Feasts, and different national holidays, April 23, May 19, etc. So, the calendar regressor for Türkiye starting from 2015 is created.

### 3.5.4 Seasonal Test

**The Friedman Test**

The Friedman Test is a statistical method utilized to determine whether a time series displays seasonal patterns. This test was developed by Milton Friedman in 1937 [32].
The Friedman test is a non-parametric method with the null hypothesis of no stable seasonality. The time series is ranked across all periods. By combining the ranks for a period across all years and dividing them by the total number of years, the mean rank for each period is calculated. Then test statistics and critical value are calculated. The p-value of the Friedman test can be calculated using the cumulative distribution function of the chi-squared distribution with k-1 degrees of freedom where k represents the number of groups or treatments being compared in the Friedman test. If the test statistic exceeds the critical value, then the null hypothesis (no seasonality in the data) is rejected.

Since the Friedman Seasonality Test is non-parametric, no presumptions are made regarding the data’s underlying variance distribution. Additionally, it is a robust test, meaning it is unaffected by data with outliers or deviations from the normal distribution.

The QS Test

The QS (Quenouille-Stockwell) test is a statistical test used to evaluate the presence of seasonality in time series data. Specifically, this test checks whether there is significant positive autocorrelation in the data at seasonal lags, indicating that the time series exhibits a regular pattern of variation over time.

The QS (Quenouille-Stockwell) test is a variation of the Ljung-Box test used to assess seasonal autocorrelation in time series data [54]. Unlike the Ljung-Box test, which considers all lags of autocorrelation, the QS test only examines positive autocorrelations at seasonal lags.

Under the null hypothesis of independence of autocorrelation at seasonal lags, the test statistic follows a chi-square distribution.
In this chapter some chosen high-frequency time series with different time frequencies and seasonalities are seasonally adjusted using the methods mentioned in Chapter 3. Python with version 3.10 and largely R Studio with version 4.2.2 is used for analysis.

The main steps for seasonal adjustment of high-frequency time series are abridged in order. Firstly, the time series data set is presented. Then, some pre-processing steps, like the imputation of missing values, anomaly detection, and calendar adjustment, are done. After that, time series are suitable for seasonal adjustment. Lastly, the residual seasonality is examined.

4.1 Data Introduction

High-frequency time series data refers to data that is collected at concise time intervals such as seconds, minutes, hours, or days. These data points are collected much faster than traditional time series data, usually monthly or quarterly. High-frequency time series data is commonly used in finance, telecommunications, and transportation, where the ability to capture rapidly changing events is critical. High-frequency time series data is characterized by its large volume, high velocity, and high variety.

In this study, time series at different frequencies were used for diversity. The time series in the data set with their frequency and number of observations are given in Table 4.1.

<table>
<thead>
<tr>
<th>Data Name</th>
<th>Abbreviation</th>
<th>Start Date</th>
<th>End Date</th>
<th>Number of Observations</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rail Traffic</td>
<td>rail_traffic</td>
<td>02.01.2010</td>
<td>25.02.2023</td>
<td>687</td>
<td>Weekly</td>
</tr>
<tr>
<td>Weekly Tracker</td>
<td>weekly_tracker</td>
<td>04.01.2004</td>
<td>19.02.2023</td>
<td>999</td>
<td>Weekly</td>
</tr>
<tr>
<td>Weekly Economic Index</td>
<td>WEI</td>
<td>05.01.2008</td>
<td>18.02.2023</td>
<td>790</td>
<td>Weekly</td>
</tr>
<tr>
<td>PM10</td>
<td>pm10</td>
<td>01.01.2010</td>
<td>01.01.2023</td>
<td>4749</td>
<td>Daily</td>
</tr>
<tr>
<td>Electricity Consumption</td>
<td>elec_cons_daily</td>
<td>01.01.2016</td>
<td>31.12.2022</td>
<td>2557</td>
<td>Daily</td>
</tr>
<tr>
<td>Bike Sharing</td>
<td>bike_sharing</td>
<td>01.01.2011</td>
<td>31.12.2012</td>
<td>731</td>
<td>Daily</td>
</tr>
<tr>
<td>CO</td>
<td>co</td>
<td>01.01.2010</td>
<td>09.08.2022</td>
<td>4604</td>
<td>Daily</td>
</tr>
</tbody>
</table>
Electricity consumption data represents hourly real-time electricity consumption of Türkiye, which Turkey Electricity Transmission Inc. collects. In this study, this dataset is used both hourly and daily seasonality. Daily electricity consumption shows the average daily consumption since it is aggregated daily by average [6].

PM10 refers to particulate matter with a diameter of 10 micrometres or less. These particles are small enough to be inhaled into the lungs and can have adverse health effects, including respiratory and cardiovascular diseases. PM10 particles are emitted from various sources, including construction, transportation, and industrial activities, as well as natural sources, such as dust and wildfires. PM10 data is calculated from Ankara, Bahçelievler, and obtained from Turkey National Air Quality Monitoring Network [7].

CO in air pollution data refers to the concentration of carbon monoxide in the air. Carbon monoxide is a colorless and odorless gas produced by the incomplete combustion of fuels such as gasoline, natural gas, and coal. It harms human health as it can reduce the amount of oxygen in the bloodstream. CO data is calculated from Ankara, Bahçelievler, and obtained from Turkey National Air Quality Monitoring Network [7].

The bike-sharing dataset for Washington is a valuable resource for analyzing bike rental trends and patterns in the nation’s capital. It includes daily data for two years (2011 and 2012), with information on bike rental usage. Bike-sharing dataset is obtained from the Center for Machine Learning and Intelligent Systems at the University of California [5].

Likely the bike-sharing dataset, the hourly bike-sharing dataset of London is used for this study. It is also available for two years (2015 and 2016). This data is obtained from Transport for London [2].

The US Weekly Rail Traffic dataset provides a broad view of the state of the US economy by tracking the volume of rail traffic across the country. This dataset includes data on weekly rail traffic for various commodities such as chemicals, metals, coal, and grain, as well as intermodal traffic, which consists of the movement of shipping containers and truck trailers on railroads [3].

The Weekly Tracker of GDP Growth dataset, provided by the Organisation for Economic Co-operation and Development (OECD), is an extensive collection of data that shows insights into the state of the global economy. The dataset follows the weekly growth of real gross domestic product (GDP) for a range of OECD countries, including the United States, Canada, Japan, and Türkiye [1].

The Weekly Economic Index dataset, supplied by the Federal Reserve Bank of New York, is a
comprehensive resource for real-time monitoring of changes in the US economy. The dataset combines a range of indicators, including consumer behaviour, labor market conditions, and financial market activity, into a single index that provides a timely snapshot of economic activity. The dataset is updated weekly, providing up-to-date information on economic conditions, and can be used to monitor changes in economic activity as they happen [4].

4.2 Data Pre-Processing

In order to perform a successful seasonal adjustment on a time series, certain preliminary measures are required, including imputation, identification of anomalies, and adjustment for calendar effects.

Imputation

The linear interpolation technique replaces missing data points by fitting a linear equation between two known data points. This approach is frequently used for managing high-frequency time series data.

The time series with missing values are imputed using Python with "scipy.interpolate" library.

Anomaly Detection

The GESD method was employed to detect anomalies in time series. The R package "anomaly" is a popular tool for identifying anomalies, and it provides a range of functions for detecting anomalies in both univariate and multivariate time series data.

Calendar Effect

In this study, the created calendar regressor for Türkiye, defined in Chapter 3, is used for calendar adjustment. Since it is a complicated analysis, the calendar adjustment is made only for the DSA method because the DSA method uses the RegARIMA method for calendar adjustment specifically.

4.3 Analysis and Results

In this section, the data sets and analysis are discussed. Subsections are divided according to time series frequencies in ascending frequency order, weekly to hourly.

4.3.1 Weekly Time Series

For the seasonal adjustment of the weekly time series naive method, the MSTL method and STR method are applied. Since the time series has a weekly period, the expected seasonal
components are monthly and yearly. The monthly seasonal component refers to the week effect in a month, which appears four or five times a month, while the annual effect refers to the week effect in a year, which appears fifty-two times a year.

The analysis results other than weekly economic index (WEI) data are presented in the appendix for the comfort of reading. The rest of the applications with other data sets are given in Appendix 6.1.

4.3.1.1 Weekly Economic Index

The weekly economic index (WEI) is critical data that provide valuable insights into the state of the economy. This index tracks various economic indicators weekly, such as employment, consumer spending, and industrial production. Moreover, the weekly economic index can be handy for detecting changes in economic activity that may take time to be apparent from monthly or quarterly data.

Figure 4.1 displays a time series plot which is presented to aid in comprehending and interpreting the data.

![Weekly Economic Index (WEI) for 2008-2023 (weekly)](chart)

Figure 4.1: Time Series Plot of WEI

The graph shows WEI was affected by the Global Financial Crisis in 2008 and Covid-19 in 2020. Since WEI immediately reflects the impact of the economy and its observations are affected more than low-frequency series, there have been changes in the series’ seasonal structure.
Understanding the data structure requires the use of ACF and PACF graphs, so the ACF and PACF graphs of WEI data are illustrated in Figure 4.2.

According to PACF graphs, the lag 4 and its multiples have significant lags. Since one month includes 4 weeks, it may have monthly seasonality.

Box-Plots for monthly and yearly intervals can provide a better understanding of the seasonal data structure.

Figure 4.3: The Box-Plots of WEI Data Monthly and Yearly

Figure 4.3 shows the median of box plots and the upper quartile do not change much month by month, while the lower quartile change in some months. The median change during the year in the yearly plot. As seen in the time series plot, the effects that break the seasonal pattern are also seen in the box plots as outliers.

The data contains anomalies which are illustrated in the anomaly detection outcome displayed in Figure 4.4.
Figure 4.4: The Anomaly Detection Results of WEI

**Naive Method Result**

The seasonal periods of 4 for monthly and 52 for yearly are used. The outcomes of the naive method on WEI data are presented in Figure 4.5.
Upon analyzing the outcomes, it is evident that the WEI data exhibits robust monthly and yearly seasonal trends. Specifically, the WEI data reaches its lowest point at the end of each month and peaks towards the end of each year.

**MSTL Result**

Under the details outlined in Chapter 3.2, the MSTL method is implemented on the data using monthly and yearly seasonal periods. The outcomes of the MSTL method on the WEI data are presented in Figure 4.6.

![Figure 4.6: The MSTL Method Results for WEI](image)

The time series plot reveals that the MSTL method also captures the effects that disrupt the seasonal pattern. The seasonal components display a varying structure over time. Especially the yearly seasonal component is not stable.

**STR Result**

As specified in Chapter 3.4, the STR method is utilized on the data, with a "gapCV" parameter of 52 for WEI. The outcomes of the STR method on the WEI data are presented in Figure 4.7.
As with the MSTL method, the STR method can capture the effects that disrupt the seasonal pattern. Additionally, the STR method’s monthly and yearly seasonality components are smoother than the MSTL method, along with the residual component.

Result for WEI

Figure 4.8 displays the ultimate seasonally adjusted outcomes for all methods.
Based on the visual outputs of the methods, it can be observed that the naive method has inadequate performance, whereas the STR method is excessively smooth. The STR approach cannot account for the Covid-19 impact, but the MSTL method successfully captures all the variations and anomalies.
The ACF and PACF plots for the final seasonally adjusted series are shown below.

![ACF and PACF plots](image)

Figure 4.9: The Seasonally Adjusted Series ACF-PACF Plots for WEI

The ACF graph for the STR approach exhibits dissimilarities compared to the other methods. In contrast, the PACF graphs for the naive and MSTL approaches do not demonstrate any significant lags at the seasonal lags. However, the PACF graph for the STR technique illustrates significant lags at yearly seasonal lags.
4.3.2 Daily Time Series

The daily time series are subjected to seasonal adjustment using four different methods: naive method, MSTL method, DSA method, and STR method. Since the time series is of daily frequency, the expected seasonal components are weekly, monthly, and yearly. The weekly component is associated with the day-of-the-week effect, the monthly component is linked to the day-of-the-month effect, which is an average of 30 days, and the yearly component is related to the day-of-the-year effect, which occurs 365 days.

The analysis findings, excluding the daily electricity consumption data, have been included in the Appendix 6.2.

4.3.2.1 Daily Electricity Consumption in Türkiye

Electricity consumption is a crucial aspect of modern society, as it is an indispensable component of many daily activities. Thus, analyzing electricity consumption patterns is of significant interest to policymakers, energy suppliers, and researchers alike. In this context, the electricity consumption dataset provides an essential resource for investigating trends and patterns in electricity consumption over time. In this regard, the dataset can aid in developing effective energy management strategies, which can help reduce energy consumption and promote sustainability, moreover some economic clues like production in the industry.

In order to better understand and interpret the data, a time series plot is shown in Figure 4.10.

![Electricity Consumption for 2016-2022 (daily)](image)

Figure 4.10: Time Series Plot of Daily Electricity Consumption in Türkiye
ACF and PACF graphs are also essential to understand the data structure. So, Figure 4.11 shows the ACF and PACF graphs of daily electricity consumption.

Both ACF and PACF graphs show a strong seasonal pattern; there are significant lags at 7 and multiples. There is a high chance of multiple seasonality in the series.

To check multiple seasonality, the Box-Plots for the weekly, monthly and yearly intervals can help better sentiment to the seasonal data structure.

Figure 4.11: The ACF and PACF Graphs of Daily Electricity Consumption in Türkiye

Figure 4.12: The Box-Plots of Daily Electricity Consumption in Türkiye Weekly, Monthly and Yearly
The weekly box plot shows that the median and upper quartile of weekends is below the weekdays. Since production is reduced in the industry on weekends, electricity consumption is decreased. Similarly, the monthly box plot also shows strong seasonal behavior. The yearly plot has a stable median.

The time series is imputed for the pre-processing step. The data also have anomalies. The anomaly detection result is shown in Figure 4.13.

![Figure 4.13: The Anomaly Detection Results of Daily Electricity Consumption in Türkiye](image)

**Naive Method Result**

The naive method is applied to the data. It uses the basic moving average method, as mentioned in Chapter 3.1. The seasonal periods are operated weekly (7), monthly (30) and yearly (365).

The results of the naive method for daily electricity consumption are given in Figure 4.14.

The results show that the daily electricity consumption data exhibits significant weekly, monthly, and yearly seasonal patterns. The data shows a decline in consumption at the end of each week, while there is an increase in usage during the summer months.
The MSTL method is applied to the data, the details are mentioned in Chapter 3.2. The seasonal periods are operated weekly, monthly and yearly.

The results of the MSTL method for daily electricity consumption are given in Figure 4.15.

According to the MSTL method, there is a strong, complex seasonality. The monthly seasonal factor has fading seasonality.
**STR Result**

The STR method is applied to the data; the details are mentioned in Chapter 3.4. The STR method has a "gapCV" parameter set to 30 for daily electricity consumption.

The results of the STR method for daily electricity consumption data are given in Figure 4.16.

![Data and Trend](image)

![Weekly Seasonal Component](image)

![Monthly Seasonal Component](image)

![Yearly Seasonal Component](image)

![Residual Component](image)

**Figure 4.16: The STR Method Results for Daily Electricity Consumption in Türkiye**

Similar to the MSTL method, the STR method identified multiple seasonality in the data. Compared to the MSTL method, all seasonal components, including monthly and yearly seasonality, appear smoother in the STR method. Additionally, the residual component of the STR method is smoother.

**DSA Result**

The DSA method is applied to the data, explained in Chapter 3.3. This method is used only for the daily time series. In this method, the daily electricity consumption is also calendar adjusted. The holiday regressors are created for Türkiye.
The effect of the calendar is shown in the Table 4.2.

Table 4.2: Calendar Effect on Daily Electricity Consumption in Türkiye

<table>
<thead>
<tr>
<th>Holiday Names</th>
<th>Coefficient</th>
<th>s.e</th>
<th>t_value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feast of Sacrifice</td>
<td>384.26</td>
<td>193.40</td>
<td>2.00</td>
</tr>
<tr>
<td>Feast of Ramadan</td>
<td>1478.25</td>
<td>196.07</td>
<td>7.50</td>
</tr>
<tr>
<td>New Year’s Holiday</td>
<td>1560.59</td>
<td>184.13</td>
<td>8.50</td>
</tr>
<tr>
<td>April 23</td>
<td>-1866.15</td>
<td>176.90</td>
<td>-10.50</td>
</tr>
<tr>
<td>May 1</td>
<td>-1168.85</td>
<td>177.60</td>
<td>-6.60</td>
</tr>
<tr>
<td>May 19</td>
<td>-1643.64</td>
<td>176.94</td>
<td>-9.30</td>
</tr>
<tr>
<td>July 15</td>
<td>-1225.82</td>
<td>190.70</td>
<td>-6.40</td>
</tr>
<tr>
<td>August 30</td>
<td>-1508.90</td>
<td>176.90</td>
<td>-8.50</td>
</tr>
<tr>
<td>October 29</td>
<td>-2062.53</td>
<td>202.86</td>
<td>-10.20</td>
</tr>
<tr>
<td>Saturdays</td>
<td>-71.22</td>
<td>28.22</td>
<td>-2.50</td>
</tr>
<tr>
<td>Sundays</td>
<td>16.49</td>
<td>28.17</td>
<td>0.60</td>
</tr>
</tbody>
</table>

The calendar effect is also shown in Figure 4.17.
As a last step, the result of the DSA method is given in Figure 4.18.

The DSA method gives similar results to the STR method. But, the yearly seasonal component is more volatile than the STR method.

**Result for Daily Electricity Consumption in Türkiye**

Figure 4.19 depicts the graphs illustrating the results of all the seasonal adjustment techniques for the daily electricity consumption data.
Based on the visual outputs of the methods, it can be observed that the results series are pretty similar. But when examined in detail, DSA and MSTL methods are the smoothest.

The ACF and PACF plots for the final seasonally adjusted series are shown below.
Figure 4.20: The Seasonally Adjusted Series ACF-PACF Plots for Daily Electricity Consumption in Türkiye
The ACF graphs have similar behavior. In contrast, the PACF graphs in the DSA method differ from others by having insignificant lags. Almost all lags are in the white noise band. To sum up, the DSA method performs better for daily time series.

4.3.3 Hourly Time Series

To perform a seasonal adjustment on the hourly time series, the naive, MSTL, and STR methods are applied. As the time series has an hourly period, the anticipated seasonal components are daily, weekly, monthly, and yearly.

The results of the London bike sharing data analysis have been incorporated into the Appendix 6.3.

4.3.3.1 Hourly Electricity Consumption in Türkiye

Hourly electricity consumption refers to the amount of electrical power used by households and businesses during each hour of the day. This data type is crucial for power grid operators and energy companies to forecast and manage their energy production and distribution. The hourly electricity consumption can exhibit strong seasonal patterns due to daily, weekly, monthly, and yearly factors. Analyzing and adjusting for these seasonal patterns is vital for accurately forecasting and managing energy supply and demand.

In order to better understand and interpret the data, a time series plot is shown in Figure 4.21.

![Electricity Consumption for 2016-2022 (hourly)](image)

Figure 4.21: Time Series Plot of Hourly Electricity Consumption in Türkiye
Figure 4.21 illustrates that the hourly electricity consumption data exhibits significant periodic movements and multiple seasonal patterns.

To further understand the data structure, it is essential to examine the ACF and PACF graphs presented in Figure 4.22.

The ACF graphs indicate that the data has a strong seasonal behavior with significant lags. On the other hand, the PACF graph displays daily seasonality due to the presence of significant lags at 24 and its multiples.

To investigate multiple seasonality, analyzing the Box-Plots for daily, weekly, monthly, and yearly intervals can provide a clearer understanding of the seasonal data structure.
The box plot for hours a day indicates a noticeable daily seasonality, as the median decreases during night hours. This outcome is reasonable for electricity consumption data, as households and industries consume less energy at night. Similarly, the day-of-the-week effect appears seasonal, with the median for weekdays higher than for weekends. The yearly seasonality also exhibits a similar pattern, with the median being higher in autumn compared to other months.

The time series is imputed for the pre-processing step. The high frequency of the data makes it particularly sensitive to outliers, which can significantly impact the results. Classical methods used for monthly data often identify many outliers, which can lead to unreliable models. As a result, parameters are set explicitly for the hourly time series to account for this issue and improve the accuracy of the analysis.

The anomaly detection result is shown in Figure 4.24.

Figure 4.24: The Anomaly Detection Results of Hourly Electricity Consumption in Türkiye

**Naive Method Result**

The naive method is applied to the data. It uses the basic moving average method, as mentioned in Chapter 3.1. The seasonal periods are operated as:

- Daily (24)
- Weekly (7*24)
- Monthly (30*24)
- Yearly (365*24).
The results of the naive method for hourly electricity consumption are given in Figure 4.25.

![Figure 4.25: The Naive Method Results for Hourly Electricity Consumption in Türkiye](image)

The analysis of the data reveals the presence of significant seasonal patterns in the hourly electricity consumption.

**MSTL Result**

The MSTL method is applied to the data, the details are mentioned in Chapter 3.2. The seasonal periods are operated daily, weekly, monthly and yearly.

The results of the MSTL method for rail traffic data are given in Figure 4.26.

![Figure 4.26: The MSTL Method Results for Hourly Electricity Consumption in Türkiye](image)
The stable seasonal components of hourly electricity consumption can be observed in Figure 4.26. However, the weekly seasonality is not apparent in this particular method. Although the monthly seasonal component shows a weekly periodic pattern, the model cannot capture it.

**STR Result**

The electricity consumption data is processed using the STR method, as explained in Chapter 3.4, with the "gapCV" parameter set to 24. However, the STL method is not applicable due to a large number of observations. Only the last two years of the hourly electricity consumption data are used for the STL method.

Figure 4.27 presents the results of the STR method applied to hourly electricity consumption.

The STR method is able to detect the weekly seasonality, which was not detected by the MSTL method. Additionally, the direction of movement in the monthly seasonality has changed, resulting in a change in the seasonal factor. The yearly seasonality in the STR method appears to be smoother compared to the MSTL method, along with the residual component.
Result for Hourly Electricity Consumption in Türkiye

The final seasonally adjusted results for all approaches is given below.

Figure 4.28: The Seasonally Adjusted Series Result of All Methods for Hourly Electricity Consumption In Türkiye
The ACF graph of the Naive method has significant seasonal lags, while the other ACF graphs do not. PACF plots of the Naive method and MSTL method also have seasonal patterns. The STR method’s PACF plot lags seem more in the white noise band and does not show any seasonal pattern anymore.
4.3.4 Results

Seasonal adjustment of high-frequency time series can be demanding, but ensuring accurate analysis and forecasting is essential. This analysis chapter explored several methods for seasonally adjusting high-frequency time series data, including Naive Method, MSTL, STR, and DSA. A thorough evaluation of the performance of each method should be examined to identify the most suitable approach for our dataset.

However, it is essential to note that the choice of method may depend on the characteristics of the data, and some methods may perform better for certain types of time series. There is no one method that is superior to the others.

Seasonal tests can provide valuable insights into a time series’ seasonal patterns presence. In addition to graphical understanding, these tests can help confirm the existence of seasonality, identify the seasonal period, and assess the significance of the seasonal component. In chapter 3 of this thesis, the QS and the Friedman seasonal tests are described.

The QS test, also known as the non-parametric seasonal test, is a non-parametric approach for detecting seasonal patterns in time series data. This test checks the autocorrelation at seasonal lags.

On the other hand, the Friedman test is a non-parametric test used to detect stable seasonality in time series data. This test compares the median values of each seasonal period and whether they are equal.

The results of the seasonal tests for various techniques are presented in the table below.

### Table 4.3: Results of Seasonality Tests for Each Method on All Datasets

<table>
<thead>
<tr>
<th>WEI</th>
<th>Orj Teststat</th>
<th>Orj P-value</th>
<th>naive sa Teststat</th>
<th>naive sa P-value</th>
<th>mstl sa Teststat</th>
<th>mstl sa P-value</th>
<th>str sa Teststat</th>
<th>str sa P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friedman365</td>
<td>437.2</td>
<td>0.005</td>
<td>413.6</td>
<td>0.037</td>
<td>436.9</td>
<td>0.04</td>
<td>429.2</td>
<td>0.001</td>
</tr>
<tr>
<td>QS365</td>
<td>13.5</td>
<td>0.001</td>
<td>10.3</td>
<td>0.006</td>
<td>17.2</td>
<td>0.1</td>
<td>12.3</td>
<td>0.002</td>
</tr>
<tr>
<td>Friedman12</td>
<td>10.4</td>
<td>0.499</td>
<td>5</td>
<td>0.99</td>
<td>2.5</td>
<td>0.996</td>
<td>16.3</td>
<td>0.13</td>
</tr>
<tr>
<td>QS12</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Daily Electricity Consumption</th>
<th>Orj Teststat</th>
<th>Orj P-value</th>
<th>naive sa Teststat</th>
<th>naive sa P-value</th>
<th>mstl sa Teststat</th>
<th>mstl sa P-value</th>
<th>str sa Teststat</th>
<th>str sa P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friedman365</td>
<td>156.7</td>
<td>1</td>
<td>637.8</td>
<td>0</td>
<td>366.4</td>
<td>0.045</td>
<td>490</td>
<td>0</td>
</tr>
<tr>
<td>QS365</td>
<td>0</td>
<td>1</td>
<td>208.6</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>143</td>
<td>0</td>
</tr>
<tr>
<td>Friedman12</td>
<td>17.1</td>
<td>0</td>
<td>8.3</td>
<td>0.004</td>
<td>5.3</td>
<td>0.079</td>
<td>6.3</td>
<td>0.054</td>
</tr>
<tr>
<td>QS12</td>
<td>39.5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hourly Electricity Consumption</th>
<th>Orj Teststat</th>
<th>Orj P-value</th>
<th>naive sa Teststat</th>
<th>naive sa P-value</th>
<th>mstl sa Teststat</th>
<th>mstl sa P-value</th>
<th>str sa Teststat</th>
<th>str sa P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friedman365</td>
<td>132.6</td>
<td>1</td>
<td>288</td>
<td>0.999</td>
<td>273.1</td>
<td>1</td>
<td>283.4</td>
<td>1</td>
</tr>
<tr>
<td>QS365</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Friedman12</td>
<td>61.7</td>
<td>0</td>
<td>5.6</td>
<td>0.899</td>
<td>3.7</td>
<td>0.978</td>
<td>4.8</td>
<td>0.9</td>
</tr>
<tr>
<td>QS12</td>
<td>83.4</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Friedman7</td>
<td>5.7</td>
<td>0.0453</td>
<td>2.8</td>
<td>0.083</td>
<td>3.7</td>
<td>0.713</td>
<td>3.4</td>
<td>0.83</td>
</tr>
<tr>
<td>QS7</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Friedman24</td>
<td>196.5</td>
<td>0</td>
<td>124.5</td>
<td>0</td>
<td>14.4</td>
<td>0.964</td>
<td>14.1</td>
<td>0.66</td>
</tr>
<tr>
<td>QS24</td>
<td>311.2</td>
<td>0</td>
<td>236.8</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
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The table contains the results of seasonal tests performed for various seasonal frequencies to identify the presence of seasonality at different frequencies. Both tests have a null hypothesis that assumes the existence of seasonality. As the table indicates, p-values smaller than 0.05 are highlighted in red.

After analyzing the results of the seasonal tests, we have determined that the Naive method is the most appropriate for the rail traffic data. The MSTL method is effective for weekly series, weekly tracker, and WEI. It also works well for daily series, electricity consumption, CO, and hourly series, such as London bike-sharing data. The DSA method is ideal for daily time series. Meanwhile, the STR method effectively detects seasonality for hourly data, daily series, excluding electricity consumption, and weekly tracker data. Overall, the MSTL and STR methods are reliable for seasonal adjustment of high-frequency time series, while the

<table>
<thead>
<tr>
<th>Weekly Tracker</th>
<th>Orj Teststat</th>
<th>Orj P-value</th>
<th>naive sa Teststat</th>
<th>naive sa P-value</th>
<th>mstl sa Teststat</th>
<th>mstl sa P-value</th>
<th>str sa Teststat</th>
<th>str sa P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friedman365</td>
<td>403.9</td>
<td>0.047</td>
<td>401.9</td>
<td>0.016</td>
<td>423.9</td>
<td>0.16</td>
<td>399.9</td>
<td>0.095</td>
</tr>
<tr>
<td>QS365</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>11.2</td>
<td>0.004</td>
<td>0</td>
<td>1</td>
<td>0.878</td>
</tr>
<tr>
<td>Friedman12</td>
<td>7.8</td>
<td>0.073</td>
<td>3.9</td>
<td>0.972</td>
<td>4.1</td>
<td>0.966</td>
<td>5.9</td>
<td>0.878</td>
</tr>
<tr>
<td>QS12</td>
<td>1</td>
<td>0.037</td>
<td>0</td>
<td>2.2</td>
<td>0.333</td>
<td>0</td>
<td>1</td>
<td>0.878</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rail Traffic</th>
<th>Orj Teststat</th>
<th>Orj P-value</th>
<th>naive sa Teststat</th>
<th>naive sa P-value</th>
<th>mstl sa Teststat</th>
<th>mstl sa P-value</th>
<th>str sa Teststat</th>
<th>str sa P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friedman365</td>
<td>364</td>
<td>0.49</td>
<td>359.2</td>
<td>0.49</td>
<td>396.1</td>
<td>0.001</td>
<td>354</td>
<td>0.009</td>
</tr>
<tr>
<td>QS365</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>8</td>
<td>0.003</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Friedman12</td>
<td>69.79</td>
<td>0</td>
<td>16.37</td>
<td>0.128</td>
<td>0</td>
<td>0.966</td>
<td>7.2</td>
<td>0.79</td>
</tr>
<tr>
<td>QS12</td>
<td>36.1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2.1</td>
<td>0.08</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CO</th>
<th>Orj Teststat</th>
<th>Orj P-value</th>
<th>naive sa Teststat</th>
<th>naive sa P-value</th>
<th>mstl sa Teststat</th>
<th>mstl sa P-value</th>
<th>str sa Teststat</th>
<th>str sa P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friedman365</td>
<td>315.2</td>
<td>0.211</td>
<td>306.3</td>
<td>0.211</td>
<td>310.1</td>
<td>0.984</td>
<td>310</td>
<td>0.982</td>
</tr>
<tr>
<td>QS365</td>
<td>8.8</td>
<td>0.035</td>
<td>6.2</td>
<td>0.044</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>10.6</td>
</tr>
<tr>
<td>Friedman12</td>
<td>96.6</td>
<td>0</td>
<td>2.8</td>
<td>0.997</td>
<td>2.8</td>
<td>0.997</td>
<td>3.8</td>
<td>0.997</td>
</tr>
<tr>
<td>QS12</td>
<td>23.5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Friedman12</td>
<td>13.5</td>
<td>0.035</td>
<td>4.5</td>
<td>0.904</td>
<td>1.2</td>
<td>0.979</td>
<td>10.3</td>
<td>0.993</td>
</tr>
<tr>
<td>QS12</td>
<td>3.7</td>
<td>0.035</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1.3</td>
<td>0.035</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PM10</th>
<th>Orj Teststat</th>
<th>Orj P-value</th>
<th>naive sa Teststat</th>
<th>naive sa P-value</th>
<th>mstl sa Teststat</th>
<th>mstl sa P-value</th>
<th>str sa Teststat</th>
<th>str sa P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friedman365</td>
<td>392.8</td>
<td>0.184</td>
<td>390.4</td>
<td>0.181</td>
<td>393.1</td>
<td>0.061</td>
<td>393.1</td>
<td>0.061</td>
</tr>
<tr>
<td>QS365</td>
<td>1.5</td>
<td>0.478</td>
<td>1</td>
<td>0.301</td>
<td>20.1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Friedman12</td>
<td>62.6</td>
<td>0</td>
<td>3.5</td>
<td>0.989</td>
<td>8.1</td>
<td>0.977</td>
<td>3.9</td>
<td>0.977</td>
</tr>
<tr>
<td>QS12</td>
<td>13.5</td>
<td>0.061</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Friedman12</td>
<td>12.2</td>
<td>0.049</td>
<td>14.1</td>
<td>0.029</td>
<td>4.1</td>
<td>0.687</td>
<td>8</td>
<td>0.237</td>
</tr>
<tr>
<td>QS12</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bike Sharing</th>
<th>Orj Teststat</th>
<th>Orj P-value</th>
<th>naive sa Teststat</th>
<th>naive sa P-value</th>
<th>mstl sa Teststat</th>
<th>mstl sa P-value</th>
<th>str sa Teststat</th>
<th>str sa P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friedman365</td>
<td>364</td>
<td>0.046</td>
<td>354</td>
<td>0.027</td>
<td>365</td>
<td>0.031</td>
<td>365</td>
<td>0.031</td>
</tr>
<tr>
<td>QS365</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Friedman12</td>
<td>2377</td>
<td>0.001</td>
<td>7.6</td>
<td>0.032</td>
<td>3.2</td>
<td>0.987</td>
<td>11.2</td>
<td>0.987</td>
</tr>
<tr>
<td>QS12</td>
<td>24.71</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.2</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Friedman12</td>
<td>11.13</td>
<td>0.084</td>
<td>8.7</td>
<td>0.189</td>
<td>7.2</td>
<td>0.987</td>
<td>1</td>
<td>0.987</td>
</tr>
<tr>
<td>QS12</td>
<td>21.8</td>
<td>0.039</td>
<td>0.5</td>
<td>0.15</td>
<td>2.97</td>
<td>0.987</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>London Bike Sharing</th>
<th>Orj Teststat</th>
<th>Orj P-value</th>
<th>naive sa Teststat</th>
<th>naive sa P-value</th>
<th>mstl sa Teststat</th>
<th>mstl sa P-value</th>
<th>str sa Teststat</th>
<th>str sa P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friedman365</td>
<td>87.1</td>
<td>1</td>
<td>478.7</td>
<td>0</td>
<td>300.2</td>
<td>0.994</td>
<td>443.1</td>
<td>0.993</td>
</tr>
<tr>
<td>QS365</td>
<td>256.8</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Friedman12</td>
<td>18.46</td>
<td>0.076</td>
<td>6.6</td>
<td>0.829</td>
<td>0.9</td>
<td>1</td>
<td>0.4</td>
<td>1</td>
</tr>
<tr>
<td>QS12</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Friedman7</td>
<td>11.13</td>
<td>0.08</td>
<td>7.6</td>
<td>0.267</td>
<td>3.6</td>
<td>0.736</td>
<td>7.6</td>
<td>0.27</td>
</tr>
<tr>
<td>QS12</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Friedman24</td>
<td>117.66</td>
<td>0</td>
<td>115.2</td>
<td>0</td>
<td>3.6</td>
<td>0</td>
<td>105.7</td>
<td>0.06</td>
</tr>
<tr>
<td>QS24</td>
<td>60.89</td>
<td>0</td>
<td>40.9</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
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DSA method is useful for daily time series. It is important to choose the appropriate methodology for seasonality detection based on the specific features of the data being analyzed. The results of the all series are summarized in Table 4.4.

Table 4.4: Performance of Seasonal Adjustment Methods on All Datasets

<table>
<thead>
<tr>
<th>Data Name</th>
<th>Frequency</th>
<th>Naive</th>
<th>MSTL</th>
<th>STR</th>
<th>DSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rail Traffic</td>
<td>Weekly</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekly Tracker</td>
<td>Weekly</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Weekly Economic Index</td>
<td>Weekly</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PM10</td>
<td>Daily</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Electricity Consumption Daily</td>
<td>Daily</td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Bike Sharing</td>
<td>Daily</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>Daily</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Electricity Consumption Hourly</td>
<td>Hourly</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>London Bike Sharing</td>
<td>Hourly</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>
CHAPTER 5

CONCLUSION AND FUTURE WORK

Seasonal adjustment is a crucial step in analyzing time series data, as it identifies and removes seasonal fluctuations that may obscure the underlying trends and patterns in the data. Seasonal fluctuations can arise from various factors, including weather patterns, holidays, and other periodic events. By removing these fluctuations, seasonal adjustment enables researchers and analysts to understand the long-term trends of the data better and to make more accurate forecasts and projections.

One of the main benefits of seasonal adjustment is that it can reveal meaningful patterns and trends in the data that might otherwise be difficult to discern. For example, it can help identify whether a series is growing or declining over time or whether there are cyclical patterns that repeat at regular intervals. Removing the effects of seasonality can also reduce noise and variability in the data, making it easier to detect trends and changes over time.

Another critical benefit of seasonal adjustment is that it can improve the accuracy of statistical analyses and forecasts. When seasonality is present in a time series, failing to account for it can lead to inaccurate conclusions and forecasts. By removing seasonal fluctuations, seasonal adjustment can help analysts make more accurate forecasts and predictions about future trends and patterns in the data.

Seasonal adjustment is significant for high-frequency time series data, as it can help identify and remove multiple seasonal fluctuations present at shorter time intervals. With the development of technology, high-frequency time series data is increased and often used to follow changes in economic indicators such as stock prices, consumer spending, and employment rates.

Another vital benefit of seasonal adjustment for high-frequency time series data is that it can help to reduce the impact of noise and volatility in the data. High-frequency data is often subject to high randomness and volatility, which can obscure underlying trends and patterns. Seasonal adjustment can smooth out these fluctuations, making it easier to identify trends and patterns that may be present.

This thesis study examines the recent seasonal adjustment methods for high-frequency time series which has multiple seasonal patterns. Each approach has its set of strengths and weak-
nesses. Although there is no suitable method for every data, a method should be chosen according to the character of each data set.

The moving average method is primarily used for seasonal adjustment of high-frequency time series data. It involves calculating a moving average of the original data over a fixed time window to smooth out the seasonal fluctuations and identify the underlying trend. The method is simple to implement and effective for data with simple seasonal patterns.

However, the moving average method has limitations in dealing with more complex seasonal patterns and may need to be revised for data with irregularities or outliers. The moving average method is valuable for the seasonal adjustment of high-frequency time series data, but its effectiveness may be limited in certain situations. It is often used in combination with other techniques, such as regression or exponential smoothing, to improve the accuracy of seasonal adjustment and forecasting.

The MSTL method is a popular time series decomposition technique for analyzing and forecasting data with seasonal and trend components. Using STL methods, the MSTL method involves decomposing a time series into three components - trend, seasonal, and remainder.

The trend and seasonal components are estimated using local regression with Loess, while the remainder component is obtained by subtracting the trend and seasonal components from the original series. The method has been effective for a wide range of time series data, including non-linear trends and complex seasonal patterns.

The Daily Seasonal Adjustment (DSA) method is useful for adjusting daily time series seasonally. The method employs an iterative STL-based seasonal adjustment routine and a RegARIMA model to estimate calendar and outlier effects. The order of steps in this method differs from other methods, and it is crucial to account for the effects of weekdays using the complete data before any analysis. The STL method is used for deseasonalizing weekly, monthly, and annual effects and for outlier adjustment. The DSA method provides a robust and efficient way to handle seasonal adjustment in high-frequency daily time series data.

The STR method is a robust and flexible method for seasonal adjustment of high-frequency time series. It is a generalization of the classical STL method, combining it with regression techniques to handle trends and other factors. The STR method decomposes a time series into trend, seasonal, and remainder components. This decomposition is based on fitting a regression model to the time series. The method has several advantages, such as handling complex seasonal patterns, accommodating multiple seasonal cycles, and handling missing values and outliers robustly. The main steps of the STR method involve fitting a linear regression model with the time series as the response variable and covariates representing the trend, seasonality, and any additional effects. Using the STL method, the regression model is then used to obtain residuals, which are further decomposed into trend and seasonal components.

The STR method has a longer processing time than other methods, and it is unsuitable for analyzing large datasets. Specifically, the STR method cannot handle data spanning more
than two years for hourly time series data, whereas other methods, such as MSTL and DSA, can handle long time series. Therefore, when dealing with large datasets, it is crucial to consider the limitations of the STR method and choose alternative methods better suited for the task.

To sum up, seasonal adjustment of high-frequency time series with multiple seasonal patterns is essential for the success of other time series analysis methods, such as forecasting, because seasonal adjustment is a pre-adjustment step in time series analysis.

In conclusion, seasonal adjustment is essential in analyzing time series data, especially high-frequency data, to remove seasonal fluctuations and reveal underlying trends and patterns. The choice of seasonal adjustment method depends on the characteristics of the data, with each method having its unique strengths and weaknesses. The moving average, MSTL, DSA, and STR methods are among the popular techniques used for seasonal adjustment of high-frequency time series data. Overall, the appropriate seasonal adjustment technique can significantly improve the accuracy of statistical analyses and forecasting of high-frequency time series data.

In future work, Deep Learning models, such as LSTM, GRU, and other deep learning models can be used for seasonal adjustment. Since high-frequency data generally have many observations, the Deep Learning models can work better. They can capture complex patterns in the data and can handle large amounts of data. State Space Models are also used to detect the seasonal patterns of the data. Wavelet transform can also be used for the seasonal adjustment of high-frequency data. These methods can be studied in the future.
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CHAPTER 6

APPENDIX

Given the large dataset used in this thesis, it is only feasible to include some of the analysis results in the main text. Therefore, some analysis results are provided in the appendix for curious readers. The appendix contains a selection of results from the seasonal adjustment of the data using different methods.

6.1 Weekly Time Series

6.1.1 The US Weekly Rail Traffic

The US Weekly Rail Traffic tracks the volume of goods transported by rail in the US weekly. It is viewed as a trustworthy indicator of economic activity because it images the movement of raw materials, commodities, and finished goods across the country. The US Weekly Rail Traffic data has become increasingly important in recent years due to its effectiveness in predicting economic growth and identifying potential financial risks. For instance, changes in rail traffic volume can predict shifts in consumer demand or changes in industrial production, which can affect GDP growth and other economic indicators. The correct analysis and interpretation of this series are of great importance to economists, policymakers, and analysts. The decisions on economy can be mistakenly taken for underlying trends if an increase or decrease due to seasonality is misinterpreted. Being able to decompose the series properly will also be helpful for forecasting.

In order to better understand and interpret the data, a time series plot is shown in Figure 6.1.
As seen in Figure 6.1 the data has periodic movements. It may have multiple seasonal patterns.

ACF and PACF graphs are also essential to understand the data structure. For this reason, Figure 6.2 shows the ACF and PACF graphs of rail traffic data.

According to ACF and PACF graphs, the lag 52 and its multiples have significant lags. Since one year includes 52 weeks, it may have yearly seasonality.

To check multiple seasonality, the Box-Plots for the monthly and yearly intervals can help better sentiment to the seasonal data structure.
Figure 6.3: The Box-Plots of the US Weekly Rail Traffic Data Monthly and Yearly

Figure 6.3 shows the median of box plots changed in August, while the median was stable for the first seven months. So, there may be periodic movement in summer and winter. The median and the lower quartile change during the year in the yearly plot. The upper quartile is below the remaining weeks in some weeks, such as 22, 27, and 36.

The time series is imputed for the pre-processing step, as mentioned in Chapter 3.5. The data also have anomalies. The anomaly detection result is shown in Figure 6.4.

Naive Method Result

The naive method is applied to the data. It uses the basic moving average method, as mentioned in Chapter 3.1. The seasonal periods are operated monthly ($30/7 = 4$) and yearly ($365/7 = 52$).

The results of the naive method for rail traffic data are given in Figure 6.5.
When examining the results, the rail traffic data shows strong monthly and yearly seasonality. The rail traffic data peaks at the end of the month while it troughs at the end of the year. Since the moving average method assumes the existence of seasonality, the decomposition always has strong seasonal patterns. In the residual component, there are similar movements year by year. There are two possible reasons for that. There may be residual seasonality or this similar movement caused by the cycle component of the time series.

**MSTL Result**

The MSTL method is applied to the data, the details are mentioned in Chapter 3.2. The seasonal periods are operated monthly and yearly. The results of the MSTL method for rail traffic data are given in Figure 6.6.
The MSTL method says there is no multiple seasonality. So, there is only one seasonal component. Moreover, when the residual component is examined, there is no evidence of any periodic pattern. It is more accurate than the naïve method.

**STR Result**

As specified in Chapter 3.4, the STR method is applied to the data. The STR method has a "gapCV" parameter set to 52 for rail traffic data.

The results of the STR method for rail traffic data are given in Figure 6.7.

![Figure 6.7: The STR Method Results for the US Weekly Rail Traffic Data](image)

Like the MSTL method, the STR method couldn’t find the multiple seasonality. Monthly seasonality is smoother than the MSTL method and also the residual component.

**Result for the US Weekly Rail Traffic**

Figure 6.8 shows the results of all the seasonal adjustment methods for rail traffic.
Figure 6.8: The Seasonally Adjusted Series Result of All Methods for the US Weekly Rail Traffic Data
Based on the graphical representations, it can be observed that the STR method failed to decompose the seasonal effect of the data accurately. In contrast, the results of the other methods were similar.

The ACF and PACF plots for the seasonally adjusted series are shown below.

Figure 6.9: The Seasonally Adjusted Series ACF-PACF Plots for the US Weekly Rail Traffic Data

The ACF plots exhibit similar behaviors for both the MSTL and STR methods, but the PACF plot of the MSTL method displays more significant lags at seasonal lags.
6.1.2 Weekly GDP Tracker of Türkiye

OECD releases a weekly tracker of GDP for select countries, including Türkiye. This data provides valuable insights into these countries’ real-time economic activity and growth. The weekly tracker offers an up-to-date picture of the economy and is a valuable tool for policymakers, economists, and investors to monitor financial performance. By providing timely and accurate information, the OECD’s weekly tracker of GDP plays an essential role in understanding the economic health of the countries.

Figure 6.10 provides a graphical representation of the data over time.

The time series has an increasing trend. There are multiple seasonal behaviors.

To comprehend the data structure, it is necessary to examine the ACF and PACF graphs. Thus, in Figure 6.11, the ACF and PACF graphs of Weekly Tracker are presented.

According to the PACF graph, there are no significant lags where the ACF graph slow decay.
The box-plots provide a graphical representation of data distribution across different periods, allowing for easy identification of seasonal patterns and anomalies.

In Figure 6.12, it can be observed that the median and upper quartile of the box plots do not exhibit significant changes monthly, and the plots appear to be highly symmetric. However, yearly, the median does show some variation over time. Additionally, the length of the upper quartile is higher during the first few weeks of the year compared to the other weeks.

The data contains anomalies which are illustrated in the anomaly detection outcome displayed in Figure 6.13.

Figure 6.12: The Box-Plots of the Weekly Tracker of GDP for Türkiye as Monthly and Yearly

Figure 6.13: The Anomaly Detection Results of the Weekly Tracker of GDP for Türkiye
Naive Method Result

The seasonal periods of 4 for monthly and 52 for yearly are used. The outcomes of the naive method on weekly tracker data are presented in Figure 6.14.

Figure 6.14: The Naive Method Results for the Weekly Tracker of GDP for Türkiye

After examining the results, it can be observed that the weekly tracker data shows strong monthly and yearly seasonality patterns. In particular, the weekly tracker data hits its minimum point at the start of each month and the beginning of each year.

MSTL Result

Figure 6.15 displays the results obtained by applying the MSTL method to the weekly tracker data.

Figure 6.15: The MSTL Method Results for the Weekly Tracker of GDP for Türkiye
The monthly seasonal component in the MSTL results exhibits a strong pattern, but the yearly seasonal component appears unstable. A newly seasonal effect is formed at the end of the residual component.

**STR Result**

The outcomes of the STR method with a "gapCV" parameter of 52 on the WEI data are presented in Figure 6.16.

![Graph showing STR Method Results for the Weekly Tracker of GDP for Türkiye](image)

Figure 6.16: The STR Method Results for the Weekly Tracker of GDP for Türkiye

Like the MSTL method, the STR method can decompose irregular yearly seasonal patterns. Moreover, the residual component of the STR method is free from seasonal fluctuations.

**Result for the Weekly GDP Tracker of Türkiye**

Figure 6.17 presents the results of all the seasonal adjustment methods for weekly tracker.
The outcomes of the different methods appear comparable except for the naive method. The
STR method is ineffective in decomposing the data’s seasonal effect.

The ACF and PACF graphs of the seasonally adjusted series are depicted below.

The ACF and PACF graphs exhibit the same patterns.
6.2 Daily Time Series

6.2.1 PM10 in Ankara

PM10 is a type of air pollutant that consists of fine particles with a diameter of 10 micrometers or less. These particles are known to harm human health and the environment. Therefore, the monitoring and analysis of PM10 levels are critical for public health, as exposure to high levels of PM10 can lead to respiratory and cardiovascular issues. PM10 data has been collected and analyzed to identify patterns and trends that can aid in policymaking and reduce air pollution’s negative impact.

Figure 6.19 displays a time series plot which is presented to aid in comprehending and interpreting the data.

![PM10 for 2010-2022 (daily)](image)

Figure 6.19: Time Series Plot of PM10 in Ankara

The graph shows PM10 is very volatile and may have multiple seasonal patterns.

Understanding the data structure requires the use of ACF and PACF graphs, so the ACF and PACF graphs of PM10 are illustrated in Figure 6.20.
The time series exhibits significant lags in both the ACF and PACF graphs, indicating the possibility of multiple seasonal patterns in the data.

Box-Plots for weekly, monthly and yearly intervals can provide a better understanding of the seasonal data structure.
The data contains anomalies which are illustrated in the anomaly detection outcome displayed in Figure 6.22.

![Figure 6.22: The Anomaly Detection Results of PM10 in Ankara](image)

**Naive Method Result**

The seasonal periods of 7 for weekly, 30 for monthly and 365 for yearly are used. The outcomes of the naive method on PM10 data are presented in Figure 6.23.

![Figure 6.23: The Naive Method Results for PM10 in Ankara](image)

The analysis of the PM10 data reveals the presence of noticeable seasonal patterns on a weekly, monthly, and yearly basis. Specifically, the data indicate a decrease in PM10 levels towards the end of each month. Furthermore, while PM10 levels tend to increase during autumn, they decrease during spring.
MSTL Result

The MSTL method is implemented on the data using weekly, monthly and yearly seasonal periods. The outcomes of the MSTL method on the PM10 data are presented in Figure 6.24.

Based on the MSTL method, the PM10 data shows an intense and complex seasonality, with fluctuating weekly seasonal factors. Meanwhile, the monthly seasonal factor is getting very small but smoother.

STR Result

The STR method is utilized on the data, with a "gapCV" parameter of 30 for PM10. The outcomes of the STR method on the PM10 data are presented in Figure 6.25.

Based on the STR method, the PM10 data shows a very small and complex seasonality.
Like the MSTL method, the STR method detected multiple seasonal patterns in the PM10 data. However, the seasonal components identified by the STR method appear smoother than those determined by the MSTL method. Moreover, the weekly and monthly seasonal patterns in the PM10 data appear more stable in the STR method than in the MSTL method.

**DSA Result**

The PM10 data is subjected to the DSA method, which involves adjusting the data for calendar effects. In particular, holiday regressors specific to Türkiye are incorporated to account for any seasonal effects associated with public holidays. Table 6.1 presents the impact of holidays.

**Table 6.1: Calender Effect on PM10 in Ankara**

<table>
<thead>
<tr>
<th>Holiday Names</th>
<th>Coefficient</th>
<th>s.e</th>
<th>t_value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feast of Sacrifice</td>
<td>-6.72</td>
<td>4.28</td>
<td>-1.60</td>
</tr>
<tr>
<td>Feast of Ramadan</td>
<td>-6.20</td>
<td>4.52</td>
<td>-1.40</td>
</tr>
<tr>
<td>New Year’s Holiday</td>
<td>2.03</td>
<td>4.64</td>
<td>0.40</td>
</tr>
<tr>
<td>April 23</td>
<td>4.92</td>
<td>4.69</td>
<td>1.00</td>
</tr>
<tr>
<td>May 1</td>
<td>-3.64</td>
<td>4.70</td>
<td>-0.80</td>
</tr>
<tr>
<td>May 19</td>
<td>-5.13</td>
<td>4.69</td>
<td>-1.10</td>
</tr>
<tr>
<td>July 15</td>
<td>-4.14</td>
<td>6.87</td>
<td>-0.60</td>
</tr>
<tr>
<td>August 30</td>
<td>0.36</td>
<td>4.70</td>
<td>0.10</td>
</tr>
<tr>
<td>October 29</td>
<td>0.12</td>
<td>5.40</td>
<td>0.00</td>
</tr>
<tr>
<td>Saturdays</td>
<td>0.27</td>
<td>0.75</td>
<td>0.40</td>
</tr>
<tr>
<td>Sundays</td>
<td>-0.10</td>
<td>0.75</td>
<td>-0.10</td>
</tr>
</tbody>
</table>

The calendar effect is also shown in Figure 6.26.

![Figure 6.26: The Calender Effect for PM10 in Ankara](image)
Figure 6.27 displays the final output of the DSA method after calendar adjustment.

Like the MSTL and STR methods, the DSA method also identifies decreasing seasonal components. The seasonal patterns of the PM10 data vary over time. However, compared to the STR method, the DSA results are more volatile.

**Result for PM10 in Ankara**

Figure 6.28 presents the results of all the seasonal adjustment methods for PM10.
Figure 6.28: The Seasonally Adjusted Series Result of All Methods for PM10 in Ankara

The outcomes of the different methods appear comparable except for the naive method, which has a volatile result.
The ACF and PACF graphs of the seasonally adjusted series are depicted below.

![ACF and PACF graphs](image)

**Figure 6.29: The Seasonally Adjusted Series ACF-PACF Plots for PM10 in Ankara**

The ACF and PACF plots indicate that the MSTL method detects significant seasonal patterns. On the other hand, the ACF and PACF plots for the Naive and DSA methods show better results.
6.2.2 CO in Bahçelievler

The CO in the air dataset is a subset of the CO dataset that focuses on measuring the concentration of carbon monoxide (CO) in the atmosphere of Bahçelievler/Ankara. The dataset includes daily measurements of CO levels obtained from several monitoring stations located in different parts of Ankara.

In order to better understand and interpret the data, a time series plot is shown in Figure 6.30.

![Time Series Plot of CO in Bahçelievler](image)

The seasonal pattern data is presented in Figure 6.30. On the other hand, Figure 6.31 illustrates the ACF and PACF graphs of the CO dataset.

![ACF and PACF Graphs of CO in Bahçelievler](image)

The ACF plot demonstrates a clear seasonal pattern, indicating a high probability of the presence of multiple seasonality in the series.

Box-Plots can be utilized to examine the seasonal data structure further and identify potential multiple seasonalities.
The yearly plot demonstrates a prominent seasonal behavior, with a decrease in CO levels during the summer months and an increase during winter, which is attributed to heating sources in winter. However, the median values in the weekly and monthly plots remain relatively stable.

The time series data is processed with imputation as a pre-processing step, and the anomaly detection results are presented in Figure 6.33.
Naive Method Result

The data is processed using the naive method, and the outcomes of the naive method applied to CO are presented in Figure 6.34.

![Figure 6.34: The Naive Method Results for CO in Bahçelievler](image)

The results indicate that the CO dataset displays notable seasonal patterns on a weekly, monthly, and yearly basis.

MSTL Result

The MSTL method is utilized to process the data, and the results of applying the MSTL method to CO are presented in Figure 6.35.

![Figure 6.35: The MSTL Method Results for CO in Bahçelievler](image)

Intense and complex seasonality is indicated by the MSTL method, and the weekly seasonal component displays a declining seasonal trend.
STR Result

The STR method is applied to the data, and the results of the STR method are presented in Figure 6.36.

Figure 6.36: The STR Method Results for CO in Bahçelievler

The seasonal components, including the monthly and yearly seasonality, have a smoother formation in the results of the STR method compared to those of the MSTL method.

DSA Result

The DSA method is applied to the data. In this method, CO is also calendar adjusted with the holiday regressors are created for Türkiye.

The effect of the holiday effect is shown in Table 6.2.

Table 6.2: Calendar Effect on CO in Bahçelievler

<table>
<thead>
<tr>
<th>Holiday Names</th>
<th>Coefficient</th>
<th>s.e</th>
<th>t value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feast of Sacrifice</td>
<td>39.2166</td>
<td>56.18085</td>
<td>0.7</td>
</tr>
<tr>
<td>Feast of Ramadan</td>
<td>-127.47827</td>
<td>60.74086</td>
<td>-2.1</td>
</tr>
<tr>
<td>New Year’s Holiday</td>
<td>74.67858</td>
<td>81.98897</td>
<td>0.9</td>
</tr>
<tr>
<td>April 23</td>
<td>118.6269</td>
<td>81.3787</td>
<td>1.5</td>
</tr>
<tr>
<td>May 1</td>
<td>-80.35244</td>
<td>81.40483</td>
<td>-1</td>
</tr>
<tr>
<td>May 19</td>
<td>-48.36273</td>
<td>81.38308</td>
<td>-0.6</td>
</tr>
<tr>
<td>July 15</td>
<td>-6.03361</td>
<td>118.30115</td>
<td>-0.1</td>
</tr>
<tr>
<td>August 30</td>
<td>18.17256</td>
<td>84.75209</td>
<td>0.2</td>
</tr>
<tr>
<td>October 29</td>
<td>80.19258</td>
<td>88.30855</td>
<td>0.9</td>
</tr>
<tr>
<td>Saturdays</td>
<td>10.27951</td>
<td>12.20297</td>
<td>0.8</td>
</tr>
<tr>
<td>Sundays</td>
<td>7.81526</td>
<td>12.19325</td>
<td>0.6</td>
</tr>
</tbody>
</table>
The calendar effect is also shown in Figure 6.37.

The result of the DSA method is given in Figure 6.38.

The DSA method gives similar results to the MSTL method. However, the weekly seasonal component is more stable than the MSTL method.

**Result for CO in Bahçelievler**

Figure 6.39 shows the results of all the seasonal adjustment methods for the CO.
Figure 6.39: The Seasonally Adjusted Series Result of All Methods for CO in Bahçelievler

The visual outputs of the methods show that the resulting series are comparable.

The ACF and PACF plots for the final seasonally adjusted series are shown below.
The ACF graphs exhibit similar patterns, while the PACF graphs in the STR method show dissimilarities by having insignificant lags. Almost all the lags fall within the white noise band.

6.2.3 Bike Hiring in Washington

The daily bike hiring dataset of the U.S. contains the number of bikes rented daily in Washington, D.C. Figure 6.41 provides a visualization of the time series data to facilitate data interpretation.

The plot displays that the bike hiring data exhibits multiple seasonal patterns.
The ACF and PACF graphs of bike hiring are illustrated in Figure 6.42.

![ACF and PACF Graphs](image)

**Figure 6.42: The ACF and PACF Graphs of Bike Hiring in Washington**

The time series exhibits significant lags in both the ACF and PACF graphs. PACF graph shows the seasonal pattern in the monthly seasonal lags.

Box-Plots for weekly, monthly and yearly intervals can provide a better understanding of the seasonal data structure.

![Box-Plots](image)

**Figure 6.43: The Box-Plots of Bike Hiring in Washington Weekly, Monthly and Yearly**

The box plot for the yearly data displays a higher median and upper quartile in summer. Similarly, the box plot for the yearly data indicates a seasonal pattern. However, the box plot for the weekly data shows a consistent median value.
The data contains anomalies which are illustrated in the anomaly detection outcome displayed in Figure 6.44.

![Anomaly Detection Results of Bike Hiring in Washington](image)

**Figure 6.44: The Anomaly Detection Results of Bike Hiring in Washington**

**Naive Method Result**

The results of the naive method on bike hiring data are presented in Figure 6.45.

![Naive Method Results for Bike Hiring in Washington](image)

**Figure 6.45: The Naive Method Results for Bike Hiring in Washington**

The examination of the bike hiring data indicates the existence of significant seasonal patterns occurring weekly, monthly, and yearly.
**MSTL Result**

The results of the MSTL method on the bike hiring data are shown in Figure 6.46.

![MSTL Method Results](image)

Figure 6.46: The MSTL Method Results for Bike Hiring in Washington

According to the results obtained using the MSTL method, the weekly seasonal factor of the bike hiring data exhibits fluctuations while the monthly seasonal factor remains stable.

**STR Result**

The outcomes of the STR method on the bike hiring data are presented in Figure 6.47.

![STR Method Results](image)

Figure 6.47: The STR Method Results for Bike Hiring in Washington

Like the MSTL method, the STR method found multiple seasonal patterns in the bike hiring data. However, the seasonal components detected by the STR method seem smoother compared to those identified by the MSTL method.
DSA Result

The DSA method is applied to the bike hiring data; the outcome is presented in Figure 6.48.

The seasonal components identified by the DSA method are smoother and more stable compared to other methods. In addition, the trend component is able to capture all data movements more accurately.

Result for Bike Hiring in Washington

Figure 6.49 shows the results of all the seasonal adjustment methods for bike hiring.
The graphical representations of the methods indicate that the seasonal effect of the data could not be accurately decomposed by the naive method, and the outcomes of the other methods are similar.
The ACF and PACF plots for the final seasonally adjusted series are shown below.

Figure 6.50: The Seasonally Adjusted Series ACF-PACF Plots for Bike Hiring in Washington

The ACF and PACF plots show relative movements. However, the DSA method shows more non-significant lags compared to the other methods.
6.3 Hourly Time Series

6.3.1 Hourly Bike Hiring in London

The bike hiring in London dataset has information about the London, UK bike hiring system. It is an hourly data set that contains two years of data.

In order to better understand and interpret the data, a time series plot is shown in Figure 6.51.

![Figure 6.51: Time Series Plot of Hourly Bike Hiring in London](image)

Figure 6.51 shows that the bike sharing data exhibit significant periodic movements and multiple seasonal patterns.

In order to gain a better comprehension of the data arrangement, it is crucial to analyze the ACF and PACF charts illustrated in Figure 6.52.

![Figure 6.52: The ACF and PACF Graphs of Hourly Bike Hiring in London](image)

The ACF and PACF plots suggest a pronounced seasonal pattern in the data, with significant lags. Specifically, the PACF plot reveals a daily seasonality, evidenced by the significant lags occurring at intervals of 24 hours and its multiples.
To explore the presence of multiple seasonal patterns, investigating the Box-Plots at daily, weekly, monthly, and yearly intervals can offer a more specific understanding of the seasonal structure of the data.

Figure 6.53: The Box-Plots of Hourly Bike Hiring in London Daily, Weekly, Monthly and Yearly

The Box-Plot for hourly intervals demonstrates a clear daily seasonal pattern, as evidenced by the increase in the median values at the beginning and end of the working hours. This observation is logical, considering that peoples often use bikes for commuting to work during these periods. Consequently, at the weekends, the number of bike hirings decreases. The monthly plot has a seasonal pattern in spring and summer due to the good weather conditions.

For the preprocessing stage, the time series was imputed. The outcome of the anomaly detection is presented in Figure 6.54.
Naive Method Result

The data was subjected to the naive method, and the output of the hourly bike hiring predictions is illustrated in Figure 6.55.

The resulting graphic indicates the presence of significant seasonal patterns in hourly bike hiring. A seasonal movement is also seen in the last observations of the residual component.
MSTL Result

The MSTL method is applied to the data, and the results for hourly bike hiring are given in Figure 6.56.

All of the anticipated elements exhibit stable seasonal patterns, with the impact of seasonality decreasing towards the end of the data for the daily and weekly seasonal components.

STR Result

The bike hiring data is processed using the STR method. The outcomes of applying the STR method to the hourly bike hiring are depicted in Figure 6.57.

Figure 6.56: The MSTL Method Results for Hourly Bike Hiring in London

Figure 6.57: The STR Method Results for Hourly Bike Hiring in London
Compared to the results obtained from the MSTL method, the seasonal components generated by the STR method are smoother and more stable.

**Result for Hourly Bike Hiring in London**

The final seasonally adjusted results for all approaches is given below.

![Seasonal Adjusted Series Result](image)

Figure 6.58: The Seasonally Adjusted Series Result of All Methods for Hourly Bike Hiring in London
Upon examining the graphical output, it appears that the results obtained from the MSTL method are smoother than the others.

The seasonally adjusted series’ ACF and PACF plots are presented below.

The ACF plot of the MSTL method deviates from the others, whereas the PACF plot exhibits significant lags at daily intervals. The graphical outputs of both the Naive and STR methods also reveal seasonal patterns.

Figure 6.59: The Seasonally Adjusted Series ACF-PACF Plots for Hourly Bike Hiring in London

The ACF plot of the MSTL method deviates from the others, whereas the PACF plot exhibits significant lags at daily intervals. The graphical outputs of both the Naive and STR methods also reveal seasonal patterns.