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Boron is a micronutrient with many physiological roles. Although high levels of in vitro exposure to boric acid (BA), the physiologically abundant form of Boron, have been associated with cytotoxicity in several studies, relatively little is known about the cytotoxic mechanisms of BA. Herein, the gene expression profiles of BA treatment of HepG2 cells at three growth-inhibitory concentrations, $\mathrm{IC}_{50}, \mathrm{IC}_{25}$, and $\mathrm{IC}_{12.5}$, were investigated with microarray technology. The analyses revealed key biological processes, pathways and regulatory processes elicited by in vitro BA treatment at growth-inhibitory doses. The pathway-level transcriptomic changes were consistent for all three levels of BA with some nuances. Regardless of the concentration, cell cycle and apoptosis were significantly overrepresented in the downregulated and upregulated lists of genes, respectively. These terms were less prominently enriched at the $\mathrm{IC}_{12.5}$ level. Furthermore, contrary to the higher concentrations, $D N A$ repair was not significantly enriched at $\mathrm{IC}_{12.5}$. At all three concentrations, in vitro BA treatment stimulates a marked increase in the expression of UDP-glucuronosyltransferase genes. All transcriptomic profiles exhibited significantly altered metabolism, especially lipid/steroid metabolism, despite some subtle differences concerning concentration. BA-associated regulation events were investigated through network analyses at all concentrations. Overall, BA-induced transcriptomic changes at growth-inhibitory concentrations pointed toward a senescence-like fate with early-apoptotic markers. Deregulation of DNA repair processes was noticeable at higher doses and might be linked to concentration-dependent genotoxicity examined in a previous study.
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## ÖZ

# HEPG2 HÜCRE HATTINDA BÜYÜME KISITLAYICI DERİŞİMLERDE BORİK ASİT İLE OLUŞAN TRNSKRİPTOMİK DEĞİŞİKLİKLER 

Ayşegül Tombuloğlu<br>Doktora, Sağlık Bilişimi Departmanı<br>Tez Yöneticisi: Doç. Dr. Yeşim Aydın Son

Mart 2023, 91 sayfa

Bor, birçok fizyolojik rolü olan bir mikrobesindir. Bor'un fizyolojik formu olan borik aside (BA) yüksek düzeyde in vitro maruziyet, çeşitli çalışmalarda sitotoksisite ile ilişkilendirilmiş olsa da BA'nın sitotoksik mekanizmaları hakkında bilinenler nispeten azdır. Bu çalışmada, HepG2 hücrelerinin üç büyüme kısıtlayıcı derişimde ( $\mathrm{IC}_{50}, \mathrm{IC}_{25}$ ve $\mathrm{IC}_{12.5}$ ) BA muamelesiyle ilişkili gen ekspresyon profilleri mikrodizin teknolojisi ile incelenmiştir. Büyüme kısıtlayıcı dozlarda in vitro BA muamelesi ile ortaya çıkan temel biyolojik süreçler, yolaklar ve düzenleyici süreçler analizlerle ortaya çıkarılmıştır. Yolak seviyesindeki transkriptomik değişiklikler, bazı nüanslarla birlikte üç BA seviyesinin tümü için tutarlıdır. Derişimden bağımsız olarak, hücre döngüsü ve apoptoz, sırasıyla aşağı regüle-edilen ve yukarı regüle edilen gen listelerinde önemli ölçüde fazla temsil edilmiştir. Bu terimler, $\mathrm{IC}_{12.5}$ seviyesinde daha az belirgin bir şekilde yoğunlaşmıştır. Ayrıca, daha yüksek derişimlerin aksine, DNA onarımı $\mathrm{IC}_{12.5}$ 'te önemli ölçüde yoğunlaşmamıştır. Her üç derişimde de in vitro BA muamelesi, UDPglukuronosiltransferaz genlerinin ifadesinde belirgin bir artışı tetiklemiştir. Tüm transkriptomik profiller, derişimle ilgili bazı ince farklılıklara rağmen, önemli ölçüde değişen metabolizma, özellikle lipid/steroid metabolizması sergilemiştir. Ağ analizi, çeşitli Bor ile ilişkili düzenleyici olayları ortaya çıkarmıştır. Genel olarak, büyüme önleyici konsantrasyonlarda BA kaynaklı transkriptomik değişiklikler, erken apoptotik belirteçlerle senesens benzeri bir hücre kaderine işaret etmektedir. DNA onarım düzensizliği, daha yüksek dozlarda belirgindir ve önceki bir çalışmada araştırılan derişime-bağlı genotoksisite ile bağlantılı olabilir.

Anahtar Kelimeler: Borik asit, Büyüme kısıtlaması, Mikrodizin, Ağ Analizi, HepG2
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## CHAPTER 1

## INTRODUCTION

Boron (B) is the fifth element in the periodic table and is one of the most widely distributed elements in the world. In nature, it does not exist in elemental form but is included in the composition of minerals as borate. Boron minerals are of strategic importance for Turkey since $62 \%$ of the global borax mines are localized in Turkey, and Boron-based products contribute significantly to the export revenues (Poslu \& Arslan, 1995)

Boron has been attributed biological and evolutionary significance due to its chemical properties. It can form various biomolecular interactions mainly by forming complexes with cis-diol groups. In this way, Boron crosslinks polysaccharides in plant cell walls and phenolic byproducts. Moreover, it can bind ribose in central molecules like RNA, ATP, NAD, and FAD (Power \& Woods, 1997). Borates might also contribute to regulating enzymatic reactions by chelating with histidine and serine in the active site of serine proteases (Hunt, 1998).

Through the ability to form relatively stable cis-diol bonds, borates might have catalyzed ribose formation and contributed to nucleic acid evolution. Moreover, borates might have catalyzed the formation of precursors of central biomolecules like amino acids and carboxylic acids (Saladino et al., 2011).

Boron might be central to the RNA and amino-acid metabolism demonstrated in diverse experimental settings. Yeast responds to Boron toxicity by undergoing metabolic alterations in the synthesis of RNA and amino-acid (Uluisik, Kaya, Fomenko, et al., 2011; Uluisik, Kaya, Unlu, et al., 2011). In an acellular assay, 10 mM boric acid led to a massive increase in mRNA synthesis (Dzondo-Gadet et al., 2002). Boric acid might also inhibit the second step of RNA splicing in a reversible and concentration-dependent manner (Shomron \& Ast, 2003).

Boron is an essential micronutrient in plants, some bacteria, algae, frogs, and fish. World Health Organization classified it as "potentially essential" for humans. Despite a broad spectrum of evidence regarding the beneficial health effects of Boron, its essentiality in humans and higher animals remains controversial due to methodological limitations (Sosa-Baldivia A et al., 2016).

Many researchers assume boric acid is the naturally occurring form of Boron within the body. Boric acid is eliminated from the human body with a half-life of approximately 21 hours when taken by intravenous injection or orally. Since breaking the B-O bond requires very high energy, boric acid is removed from the body and filtered through the kidneys without any metabolic changes (Murray, 1998).

Boron products are widely consumed, yet our knowledge about the mechanisms of Boron toxicity is limited. Mechanistic understanding of Boron toxicity is important for the safety of employees of the Boron industry and those who consume Boron-containing products. In this chapter, the growing techno-industrial significance of Boron will be briefly covered, and current literature on the toxicity and the molecular mechanisms elicited by Boron-based chemicals will be explored.

### 1.1 Significance of Boron in industry and biotechnology

Boron is used in the manufacture of glass, pottery, perborates, wood conservatives, fire extinguishers, paper, and agricultural products (Schubert, 2003). Besides its use in a broad spectrum of industrial commodities, Boron has many potential applications as an input to novel products (Ciani \& Ristori, 2012). According to a survey between 19811983 , nearly 500000 workers were exposed to boric acid of approximately 140000 tonnes. In 1991, the estimated amount of Boron compounds produced was about 3 million tonnes (Moorman et al., 2000). Boron compounds have attracted much attention in recent decades as potential drug and biomedical product components. An example is the cancer drug that treats multiple myeloma and mantle cell lymphoma with the active compound bortezomib (Chen et al., 2011). Boron Neutron Capture Therapy is a promising method to eliminate tumors around the neck and the head with minimal damage to surrounding healthy tissues (Ahmad \& Alsaad, 2007). The ability of Boron compounds to interact with the carbohydrates integrated within the cell membrane makes them good candidates for the functionalization of nano-transport systems in gene therapy (Piest \& Engbersen, 2011). As an antimicrobial agent, Boron compounds are being studied for the prevention of contamination of urine (Appannanavar et al., 2013; Lum \& Meers, 1989), the therapy of trichomonas vaginalis (Brittingham \& Wilson, 2014) and otomycosis (Del Palacio et al., 2002). Anti-genotoxic effect against numerous chemicals (Turkez et al., 2012), dietary benefits in health and development (Hunt, 2012), anti-inflammatory effect (Cao et al.,
2008), roles in wound healing (Benderdour et al., 2000), and cellular differentiation (Apdik et al., 2015; Ying et al., 2011) are among the many uses of Boron.

Boron-derived chemicals possess substantial therapeutic potential due to biochemical characteristics (Hunter, 2009; Soriano-Ursúa et al., 2014). Recently, new drugs were discovered by scanning a library of chemicals in which Boron was added sporadically (Hunter, 2009). Studies indicate the protective role of Boron supplementation in daily diet on prostate cancer and cervical cancer (Cui et al., 2004; Korkmaz et al., 2007; Müezzinoğlu et al., 2011). Anti-proliferative effect of boric acid/borax has been demonstrated with DU-145, LNCaP, and HepG2 cell lines (Barranco \& Eckhert, 2004; Wei et al., 2016).

The wide range of uses and potential applications in medical fields lead to numerous studies on Boron toxicity (Dieter, 1994; Duydu et al., 2011; El-Dakdoky \& Abd ElWahab, 2013; Farfán-García et al., 2016; Ku et al., 1993; Scialli et al., 2010; SorianoUrsúa et al., 2014; Tavil Sabuncuoglu et al., 2008; Weir \& Fisher, 1972). On the other hand, biomolecular toxicity mechanisms of Boron in animals have yet to be studied extensively.

### 1.2 Toxicology of Boron compounds

Since many Boron-containing compounds are processed to boric acid in the body as a final product that is not further metabolized due to the high energy required to break the B-O bond, many toxicity studies focus on boric acid than other Boron containing compounds (Murray, 1998). At high doses, boric acid is detrimental to many mammalian organisms. In various rat strains, $\mathrm{LD}_{50}$ of boric acid was determined to be $3000 \mathrm{mg} / \mathrm{kg}$ $5000 \mathrm{mg} / \mathrm{kg}$, and $\mathrm{LD}_{50}$ of borax is $4500 \mathrm{mg} / \mathrm{kg}-6000 \mathrm{mg} / \mathrm{kg}$ (Weir \& Fisher, 1972). An increase in incidences of death was observed in rats fed with diets supplemented with boric acid (Dieter, 1994). In CD1 mice, $\mathrm{LD}_{50}$ of boric acid was found to be $2150 \mathrm{mg} / \mathrm{kg}$, whereas various Boron-containing compounds exhibited $\mathrm{LD}_{50}$ values ranging between $460 \mathrm{mg} / \mathrm{kg}$ and $2600 \mathrm{mg} / \mathrm{kg}$ (Soriano-Ursúa et al., 2014).

The most remarkable effects of boric acid treatment in animals at chronically and subchronically toxic doses are developmental and reproductive. Dose-associated reproductive toxicity was observed in rats fed with food containing varying doses of boric acid for nine weeks. Doses in the 3000-4500 ppm range lead to restricted sperm formation. In the 6000-9000 ppm range, irreversible testicular atrophy occurred (Ku et al., 1993). Developmental abnormalities were seen in the progeny of rats and mice fed with food supplemented with $0.1 \%-0.4 \%$ boric acid during their pregnancy. Boric acid was associated with increased prenatal deaths and decreased pup body weights. Expansion of lateral ventricles in the brain and shortened rib XIII are among the abnormal developmental manifestations of a high-level boric-acid diet in these animals (Heindel et al., 1992).

Boric acid has been identified as one of the four chemicals that should be prioritized in reproductive toxicity studies due to the heavy industrial use and the adverse reproductive effects observed in animal experiments (Moorman et al., 2000). In many studies involving employees exposed to high doses of Boron, no notable adverse effects on reproduction were found. In a survey carried out with 542 workers, any significant association could not be found between Boron exposure and fertility (Whorton et al., 1994). Any difference in reproductive performance and semen quality was not observed for 75 workers in China subjected to high Boron levels (Scialli et al., 2010). In another study, the blood concentration of Boron in workers was measured as 499.2 ppb , which is far below the levels causing unwanted effects in animal studies (W. A. Robbins et al., 2010). In an investigation on Boron-exposed workers in Bandırma, any association of Boron exposure with any criteria of reproductive toxicity could not be drawn (Duydu et al., 2011).

On the other hand, in a large study carried out with 63 industial workers, 38 people residing in an environment with high Boron levels and 44 people residing in a location with low Boron levels, significant statistical associations were found between the ratio of Y chromosome to X chromosome, sex frequency in newborn babies and Boron levels in various biological fluids (Robbins et al., 2008). Another study also examined a low Y:X chromosomal ratio in workers. Boron concentration in blood, semen, or urine, however, was not correlated with the ratio of sex chromosomes (Scialli et al., 2010). Although the mechanisms of reproductive effects induced by Boron are not studied extensively, findings indicate that boric acid leads to infertility in male animals by decelerating DNA synthesis (El-Dakdoky \& Abd El-Wahab, 2013).

The genotoxic effect of Boron-containing compounds has been the subject of many studies, findings of which differ according to the type of the compound, applied dose, and the biological system. At low doses, rather than causing DNA damage, some borates can heal the damage caused by genotoxic species to a certain extent. When applied to lymphocytes, potassium tetraborate reduced oxidative damage at $1.25,2.5$, and $5 \mathrm{mg} / \mathrm{ml}$ concentrations (Çelikezen et al., 2014). In many studies boric acid acted as antioxidant reversing the genotoxic effects of chemicals such as paclitaxel (Turkez et al., 2010), aflatoxin (Turkez \& Geyikoglu, 2010), titanium dioxide (Turkez, 2008), vanadium tetroxide (Geyikoglu \& Turkez, 2008), lead, cadmium (Ustündağ et al., 2014), arsenic, bismuth, cadmium and mercury (Turkez et al., 2012).

Boric acid did not induce sister chromatid exchange when applied to human lymphocytes; chromosomal aberrations occurred only in high concentrations such as $400-1000 \mathrm{pg} / \mathrm{ml}$ (Arslan et al., 2008). Acute exposure to Boron and boric acid in zebrafish has led to dosedependent genotoxic effects (Gülsoy et al., 2015). According to the micronucleus test chromosomal damage ratio was higher in the lymphocytes of workers exposed to Boron trifluoride and Boron trichloride than in workers who were not exposed to these chemicals (Winker et al., 2008). The bacterial mutagenicity of thirteen different Boronic acids was assessed with the Ames test. Twelve of thirteen Boron-containing compounds were positive in bacterial chemical mutagenicity (O’Donovan et al., 2011). However, four of the nine Boronic acids yielded positive results in genotoxicity tests performed with eukaryotic cells. Moreover, weak mutagenic effects were observed in mammalian cultures involving various borax ores (Landolph, 1985).

According to several case reports, boric acid poisonings result in kidney failure if not treated quickly enough (Corradi, Brusasco, Palermo, \& Belvederi, 2010; Ideura et al., 1998; Schmutz \& Gillet-Terver, 2003; Webb, Stowman, \& Patterson, 2013). In these poisonings, rapid excretion of the boric acid through the urine before any damage to the kidney tissues is critical. Oliguria and anuria are seen in many patients as a result of the poisoning (Wong et al., 1964). Autopsies of children poisoned with high-dose boric acid did not reveal kidney glomerular changes. However, toxic nephrosis symptoms such as cloudy swelling, fat degeneration, and congestion were observed (Young et al., 1949). A 57 -year-old man in Japan was poisoned after consuming disinfectants containing large amounts of boric acid and suffered kidney failure. Percutaneous renal biopsy performed 30 days later in the patient treated with hemodialysis showed signs of necrosis and degeneration in the renal proximal tubule epithelium (Ideura et al., 1998).

The link between Boron and chronic renal disease needs to be better understood due to a lack of studies. Boron is involved in vitamin D metabolism and both may be linked to chronic kidney disease (Swaminathan, 2013). It has been suggested that exposure to Boron and Boron-containing compounds may cause chronic kidney disease in Southeast Asia (Pahl et al., 2005). In a large-scale study in which boric acid was administered to rats at the subacute level, it was shown that Boron accumulates in the kidney tissue and causes histopathological results in the kidneys depending on the dose and time. Boron at the subacute level causes deterioration, particularly in proximal tubule tissue (Tavil Sabuncuoglu et al., 2008). In another study, tissue integrity, proximal tubule, and glomerulus damage were observed in the kidneys of rats who were fed 375 mg of boric acid per kg per day. It was observed that consuming Omega-3 and an equal amount of boric acid reduced kidney tissue damage (Nacar et al., 2014). In rats, it has been discovered that long-term low-dose Boron ingestion also has a harmful impact that vitamin C can counteract (Abdel-Hamied, 2015). Acute boric acid exposure in trout caused pathological changes such as glomerular edema, glomerulonephritis, deterioration of tubular epithelium, and hyaline deposition in the tubular lumen (Topal et al., 2015).

Boron is distributed similiarly with little to no accumulation in soft tissues. It accumulates mainly in bones. In rats fed 9000 ppm boric acid for seven and 28 days, in addition to accumulation within the bones, the highest amout of B deposition was detected in the kidneys and adrenal tissues among the soft tissues (Moseman, 1994). Boron accumulation in tissues was investigated after intraperitoneal injection of Boronophenylalanine (BPA), sodiumborocaptate (BSH), and boric acid chemicals into rats. The highest amount of Boron among soft tissues was found in the kidney. For all three chemicals, the amount of Boron detected in the kidneys is higher than the amount of Boron in the blood (Chou et al., 2009). In dogs given 55 mg of BSH per kilogram, the Boron concentration reached its highest values in the kidneys and liver at the 2nd, 6th, and 12th hours (Kraft et al., 1994). The highest Boron accumulation in soft tissues was again in the kidneys in rats given 2-

25 mg of Boron daily for six weeks. The Boron concentration measured in the kidney for each dose is 1.5-2 times the plasma concentration (Samman et al., 1998).

In animal studies investigating the toxicities of boric acid at acute, chronically, and subchronically toxic levels, changes in kidney weight are commonly observed in animals fed with boric acid at various doses. Male and female rats fed 4500 ppm boric acid for 27 weeks showed a decrease in kidney/adrenal tissue weights compared to the control group. In rats that consumed 400 mg of boric acid for 45 days, kidney weights on the 10th and 30th days were lower than the control, but this effect was not observed on the 45th day (Tavil Sabuncuoglu et al., 2008). In various studies the kidney weights of pregnant animals consuming boric acid were observed to be higher than the control group in postnatal measurements (Heindel et al., 1992; Price et al., 1996).

The SLC4 family of proteins includes mammalian homologs of BOR1, known as the Boron transport protein in plants. These proteins, known as sodium bicarbonate transporters, are extensively expressed in the kidneys and regulate cellular pH (Frommer \& von Wirén, 2002; Romero, 2005). NaBC1 is one of the mammalian homologs of the borate transport protein in plants. It is most expressed in the salivary gland and renal tubule. There is evidence that NaBC 1 has functions in Boron transport, homeostasis, cell growth, and proliferation (Park et al., 2004a). However, according to the results of another study, this protein does not play a role in Boron transport (Ogando et al., 2013). SLC4A11 knock-out mouse mutant manifested changes in urine density and excretion (Gröger et al., 2010). The expression rate of SLC4A2 and SLC4A3 genes from the SLC4 family increased in HEK293 cells exposed to boric acid (Akbas \& Aydin, 2012). Boronsupplemented feeding led to changes in $\mathrm{NaBC1}$ expression in the small intestine and kidney in developing pigs (Liao et al., 2011).

### 1.3 Molecular mechanisms of Boron toxicity

Studying the mechanisms of chemical toxicity is becoming more important in risk assessment studies. Investigating action profiles of chemicals at the genome level is a new and popular area of research. Gene expression patterns in cell behavior might be more meaningful in toxicity inference than sole quantitative measurements of cell damage (Roberts et al., 1997).

Studies on Boron-dependent testicular toxicity have demonstrated that boric acid dosedependently decreases the rate of DNA synthesis in germ cells and causes infertility in male animals. The anticarcinogenic potential of boric has been the subject of many investigations with many cancerous cell lines. Boric acid has been observed to suppress proliferation in different prostate cell lines without activating apoptotic pathways. The proliferation-suppressing effect is proportional to the in vitro concentration of boric acid
(Barranco \& Eckhert, 2004). Boric acid binds to the cADPR molecule in the DU- 145 prostate cell line, reducing the calcium ion concentration in the luminal region of the endoplasmic reticulum (Kim, Hee, Norris, Faull, \& Eckhert, 2006). It has been shown that boric acid at a concentration of $10 \mu \mathrm{M}$ inhibits proliferation by activating the EIF2a pathway associated with endoplasmic reticulum stress (Kobylewski et al., 2016).When the osteoblastic cell line NOS-1 was cultured in a medium containing 0.1 mM boric acid, calcium ion flux across the cell membrane was increased. In this way, the Boron supplementation in the culture medium has been observed to increase osteoblastic activity (Capati et al., 2016). Boric acid has apoptotic effects at 1 mM concentration in healthy lymphocyte cells and the HL-60 acute leukemia cell line (Canturk et al., 2016). Treatment of HEPG 2 cells with 4 mM borax has been reported to suppress proliferation by increasing the expression of apoptosis-related genes such as p53, Bcl-2, and Bax (Wei et al., 2016).

Microarray experiments have been performed on various species to understand better the molecular mechanisms underlying the biological responses to Boron deficiency or abundance.

Gene expression patterns of Saccharomyces cerevisiae cultured in a medium with high levels of Boron were scrutinized using microarrays. Microarray data analysis revealed that protein and amino acid metabolism gene were among the most differentially regulated genes in response to Boron stress (Kaya et al., 2009). Other genes were clustered in functional categories such as cell organization, signaling, electron transport, energy, transcription, and stress. Researchers identified ATR1 protein as a Boron efflux pump essential for tolerating yeast Boron stress. The transcription factor gen4 orchestrated the activity of ATR1 and gen2 mediated inhibition of protein synthesis in Boron-stress (Uluisik, Kaya, Fomenko, et al., 2011).

High concentrations of environmental Boron lead to plant toxicity, manifesting in arrested root growth. Microarrays customized for A. thaliana to investigate Boron toxicity revealed increased expression of genes involved in cell wall modification and genes acting in the ABA signaling pathway, which is essential in root growth. Expression levels of genes involved in water transport, food transport, and glucosinolate biosynthesis declined in response to Boron toxicity. Transcriptomic patterns accompanying toxic Boron levels are similar to mechanisms of water stress (Aquea et al., 2012). In another microarray study with a barley species sensitive to Boron toxicity, pathways associated with environmental stress were uncovered (Oz et al., 2009). In the roots of A. thaliana grown at Boron deficient conditions, 12 genes had over a 3-fold expression level. One of the genes known as NIP5 is a membrane protein and was validated with qRT-PCR (Takano et al., 2006). Microarrays designed for tobacco were hybridized with mRNA samples obtained at five different time intervals to understand the effects of Boron deprivation on a time course. Expression levels of 124 expressed sequence tags changed significantly in at least one of the intervals. Altered levels of expression were also confirmed with an independent
microarray experiment. Homology analysis showed that 33 genes are homologs of proteins with known functions. Among these are genes essential in metabolism, transcription, and protein modification (Kobayashi et al., 2004).

This study will examine the transcriptomic profile of HepG2 cells exposed to Boron using high-throughput technology. Gene lists obtained as a result of microarray analysis will be explored with network analysis which will facilitate the elucidation of toxicity mechanisms using the scientific knowledge in databases. Network analysis might also reveal clues about the physiological effects of BA.

## CHAPTER 2

## METHODS

### 2.1 Microarray Dataset

Microarray experiments were designed to study the gene expression changes in the HepG2 cell line as a response to boric acid treatment at different growth-inhibitory concentrations. The cell culture experiments were conducted at Güray Lab, METU Biological Sciences. HepG2 cells were grown at $3 \times 10^{5}$ cells $/ \mathrm{ml}$ density within 35 mm cell culture dishes and treated with either $0.1 \%$ DMSO (control group) or boric acid dissolved in $0.1 \%$ DMSO (treatment group). The cells were cultured for 24 hours. Two separate sets of experiments were carried out to investigate the effects of boric acid treatment at three different concentrations. In the first experiment set, HepG2 cells were treated with 24 mM boric acid, the half maximal inhibitory concentration ( $\mathrm{IC}_{50}$ ). Total RNA samples were harvested from treated cells $(\mathrm{n}=3)$ and untreated cells $(\mathrm{n}=3)$ by Qiagen RNeasy total RNA isolation kit (Qiagen, Germany). The quality and amount of RNA samples were checked using Biodrop Nanodrop (United Kingdom). The absorbance ratio of 260/280 for all the RNA samples was in the 1.8-2.0 range, and the RNA integrity number was higher than 8.0. cDNA was prepared from RNA samples and subsequent microarray hybridizations at Ankara University Biotechnology Center. The samples were processed and hybridized to GeneChip ${ }^{\circledR}$ Human Gene-1.0-st. Affymetrix arrays according to the manufacturer's protocols.

In a later set, the cells were treated with boric acid at $\mathrm{IC}_{25}$ and $\mathrm{IC}_{12.5}$ levels. Total RNA samples were harvested from cells treated with 12 mM boric acid $\left(\mathrm{IC}_{25}, \mathrm{n}=3\right), 6 \mathrm{mM}$ boric $\operatorname{acid}\left(\mathrm{IC}_{12.5}, \mathrm{n}=3\right)$, and untreated cells $(\mathrm{n}=3)$ by Thermo Scientific GeneJET RNA isolation kit (Thermo Scientific, USA). The RNA samples' quality and concentration were checked using Biodrop Nanodrop (United Kingdom). The absorbance ratio of 260/280 for all the RNA samples was in the 1.8-2.0 range. The samples were stored at $-80^{\circ} \mathrm{C}$. Samples were transferred to the Boston University Microarray Processing Unit in dry ice. Quality control and concentration measurements of the samples were repeated after the delivery.

The A260/A280 ratios were in the range of 1.8-2.0. Although some of the A260/A230 measurement ratios were slightly lower than the expected range (2.0-2.5), these were considered sufficient to continue hybridization (App. Table 1). Hybridizations of each sample were carried out with Affymetrix Human 1.0 ST microarray chip at Boston University Microarray Processing Unit.

As a result of the experiments, two sub-datasets jointly containing 15 CEL files were obtained. All subsequent analyses and plot visualizations were performed in R using R base and Bioconductor packages unless stated otherwise.

### 2.2 Quality Control and Preprocessing of Microarray Data

In order to check for the quality metrics of the datasets, Affymetrix online quality control module's source code was downloaded, and the quality control procedures were performed (Eijssen et al., 2013). Among many tests and quality metrics, the following were mainly used to evaluate the data quality. The relative technical quality of the microarrays was assessed with the RLE (Relative Log Expression) and NUSE (Normalized Unscaled Standard Error) metrics. The log-signal distributions of the raw microarray data and the RMA-normalized microarray data were examined by box plots. MA plots were used to investigate the signal-dependent technical quality of both raw and RMA-normalized microarray data.

The Limma package (Smyth, 2005) of Bioconductor was used for the preprocessing step. The data were normalized and summarized using RMA. Brainarray cdf hugene10sthsenstcdf version 23 (Dai et al., 2005) mapped the probe sets to Ensembl transcript codes. For network analyses, hugene10sthsensgcdf (Dai et al., 2005) was used.

### 2.3 Identification of Differentially Expressed Genes

### 2.3.1 Differentially Expressed Genes at $\mathrm{IC}_{50}$ Level

Differentially expressed transcripts in HepG2 cells treated with boric acid at $\mathrm{IC}_{50}$ level were found using eBayes moderated t-test from the limma package (Smyth, 2005). Statistically significant transcripts (BH adjusted $\mathrm{p}<0.05$ ) with a log2-fold-change larger than two were selected as differentially expressed transcripts. The transcripts selected according to the filtering criteria were visualized with a Volcano plot. Upregulated and downregulated gene sets were determined by mapping the selected transcripts to official gene symbols using Biomart database October 2018 archive.

### 2.3.2 Differentially Expressed Genes at $\mathbf{I C}_{25}$ and $\mathbf{I C}_{12.5}$ levels

User guide of the limma package (Smyth, 2005) was used to conduct ANOVA analysis to investigate the changes in transcript expressions depending on boric acid concentration. Then, statistically significant changes were determined for each treatment level using an eBayes t-test (according to predetermined contrasts). In this test, transcripts with a BHcorrected p-value less than 0.05 and showing a 2 -fold logarithmic change in both directions were accepted as the changing list. The selected transcripts in each treatment group were visualized using Volcano plots. By determining the official gene symbols corresponding to the selected transcripts using Biomart database October 2018 archive, the downregulated gene list and the upregulated gene list were determined for each level.

### 2.3.3 Statistical validation

Follow-up tests were conducted to ensure the reliability and validity of the statistical tests used to find DEG lists at consecutive levels. Two separate procedures were used to determine the lists of upregulated and downregulated transcripts. At first, eBayes t-tests were carried out separately for each RMA-processed dataset of each inhibitory concentration. Secondly, the raw microarray data were preprocessed first using vsnrma, including background correction, vsn normalization, and summarization with median polish. Then quantile normalization was carried out. The two-step preprocessing procedure was necessary to combine data into a unified dataset with individual samples with similar distributions. One-way ANOVA and eBayes t-tests were conducted to determine transcriptomic changes within three levels according to three planned contrasts ( $\mathrm{IC}_{50}$-Control, $\mathrm{IC}_{25}$-Control, $\mathrm{IC}_{12.5}$-Control). Two distinct methods of multiple test adjustment were used to determine the differentially expressed transcript lists. The method 'separate' BH adjustment procedure was carried out for each planned contrast separately. In the global method, the BH adjustment was made by considering all the tests in all planned contrasts.

Results were compared with the previous findings to check for validity and any potential problems with the computation. To visualize how resulting lists relate to each other, upregulated and downregulated lists were first transformed into binary matrices, which were used to calculate cosine distance. Then correlation maps were built separately for upregulated and downregulated lists based on calculated cosine metrics.

### 2.4 Heatmap Visualization

All datasets were combined and normalized with fRMA (McCall et al., 2010), a variant of RMA that can compensate for the batch effect. The top 2500 genes having the highest variance within the integrated dataset were visualized using the software at the website heatmapper.ca(Babicki et al., 2016) . Heatmap was also plotted with the fRMA normalized log-signals of the known housekeeping genes as a control.

### 2.5 Pathway and Gene Ontology Enrichment Analyses and Visualization

DAVID Bioinformatics platform tools (Huang et al., 2007) were used to identify pathways and gene ontologies enriched within the genes of interest. Upregulated and downregulated genes identified were submitted separately to the DAVID Online Bioinformatics Platform. Pathways and GO categories with Benjamini-Hochberg adjusted FDR $<0.05$ were determined as significantly enriched pathways.

The joint list of differentially expressed genes from the $\mathrm{IC}_{50}$ dataset was fed into the DAVID functional enrichment tool to conduct a subsequent enrichment analysis. Significant functional annotations for KEGG and Reactome pathways, GO-MF terms, GO-BP terms, and KEGG and Reactome pathways were remapped onto a broader integrated network using EnrichmentMap (Bader et al., 2014; Merico et al., 2010) and WordCloud (Oesper et al., 2011).

### 2.6 Motif Analysis

To obtain the motif list of transcription factors, the DNA sequences located at [-750, 250] position of the transcripts according to the transcription start site were downloaded from the Ensembl database, and the motif sequences were downloaded from the HOCOMOCO database (Kulakovskiy et al., 2013). The DNA sequences in the [-750, 250] position, were scanned with the FIMO program (Grant et al., 2011). Motif data, including possible transcription factor-gene relationships, were obtained for every transcript.

### 2.7 Reconstruction of the PANDA Networks and Module Discovery

PANDA analysis(Glass et al., 2013) was carried out using the pandaR package using the default settings. As the initial step, regulatory networks were obtained for each treatment condition and the respective controls. RMA normalized expression datasets, protein-
protein interaction data of transcription factors (Ravasi et al., 2010), and motif data from the previous step were provided as inputs. A separate analysis was carried out for each condition ( $\mathrm{IC}_{12.5}, \mathrm{IC}_{25}, \mathrm{IC}_{50}$, and both control groups). At the end of the analysis, a regulatory network, a coregulatory network, and an updated TF interaction table were obtained.

To obtain the condition-specific networks (difference networks), the difference in the scores of regulatory edges from the control and treatment networks was calculated. The difference network was centered and scaled to fit a normal distribution. The final Z-scores greater than 1.96 and lower than -1.96 are selected as the meaningful edges to obtain Consolidating Interaction (with higher regulation scores in treatment, $\mathrm{Z}<1.96$ ) and Weakening Interaction (with lower regulation scores in treatment $\mathrm{Z}>1.96$ ) Regulatory Networks.

The final networks were also filtered to involve only the selected gene list. As a result, two networks were obtained for each concentration, namely, Consolidating Interaction Regulatory Subgraphs (CIRS) and Weakening Interaction Regulatory Subgraphs (WIRS) with selected genes.

The ALPACA package(Padi \& Quackenbush, 2018) revealed the differential modular structure of the resulting networks. The ALPACA algorithm was run with the combined regulatory edges of the control and treatment networks. The resulting communities were further narrowed down according to the differential modularity score, including the top 5 TFs and 50 target genes. Using a modified version of the liststogo function from the package, enrichment analyses were carried out with the lists of the top 50 target genes to find significant GO_BP and KEGG terms. The communities with significant terms (BH adj. $\mathrm{p}<0.05$ ) were kept while others were eliminated. The representative biological processes were chosen according to the following process. Among the terms changing in a 5-fold range of the minimal adjusted p-value, the term with the highest Odds Ratio was selected as the representative module process. For ease of interpretation, the organ-level terms were ruled out. The resulting communities were colored according to the module number and were visualized using the Cytoscape (Shannon et al., 2003).

### 2.8 Calculation of the Optimal Coregulatory Subgraphs

The forest module of OMICS-Integrator software (Tuncbag et al., 2016) was used to calculate optimal subgraphs from the coregulatory networks obtained with the PANDA algorithm. The input files were prepared with R, while the forest runs were performed within the Jupyter Notebook with Python 3 libraries. Omics-Integrator2 was installed from Github the example code was modified to carry out parameter sweeps with coregulatory networks for each condition.

Lists of DEG were provided as terminals with absolute log-fold-change values as the prizes. The first differential PANDA coregulatory network which was provided as the input network was obtained by calculating the difference between the treatment coregulatory network and the appropriate control coregulatory network. Probabilities were estimated from the centered and scaled edge weights of the differential coregulatory network using the formula $\mathrm{p}=2$ * $\mathrm{pnorm}(-\mathrm{abs}(\mathrm{E}))$ ) where E represents normalized edge weights. Those edges with $\mathrm{p}<0.1$ were selected as the input network, and estimated p values were given as costs.

A total of 30 parameter sets were provided within the algorithm with beta values of 0.1 , $0.25,0.5,1,5,10$; omega values of $0.05,0.5,1,2,5$, and a $G$ value of 3 . The parameter set beta $=10$, omega $=5, \mathrm{G}=3$ for all three coregulatory networks retrieved the maximal coverage of terminals and many Steiner nodes (App. Figure 5). The resulting subgraph obtained with this parameter set was selected as the optimal coregulatory subgraph.

An intersection network was also built from the shared nodes in multiple coregulatory networks. The node size was determined based on the commonality in the three networks. The nodes were colored according to Average $\operatorname{logFC}$, and the $\operatorname{logFC}$ values at each condition were added as a line graph inset within the nodes.

## CHAPTER 3

## RESULTS

### 3.1 Microarray Data Quality

The relative technical qualities of the microarray samples are comparable and valid (App. Figure 1-4). After RMA normalization, arrays show similar log-signal distribution (App. Figure 1). MA plots were used to investigate the signal-dependent technical quality of raw and RMA-normalized microarray data. Arrays have very little signal-related bias which disappeared after RMA normalization (App. Figure 3). The general structure of the data set and the clustering patterns of the samples were examined by PCA, dendrogram, and correlation graph methods before and after RMA normalization (App Figure 2,4). The clustering of the experimental groups in these plots was as expected after the RMA normalization. Microarray quality control analyses showed the sufficient quality of the microarray dataset and the suitability of the RMA normalized dataset for analysis.

### 3.2 Identification of Differentially Expressed Genes

### 3.2.1 Differentially Expressed Genes at Half-maximal Inhibitory Concentration ( $\mathrm{IC}_{50}$ )

The eBayes moderated t-test was used to identify transcripts with variable expression levels in boric acid-treated HepG2 cells at the $\mathrm{IC}_{50}$ level. 7116 transcripts had significantly different expression levels ( BH adjusted $\mathrm{p}<0.05$ ) and more than two log-fold-change in expression in treated cells. 2805 transcripts were upregulated, and 4311 were downregulated among differentially expressed transcripts. The differentially expressed transcripts can be discerned as the blue points in the Volcano Plot (Figure 1). The
transcripts were mapped to official gene IDs using Biomart database October 2018 archive.


Figure 1: Volcano plot showing the transcripts identified at $\mathrm{IC}_{50}$ level

### 3.2.2 Differentially Expressed Genes at Lower Inhibitory Concentrations ( IC $\mathbf{2 5}^{25}$ and $\mathrm{IC}_{12.5}$ )

Data were analyzed with one-way ANOVA; then, statistically significant transcripts that changed at each boric acid concentration were determined by eBayes t-test. 13815 transcripts corresponding to 2469 genes at the $\mathrm{IC}_{12.5}$ level, and 19643 transcripts corresponding to 3550 genes at the $\mathrm{IC}_{25}$ level were determined as the differentially expressed transcripts ( BH adjusted $\mathrm{p}<0.05$ and $\operatorname{logFC}>1$ ).

Volcano plots show that microarray hybridizations successfully elucidate the transcript profile whose expression is altered due to boric acid. Transcripts above the red lines (BH adjusted $\mathrm{p}<0.05, \operatorname{logFC}>1$ ) were selected as the group whose expression changed (Figure 2). The transcripts were mapped to official gene IDs using Biomart database October 2018 archive.

DEG IC12.5


DEG IC25


Figure 2: Volcano plots showing the transcripts identified at $\mathrm{IC}_{12.5}$ (top-figure) and $\mathrm{IC}_{25}$ (bottom-figure) levels

### 3.2.3 Statistical Validation of the Primary Findings

To check for the reliability and the validity of the primary results, the statistical tests used to obtain the list of differentially expressed transcripts were reperformed using different methodologies.

In this study, ANOVA was used to test the effect of two inhibitory levels of BA $\left(\mathrm{IC}_{12.5}\right.$, $\mathrm{IC}_{25}$ ) on HepG2 cells using the second microarray dataset. After ANOVA, DEG lists for each level were obtained via eBayes t-tests through planned contrasts. Testing each concentration level separately with eBayes without fitting a linear model yielded very similar number of upregulated or downregulated transcripts. Furthermore, the correlation map showed that the results of separate eBayes $t$-tests were nearly identical with the planned contrasts after ANOVA (App Figure 11, 12).

In a separate statistical validation procedure, all the microarray data were combined into one dataset using a proper preprocessing method. The effect of BA level was investigated using ANOVA and the DEG lists at each level were then obtained with eBayes $t$-tests on the planned contrasts. This procedure yielded substantially lower number of upregulated and downregulated transcripts for all three levels (App. Table 2). Despite the smaller volume of the findings in this procedure, the relative sizes and the contents of the DEG lists at three levels were similar with the other tests (App. Figure 11, 12, App. Table 2). Performing the BH multiple test thresholding separately for each contrast or globally including all subsequent tests did not have an observable effect on the results (App. Table $2)$.

Overall, the primary findings in this study were robust to changes in the chosen statistical methodologies.

### 3.3 Enrichment Analyses

Enrichment analyses were performed independently for each DEG list to understand better the transcriptomic changes in response to boric acid at the growth inhibitory concentrations. Over-represented pathways or GO terms have been identified for upregulated or downregulated transcript lists.

### 3.3.1 $\quad$ IC $_{50}$ level

250 GO terms and 58 pathways were significantly enriched in downregulated transcripts, while 116 GO terms and 11 pathways were significantly enriched in upregulated transcripts. The most highly enriched biological processes in the downregulated transcript collection were DNA replication and the cell cycle. Nucleoside binding and chromosome-
related terms are the most strongly enriched terms in down-regulated transcripts. As biological processes, xenobiotic glucuronidation, regulation of molecular function, regulation of phosphorus metabolism, and intracellular signaling are among the top significantly enriched GO terms associated with upregulation. As molecular functions, glucuronosyltransferase activity, protein heterodimerization activity, enzyme inhibitor activity, enzyme binding, and small molecule binding terms are among the top significantly enriched GO terms associated with upregulation (Figure 3).


Figure 3: Top 10 significantly enriched GO categories in HepG2 cells treated with boric acid at $\mathrm{IC}_{50}$ level (Published at Tombuloglu et al., 2020).

In addition to gene ontologies, the top 20 enriched pathways from the Reactome and KEGG pathways (Figure 4) included DNA repair mechanisms like homologous DNA repair, nucleotide excision repair, mismatch repair, and pathways related to DNA synthesis like activation and assembly of the pre-replicative complex are among the list of enriched pathways in the transcriptional response that is downregulated in conjunction with DNA replication and the cell cycle. Primary downregulated responses include
metabolic pathways, steroid and cholesterol production, and transcription factor SREBFregulated pathways. Many metabolic pathways, such as the pathways for drug metabolism, chemical carcinogenesis, and p53 signaling, were discovered as enriched upregulated pathways with the highest relevance (Figure 4).


Figure 4: Top 10 significantly enriched KEGG pathways in HepG2 cells treated with boric acid at $\mathrm{IC}_{50}$ level (Published at Tombuloglu et al., 2020)

A second functional enrichment analysis was conducted with the entire list of differentially expressed transcripts to comprehend the biological processes triggered by boric acid treatment and the relationships between enrichment results. The results were then visualized in a network constructed using EnrichmentMap (Bader et al., 2014; Merico et al., 2010). The network was made up of nodes corresponding to significantly enriched terms connected by the edges signifying similarities in the transcript content of the node (Figure 5 published at Tombuloglu et al., 2020) .

WordCloud is a helpful tool for finding and labeling functional clusters in a network (Oesper et al., 2011). Nine major functional clusters were determined (Figure 5). A considerable degree of similarity exists across these clusters, which can be confirmed via the strong connections between the four of them: DNA repair, cell cycle, nucleotide binding, and DNA organization. Downregulated transcripts predominately comprise the functional transcript sets in these four categories (Figure 5).
Since lipid and amino acid metabolism are closely related, common transcripts likely participate in both processes. The total betweenness of the transcript sets involved in Xenobiotic metabolism is considerably greater than other clusters in the enrichment-terms network. The elevated glucuronyltransferase transcripts that reflect glucuronidation-
related terms are observed as dark red nodes at the center of the Xenobiotic Metabolism Cluster (Figure 5).


Figure 5: Enrichment terms network built for HepG2 cells treated with boric acid at IC $\mathrm{S}_{5}$ level (published at Tombuloglu et al., 2020)

### 3.3.2 $\quad \mathrm{IC}_{25}$ level

Among the top ten enriched GO categories associated with the BA treatment at the $\mathrm{IC}_{25}$ level, terms related to cell cycle for the downregulated genes (Figure 7), terms related to xenobiotic metabolism and apoptotic process were noticeable (Figure 8). In the whole enrichment results of the downregulated genes, terms related to DNA repair were present which is similar with the $\mathrm{IC}_{50}$ case.


Figure 6: Top 10 significantly enriched GO categories in downregulated transcripts of HepG2 cells treated with boric acid at $\mathrm{IC}_{25}$ level


Figure 7: Top 10 significantly enriched GO categories in upregulated transcripts of HepG2 cells treated with boric acid at $\mathrm{IC}_{25}$ level

### 3.3.3 IC12.5 level

The most noticable categories among the top 10 results of the enrichment analysis at the $\mathrm{IC}_{12.5}$ level, were the ones related to metabolism, including lipid metabolism and amino acid for the downregulated genes (Figure 9) and xenobiotic metabolism for the upregulated genes (Figure 10). Similar with the $\mathrm{IC}_{50}$ and $\mathrm{IC}_{25}$ cases, cell cycle processes were also overrepresented within the downregulated gene list (Figure 9). Unlike higher concentrations, DNA repair term was not found within the whole enrichment results of the downregulated genes (data not shown).


Figure 8: Top 10 significantly enriched GO categories in downregulated transcripts of HepG2 cells treated with boric acid at $\mathrm{IC}_{12.5}$ level


Figure 9: Top 10 significantly enriched GO categories in upregulated transcripts of HepG2 cells treated with boric acid at $\mathrm{IC}_{12.5}$ level

### 3.4 Network Analysis

The reconstructed regulatory networks depict the differential TF-gene relations that change in BA treatment conditions compared to the control. At each dose of BA, two subnetworks were obtained to visualize the interaction of the DEG with the targeting TFs: one with increasing TF-target interaction scores and one with decreasing TF-target scores. Increasing TF-target interaction scores indicate consolidation of the regulatory relations; hence the subnetworks comprised of such TF-target relations will be called Consolidating Interaction Regulatory Subnetwork (CIRS). Similarly, decreasing scores represent the weakening of the TF-target relations. The subnetworks with declining scores will be called Weakening Interaction Regulatory Subnetworks (WIRS).

Evaluating the changes in network topology with the differential network approach is problematic due to the abundance of uncertain edges, the presence of dual-signed scores, and the loss of contextual meaning when concentrating on the perturbed interactions while ignoring common ones. Moreover, using conventional modularity maximization techniques may fail to detect smaller communities with biological relevance. Therefore, the differences in regulatory network structure were investigated with ALPACA, specifically designed to deal with these challenges (Padi \& Quackenbush, 2018). The novel modules with significant enrichment scores were studied in detail. Coregulatory networks were also presented as biologically relevant subgraphs depicting the gene coexpression relations iteratively revised with information from the regulatory interactions and minimized with Prize Collecting Steiner Forest algorithm (Tuncbag et al., 2016).

Together, network analyses helped identify critical molecular interactions associated with the growth inhibitory BA concentrations.

### 3.4.1 $\quad$ IC $_{50}$ level

The CIRS-IC ${ }_{50}$ consists of 2160 edges representing the interactions between 156 transcription factors (TFs) and 236 target genes comprising 120 upregulated and 116 downregulated genes. In this subgraph, CTCFL with 75 outgoing edges has the highest number of altered interactions with the DEG, followed by IRF3 which has 74 outgoing edges (Figure 10).

The WIRS-IC ${ }_{50}$ consists of 2144 edges portraying the interactions between 147 TFs with 76 upregulated and 150 downregulated genes. Interestingly, IRF3 has the highest number of weakening interactions with the DEG with 89 outgoing edges. Two densely connected components can be discerned in both subgraphs. In the CIRS-IC ${ }_{50}$, most target genes are localized within the first component, and upregulated genes were overrepresented. The
second component has relatively few target-genes majority of which are downregulated. In the WIRS-IC $_{50}$, a large proportion of the DEG, mostly downregulated, were confined within the first component. In contrast, a few DEG, most of which are upregulated, were found within the second component (Figure 11).

SREBF genes, SREBF1 and SREBF2, which were downregulated at the $\mathrm{IC}_{50}$ level and were predicted as key regulatory molecules in the previous enrichment analyses, are located as TFs within the second connected component of the CIRS-IC ${ }_{50}$ and WIRS-IC ${ }_{50}$ (Figure 10, 11).

The coregulatory subgraph involved the DEG represented as diamonds and Steiner nodes represented as ellipses. Any biological processes other than the known ones could not be identified with the novel nodes (App. Figure 8).


Figure 10: The CIRS-IC ${ }_{50}$ representing the regulatory interactions with increasing scores relative to the control ( $Z$ score $<-1.96$ )


Figure 11: The WIRS-IC ${ }_{50}$ representing the regulatory interactions with decreasing edge scores relative to the control ( Z score $>1.96$ )

Analyzing the differential modular structure of the $\mathrm{IC}_{50}$ regulatory network revealed a total of 25 network communities changing in reaction to BA treatment at the $\mathrm{IC}_{50}$ level. The communities were refined using the differential modularity scores to obtain mini modules involving the top 5 transcription factors and 50 target genes. Among the 25 mini-modules, 13 were significantly enriched for cellular processes and pathways. Representative terms were chosen by considering both the adjusted p-value and the Odds-ratio. The three most significant terms (adj. $\mathrm{p}<0.002$ ) enriched within the modules were Keratinization (black module), RNA secondary structure unwinding (purple module), and Response to type I interferon (orange module) (Figure 12). These were followed by the chosen terms (adj. $\mathrm{p}<0.05$ ), Excretion (dark yellow module), Fat digestion and absorption (green module), Endocytosis (brown module), Steroid hormone biosynthesis (yellow-green module), Taurine metabolic process (golden yellow module), Catecholamine secretion (dark purple module), Phosphatidylinositol phosphorylation (pink module), Fc epsilon RI signaling pathway (cyan module) and the least significantly enriched Lysine degradation (turquoise module) (Figure 12).

The selected modules were highly interconnected through intermediary nodes acting as TF in one module and target in another (Figure 12). The purple module associated with RNA secondary structure unwinding had the TFs (TFAP2B, RFX1, MBD2, CTCF, and CTCFL) with the highest outdegree of the subgraph, targeting 56 nodes (Figure 12). These were followed by the four TFs of the brown subgraph (RARA, ZNF121, THRA, and PAX5) with an outdegree of 55 and IRF3 of the turquoise module with an outdegree of 54 (Figure 12).
Most members within the selected modules were not found among differentially expressed genes (Figure 12). Some differentially expressed TFs (BH adj. $\mathrm{p}<0.05$ ) within the subgraph are ZNF260 ( $\mathrm{LFC}=1.55$ ), ZNF146 ( $\mathrm{LFC}=1.38$ ) within the golden module, ZNF121(LFC=1.02), THRA (LFC=-1.15) within the brown module and SREBF2(LFC= -1.5) within the yellow-green module (Figure 12).


Figure 12: Selected de novo mini-modules of the $\mathrm{IC}_{50}$-BA-regulatory network and the representative biological processes enriched within the list of module's gene targets.

### 3.4.2 $\quad \mathrm{IC}_{25}$ level

The CIRS-IC 25 is a subgraph comprising 9336 edges representing interactions between 147 transcription factors and 530 target DEG. 323 of the target genes were downregulated and 207 were upregulated. Among the TFs, SP1 and ZNF320 have the highest number of consolidating interactions with 250 and 244 outgoing edges (Figure 13). On the other hand, the WIRS-IC 25 subgraph, which contains 9757 edges, shows the interactions between 150 TFs and 184 upregulated, 384 downregulated genes. ZNF320 which has 391 outgoing edges, is the TF with the highest number of weakening interactions with the DEG in this subgraph (Figure 14).

In the coregulatory subgraph DEG were represented as diamonds and the Steiner nodes as ellipses. Any biological processes other than the known ones could not be identified with the novel nodes (App. Figure 9).


Figure 13: The CIRS-IC ${ }_{25}$ representing the regulatory interactions with increasing scores relative to the control ( Z score $<-1.96$ )


Figure 14: The WIRS-IC ${ }_{25}$ representing the regulatory interactions with decreasing edge scores relative to the control ( Z score $>1.96$ )

Upon conducting an analysis of the differential modularity of the $\mathrm{IC}_{25}$ network, 42 communities were found to be differentiating in response to BA treatment at this level. Further refinement of these communities resulted in mini modules, each consisting of the top 5 transcription factors and 50 target genes. Ten mini modules significantly enriched for various cellular processes and pathways were selected for further investigation. Notably, the most significant terms (adj. $\mathrm{p}<0.002$ ) included Response to Type I interferon (orange module), Keratinization (black module), and Negative regulation of calcium iondependent exocytosis (dark purple module) (Figure 15). The remaining significant terms (adj. p<0.05) are as follows: C-terminal protein methylation(cyan), Drug metabolism cytochrome P450 (yellow-green module), Fat digestion and absorption (green module), Arginine and proline metabolism (yellow module), Taurine metabolic process (golden yellow module), Angiotensin-activated signaling pathway (dark green module), N-Glycan biosynthesis (dark yellow module), and Response to salt (lilac) (Figure 15).

Of particular interest was the module associated with N-Glycan biosynthesis, which had the highest number of outgoing edges. The transcription factors of the dark yellow module, namely PATZ1, VEZF1, ZBTB17, MAZ, and SP4, targeted not only the genes within the module but also the TFs of seven other modules (Figure 15).

Many intermediary nodes acted as both transcription factors and targets in two different modules. However, unlike the $\mathrm{IC}_{50}$ modular subgraph, the modules were not fully connected through intramodular interactions via intermediary nodes. The TFs of the lilac and black modules had no interaction with other TFs in other modules. A small proportion of high-confidence intermodular TF-gene interactions was shown as gray edges to reveal how such modules might be interrelated with other modules. TFs of the central dark yellow module also have regulatory interactions with high differential modularity with the genes of these modules (Figure 15).


Figure 15: Selected de novo mini-modules of the $\mathrm{IC}_{25}$-BA-regulatory network and the representative biological processes enriched within the list of module's targets

### 3.4.3 IC 12.5 level

Within the subgraph CIRS-IC 12.5 , there are 6045 edges that represent interactions between 127 transcription factors and 281 DEG which include 154 downregulated genes and 127 upregulated genes. SP3 and KLF3 exhibit the highest outdegrees in the subgraph with 205 and 192 outgoing edges respectively (Figure 16). Meanwhile, the WIRS-IC 12.5 subgraph, consisting of 6997 edges, displays the interactions between 135 transcription factors and 361 genes, 178 upregulated and 183 downregulated. Within this subgraph, SP3 with 205 targeting interactions has the highest outdegree followed by SP1 with 192 interactions with DEG (Figure 17).

In the coregulatory subgraph DEG were represented as diamonds and the Steiner nodes as ellipses. Any biological processes other than the known ones could not be identified with the novel nodes (App. Figure 10).


Figure 16: The CIRS-IC 12.5 representing the regulatory interactions with increasing scores relative to the control ( Z score $<-1.96$ )


Figure 17: The WIRS-IC ${ }_{12.5}$ representing the regulatory interactions with decreasing edge scores relative to the control ( Z score $>1.96$ )

The $\mathrm{IC}_{12.5}$ network was similarly analyzed to find communities with high differential modularity scores, which were then minimized to contain the top 5 TFs and top 50 genes. Fundamental regulatory interactions were investigated by focusing on the mini modules enriched for cellular processes. A total of 35 communities were discovered, and 13 modules were selected for further study.
At the $\mathrm{IC}_{12.5}$ level, the most significant three terms (adj. $\mathrm{p}<0.003$ ) associated with the selected modules were Response to type I interferon (orange module), Spliceosome (pink module), and Fat digestion and absorption (green module) (Figure 18). Other representative terms (adj. $\mathrm{p}<0.05$ ) in the order of significance (adj. $\mathrm{p}<0.05$ ) are Negative regulation of calcium ion-dependent exocytosis (deep purple module), Taurine metabolic process (golden yellow module), Negative regulation of cAMP-dependent protein kinase activity (beige module), Steroid hormone biosynthesis (yellow-green module), PPAR signaling pathway (olive module), Inositol phosphate metabolism (pink module), RNA secondary structure unwinding (purple module), Monoubiquitinated protein deubiquitination (cyan module), TGF-beta signaling (brown module), Positive regulation of mRNA splicing, via spliceosome (lilac module) (Figure 18).


Figure 18: Selected de novo mini-modules of the $\mathrm{IC}_{12.5}$-BA-regulatory network and the representative biological processes enriched within the list of module's gene targets

### 3.5 Intersection of Coregulation Subgraphs

An intersection subgraph (Figure 19) was built from the nodes observed within at least two of the coregulatory subgraphs (App. Figure 8-10). The terminal nodes which represent DEG are shown as diamond whereas Steiner nodes which are nodes discovered by the algorithm are shown as elliptical. The nodes common to all coregulatory subgraphs were depicted as the larger nodes. The log FC values at each level was shown as an inset line graph within these nodes. In general, common nodes had all positive or negative LFC values regardless of the BA treatment level. The node colors represent the average LFC values. It is notable that the gene ARRDC4 and AQP3 were very highly upregulated at all levels of BA treatment. Among the common nodes many were transmembrane proteins or had regulatory functions.


Figure 19: The intersecting coregulatory subgraph. The diamonds are the terminal nodes and the ellipticals are the Steiner nodes. The inset line graph depicts the $\operatorname{logFC}$ values of BA at three concentrations.

## CHAPTER 4

## DISCUSSION

Boric acid is the physiologically available form of Boron, and accumulating evidence demonstrates its role in many biological processes (Barranco \& Eckhert, 2004; Park et al., 2004). Although essential to the diet, high concentrations of boric acid might be hazardous to health (Hunt, 2012; Murray, 1998).

Previously, the dose-dependent toxicity and growth inhibition was monitored by treating HepG2 cells with boric acid at varying amounts. The half-maximum inhibitory concentration of boric acid was estimated to be 24 mM , while a boric acid concentration as low as 5 mM was sufficient to inhibit HepG2 cell growth (Tombuloglu et al., 2020). Several in vitro studies reported minimal growth inhibitory concentrations of boric at a comparable level. Minimal growth inhibitory concentration was estimated as 5 mM for Hek and HeLa (Park et al., 2004), 8 mM for cell lines with skin origin (Apdik et al., 2015), and 6.25 mM for DU-145 cell line (Hacioglu et al., 2020). While a prominent growth inhibition is observed at such doses, boric acid treatment can also promote cell proliferation when administered at micromolar quantities (Park et al., 2004).

This work examined the transcriptomic changes accompanying boric acid treatment of HepG2 cells at three inhibitory concentrations and revealed potential molecular mechanisms. Half-maximal inhibitory concentration ( $\mathrm{IC}_{50}$ ) is the concentration at which the cell growth is reduced at $50 \%$. At $\mathrm{IC}_{50}$ concentration, boric acid treatment of HepG2 cells also led to a significant increase in genotoxic markers, which was bare, although not significantly observed at $\mathrm{IC}_{25}$ or lower doses. $\mathrm{IC}_{12.5}$ concentration is 6 mM , close to the level at which growth inhibitory effects of boric acid start to occur (Tombuloglu et al., 2020).

The transcriptomic profile changed significantly in response to boric acid treatment at all three inhibitory concentrations. At $\mathrm{IC}_{50}$ level inhibition, there is a marked overexpression
of apoptotic genes, including the genes in the p53 signaling pathway, and a large downregulation of genes involved in the cell cycle, DNA repair, chromosomal architecture, and metabolic pathways. These genes include many markers of early apoptosis and cellular senescence (Figure 3,4). Additionally, there was a high enrichment of the pathway phrase "Activation of ATR in response to replication stress" (Data not shown). ATR signal pathway is known to promote a response to DNA breaks described by a halt in the cell cycle or the activation of apoptotic mechanisms. This response may result in cellular senescence when the damage ceases to be fixed (Toledo et al., 2008).

At the $\mathrm{IC}_{25}$, and $\mathrm{IC}_{12.5}$ and concentrations similar gene enrichment terms were obtained when the downregulated and upregulated genes were submitted as distinct lists. At the $\mathrm{IC}_{12.5}$ concentration, cell cycle-related terms (Figure 8,9) are enriched with a lower score than at the $\mathrm{IC}_{25}$ concentration (Figure 6,7). In contrast, metabolic regulation-related terms remain prominent in the list (Figure 8,9). In addition, cell death regulatory terms are enriched with a higher score in the gene list with an increased expression at the $\mathrm{IC}_{25}$ level (Figure 6,7).

Although elevated apoptotic genes suggest activation of early-stage apoptosis, these transcriptional alterations suggest senescence-linked cell cycle arrest as a plausible mechanism of boric acid-induced growth suppression in the HepG2 cell line. A recent hypothesis proposes that downregulated DNA repair mechanisms may be a characteristic of senescent cells and contribute to or worsen DNA damage. According to the hypothesis, E2F functions as a major regulator of senescence by regulating the transcription of DNA repair genes (Collin et al., 2018). Downregulated DNA damage pathways constitute a significant cluster among enriched terms in the transcriptional profile of cells treated with boric acid at $\mathrm{IC}_{50}$ dose (Figure 4). Additionally, it was shown that the list of downregulated transcripts of $\mathrm{IC}_{50} \mathrm{BA}$ treatment dataset was considerably enriched for the E2F-triggered transcription pathway (data not shown). In HepG2 cells treated with boric acid, these transcriptional patterns may be an additional sign of senescence and perhaps have a causal role in DNA damage.

At half-maximal inhibitory concentration, transcriptional reprogramming toward a senescence-like profile was observed. As in many examples reported in the literature (Collin et al., 2018; Kachhap et al., 2010; Mitsiades et al., 2003). DNA damage may occur through sensitization of cells due to downregulated DNA repair-associated response that is correlated with chromosomal organization and cell cycle processes (Figure 5). Direct binding of boric acid to DNA might also be influential, as boric acid has been found to interact with DNA, resulting in the denaturation of the strands in a concentrationdependent way (Ozdemir et al., 2014).

Pathways with decreased expression of DNA repair observed at the $\mathrm{IC}_{50}$ level were also observed at the $\mathrm{IC}_{25}$ level (data not shown) but not at the $\mathrm{IC}_{12.5}$ level (data not shown). DNA repair deregulation also observed at $\mathrm{IC}_{25}$ concentration in this study, might be the primary mechanism behind Boron-associated DNA damage, as several studies show an association between imprinted DNA repair genes with DNA damage and senescence (Collin et al., 2018; Kachhap et al., 2010; Mitsiades et al., 2003).

Recently, inhibition of histone deacetylases and consequent chromosomal instability was proposed as a universal molecular mechanism among eukaryotes underlying doublestrand DNA breaks in response to high Boron stress. Boric acid, at hazardous levels, caused histone hyperacetylation in Arabidopsis thaliana, which is required for chromosomal integrity and shielding DNA from reactive chemicals. A functional 26 S proteasome was required to counteract the high Boron-induced hyperacetylation and genotoxicity (Sakamoto et al., 2018).

Histone deacetylase inhibitors may elicit transcriptional suppression of DNA damage response/repair pathways by decreasing the activity of the E2F transcription factor and increasing sensitivity to DNA damage (Kachhap et al., 2010). Furthermore, healthy cells could repair DNA damage caused by histone deacetylase inhibitors, but cancer cells were unable, giving HDACs an edge in tumor-targeted therapy (Lee et al., 2010).

Inhibition of histone deacetylases may be the primary mechanism behind the DNA damage and senescent-like transcriptional profile of boric acid-treated HepG2 cells considering the concentration-dependent transcriptional responses noticed in our investigation. Histone deacetylation might be a common mechanism throughout eukaryotes leading to B-induced effects. In that case, the cancer-targeted activity of histone deacetylases could explain the anti-carcinogenic benefits of dietary Boron and the increased susceptibility of carcinogenic cell lines to cytotoxic effects of Boron compared to healthy cell lines (Barranco \& Eckhert, 2004; Canturk et al., 2016). Similarities in gene expression patterns between histone deacetylase inhibitors and bortezomib might indicate enzyme inhibition as the principal mechanism of action for boric acid's cytotoxic profile.

Aside from the transcriptional alterations associated with boric acid-related cytotoxicity, boric acid treatment at the $\mathrm{IC}_{50}$ level resulted in metabolic reprogramming, including downregulated amino acid metabolism, lipid metabolism transcripts, and upregulated xenobiotic metabolism transcripts (Figure 3,4). It is important to note that Boron is a hypothetical metabolic regulator in various organisms (Hunt, 1996). A relationship between Boron stress and amino acid metabolism was discovered in yeast, and a dysregulated amino acid regulatory mechanism was hypothesized to contribute to Boron toxicity (Uluisik, Kaya, Fomenko, et al., 2011). Boric acid-related downregulation of steroid and lipid metabolism pathways, as demonstrated in this work, is particularly
noteworthy given the rising interest in Boron's role as a regulator of lipid metabolism. Dietary Boron has been linked to improved plasma lipid profiles (Donoiu et al., 2018) and the prevention of fatty liver (Basoglu et al., 2010).

Boron is also known to have a role in the metabolism of steroid hormones. Boron consumption has been demonstrated to affect estrogen and testosterone plasma levels (Nielsen et al., 1987). Boron may modulate steroid metabolism by catalyzing the addition of hydroxyl groups to hormones or by binding to hormones and preventing them from degradation (Touillaud et al., 2005). Another hypothesis is that Boron interacts with transport proteins, interfering with the binding of steroid hormones (Bello et al., 2018).

The gene expression profiling identified SREBF-regulated expression as a prominent pathway enriched among downregulated genes at $\mathrm{IC}_{50}$ (Figure 4) and $\mathrm{IC}_{12.5}$ levels (Data not shown). Furthermore, SREBF1 and SREBF2 transcripts were shown to be considerably downregulated at all concentrations (Figure 12, 15, 18). SREBP proteins are transcription factors that control the transcription of enzymes and other proteins involved in lipid metabolism (Eberlé et al., 2004). In vitro, investigations with various Boroncontaining substances revealed downregulated SREBF and its downstream targets (Zhao et al., 2014). These findings point to the downregulation of SREBF-mediated metabolic pathways as a critical mechanism in Boron-induced lipid or steroid metabolism changes. Notably, the upregulation of genes encoding Phase I and II metabolic enzymes was examined at growth-inhibiting boric acid levels. As these enzymes have roles in detoxification and steroid metabolism, their expression implies boron detoxification and possible links in steroid activity (McNamara et al., 2013).

Interestingly, specific modules revealed during the differential module analyses of BAtreatment networks were very similar at changing levels of BA. These modules had the same or similar TFs, and their target genes were enriched with similar or even the same biological processes.

An example is the orange modules identified at all three levels (Figure 12, 15, 18). The top 5 TFs of the orange modules included IRF1, IRF2, STAT1, and STAT2. The orange modules of the $\mathrm{IC}_{12.5}$ and $\mathrm{IC}_{50}$ levels also included IRF8, whereas, at the $\mathrm{IC}_{25}$ level, the module additionally included PRDM1. Differentially modular target genes of all three levels of BA were enriched for Response to type I interferon. Although the TFs were not included in the enrichment analysis, the function of the TFs aligned well with the target genes as the IRFs, STAT1, and STAT2 are known to elicit antiviral defenses via Type-I Interferon signaling (Antonczyk et al., 2019).

Such changes observed in the network's modular structure suggest interferon type-I signaling as a process induced by boric acid at growth-inhibitory concentrations.

Researchers are currently studying boron-containing chemicals' potential to suppress viruses and the molecular mechanisms underlying their antiviral properties (Trippier \& McGuigan, 2010). A recent study found an unexpected link between bortezomib's antiviral role and type I interferon signaling. With the findings presented in this study, type I interferon response emerges as a boron-specific molecular response and a putative mechanism of action by which boric acid exerts its antiviral effects (Dudek et al., 2010).

Taurine metabolism associated with the golden modules and Fat digestion/absorption associated with the green modules were other biological processes recurrent in all three BA-treatment networks. These modules were also analogous in their regulatory node content (Figure 12, 15,18). The TFs within the golden modules consisted of ZNF260, ZNF146, ZNF140, and ZNF8 (Figure 12, 15, 18). The TFs of the green modules were GATA1, GATA2, LYL1, and TAL1 at the $\mathrm{IC}_{12.5}$ and $\mathrm{IC}_{50}$ levels (Figure 12, 15, 18). In the $\mathrm{IC}_{25}$ level, the TFs were LYL1, TAL1, and ZNF331 (Figure 12, 15, 18).

Taurine is a non-standard sulfur-containing amino acid in mammalians. It is not involved in the protein structure and is the most plentiful free amino acid in many tissues, such as the heart, retina, skeletal muscle, and brain. In cells, taurine has protective roles against oxidative stress, and its compound Tau-Cl modulates anti-inflammation (Schuller-Levis \& Park, 2003). High taurine levels are sustained in the liver through biosynthesis and transport, and a disturbance in the taurine homeostasis occurs in many liver diseases. Taurine alleviates hepatotoxin-induced cellular damage and is a potential therapeutic supplement in nonalcoholic hepatosteatosis (Miyazaki \& Matsuzaki, 2014).

Enrichment analyses have shown that, at the transcriptomic level, cytotoxic BA concentrations evoked drug metabolism and detoxification mechanisms. Taurine metabolism, which emerged as a biological process in the network analyses, might be a prominent mechanism through which HepG2 cells counteract the effects of BA-induced cytotoxicity.

GATA1, GATA2, TAL1, and LYL1, which target green module genes (Figure 12, 15, 18) with dominant enrichment in fat assimilation, typically modulate hematopoietic stem cell differentiation (Pimkin et al., 2014). Although the role of hematopoietic transcriptional factors in a cell line of hepatic origin is unclear, RUNX1(Bertran et al., 2021; Pimkin et al., 2014; Wilson et al., 2010), which is another master regulator and cooperator of GATA2, TAL1, and LYL1 in hematopoietic stem cells, is known to provide hepatoprotection against lipotoxicity in the early phases of nonalcoholic fatty liver disease. Runx1 also has a regulatory role in transforming fat-accumulating cells into fat burners (Hou et al., 2018).

Maintaining a balance in fat intake and export is critical for liver health, and a loss in the balance in favor of fat storage is implicated in nonalcoholic fatty liver disease (Liu et al., 2010). Although excessive storage of triglycerides in hepatocytes is a manifestation of NAFLD, according to a study, the accumulated fat is probably not inherently harmful but guards the liver against further damage (Yamaguchi et al., 2007).

Yellow-green modules, which were driven by the TFs SREBF1, SREBF2, and ZNF816, were also interesting for understanding the role of boric acid in lipid metabolism (Figure $12,15,18)$. At $\mathrm{IC}_{12.5}$ and $\mathrm{IC}_{50}$ levels, these modules' target genes were significantly enriched for Steroid biosynthesis (Figure 12, 18), whereas, at the $\mathrm{IC}_{25}$ level, drug metabolism was a more appropriate enrichment term for yellow-green target genes (Figure 15). Although the enrichment analyses only involved the target genes, the TFs were compatible with the enriched process as the SREBF1 and SREBF2 are primary regulators of steroid metabolism (Eberlé et al., 2004). ZNF816 was also predicted to be a prominent regulator within these modules; however, its role in steroid metabolism is unknown. The primary microarray analyses indicated altered metabolism of steroids and cholesterols in downregulated genes, with a putative role for SREBF-regulation in metabolic pathways (data not shown). Moreover, SREBF1 and SREBF2 had negative LFC values at all levels (Figure 12, 15, 18). The differential modules in network analyses again show SREBF-regulated transcription as a potential mechanism of boric acidinduced steroid metabolism. In the liver, SREBF1 and SREBF2 (SREBPs) regulate intracellular lipid accumulation and are implicated in the etiology of fatty liver disease (Liang et al., 2020). Particularly SREBF 1 levels increase in response to insulin within the hepatocytes, leading to lipid deposition within cells. Fish oil and omega-3 within diets have hepatoprotective effects through decreasing SREBF1 expression. Furthermore, elevated levels of SREBPs have been causally linked to ER stress, hepatitis caused by HCV, and the development of liver cancer (Moslehi \& Hamidi-Zad, 2018). Earlier, a boron-rich diet was effective in preventing fatty liver (Basoglu et al., 2010). Here, the decrease in SREBP expression levels induced by boric acid treatment suggests that Boron may protect against liver diseases.

BA has been many times linked to energy metabolism, and BA-supplemented diets could lead to weight reduction. The repeated appearance of network modules linked with fat assimilation and steroid biosynthesis in this work (Figure 12, 15, 18) implies boric acid treatment-related reprogramming of energy metabolism. At the $\mathrm{IC}_{12.5}$ level, a stronger inclination toward transcriptional changes in metabolic pathways was observable within enrichment results (Figure 8, 9). PPAR signaling, which occurred in the $\mathrm{IC}_{12.5}$ level regulatory network modules (Figure 18), is also noteworthy since it is a central pathway in regulating sugar and lipid balance and might also be another means of BA-dependent mechanism in the regulation of cellular energetics (Hong et al., 2019)

A REST-driven module was present in all BA treatment subgraphs of differential modularity (Figure 12, 15, 18). At $\mathrm{IC}_{12.5}$ and $\mathrm{IC}_{25}$ levels, these dark purple modules regulated by REST had relatively high enrichment scores in Negative regulation of Calcium exocytosis (Figure 15, 18). At $\mathrm{IC}_{50}$, the dark purple module with REST was more predisposed towards enrichment in Catecholamine secretion (Figure 12). REST is usually expressed in neural tissues and involved in neurogenesis (Schoenherr \& Anderson, 1995). REST-regulated $\mathrm{Ca}^{2+}$ dependent exocytosis was demonstrated in glioblastoma cells(Prada et al., 2011) . In HepG2 cells, the $\mathrm{Ca}^{2+-}$ mediated exocytosis is controlled by cytoplasmic $\mathrm{Ca}^{2+}$ and cytosolic protein kinase (Bruck et al., 1994). Boric acid might mediate cellular effects through $\mathrm{Ca}^{2+}$ signaling by generating a dose-dependent inhibition in the $\mathrm{Ca}^{2+}$ discharge from the intracellular reservoirs in prostate cells (Barranco \& Eckhert, 2006). Calcium signaling with other enriched terms, such as negative regulation of campdependent pK activity and inositol phosphate metabolism, also indicates BA-stimulated regulation of signaling events on a cellular scale (Figure 18).

Black modules of the $\mathrm{IC}_{50}$-level and the $\mathrm{IC}_{25}$-level networks are small modules with six or seven nodes (Figure 12, 15). Both involve FOXJ3 as the driving transcription factor (Figure 12, 15) and KRTAPs (keratin-associated proteins) as the target genes (data not shown). The black modules were associated with the keratinization process. The black modules might suggest a role for keratins implicated in various liver diseases and may play a role in signaling the response to toxicity (Zatloukal et al., 2006).

RNA metabolism is a frequent theme in the transcriptomic level changes elicited by BA at all three levels. RNA metabolism was significantly enriched within the DEG lists of $\mathrm{IC}_{12.5}, \mathrm{IC}_{25}$, and $\mathrm{IC}_{50}$ (data not shown). Some terms related to RNA metabolism were significantly associated with the modules in the differential network analysis. At the ICI2.5 and $\mathrm{IC}_{50}$ levels, the target genes of the purple modules were significantly enriched in RNA secondary structure unwinding (Figure 12, 18). At the $\mathrm{IC}_{12.5}$ level, ATF2, MBD2, CTCF, ETV1, and ZNF563 (Figure 18); at the IC 50 level, MBD2, CTCF, CTCFL, RFX1, and TFAP2B (Figure 12) were the top TFs participating in the regulation of purple modules' targets. At the $\mathrm{IC}_{12.5}$ level, two other processes predicted in differential modules were also related to RNA metabolism. These terms were Spliceosome predicted in the pink module and Positive regulation of $m R N A$ splicing via spliceosome in the lilac module (Figure 18). A prior study found that boric acid can hinder the second stage of mRNA splicing in a concentration-dependent and reversible way. The inhibition only occurred in the presence of boric acid but not other boric acid esters. According to the study, adding boric acid to an in vitro mRNA splicing reaction led to an initial elevation in the RNA splicing activity and the splicing products, which then declined steadily. At 5 mM , the amount of mRNA splicing intermediates and products were maximal. The splicing activity diminished with increasing BA concentration and was impaired at nearly 20 mM
boric acid (Shomron \& Ast, 2003). Moreover, in an acellular assay, boric acid caused a ten-fold increase in the transcription products. (Dzondo-Gadet et al., 2002).

RNA secondary structure unwinding process occurred at $\mathrm{IC}_{12.5}(6 \mathrm{mM} \mathrm{BA})$ and $\mathrm{IC}_{50}(24$ mM BA) level modules with some differences in top TFs (Figure 12, 18). Besides, at $\mathrm{IC}_{12.5}, \mathrm{mRNA}$ splicing-associated terms were present in modules (Figure 18), whereas, at $\mathrm{IC}_{25}(12 \mathrm{mM})$, any RNA-involved process could not be noticed within the differential modules (Figure 15). These patterns might reflect a similar dynamic in which the cell undergoes a transcriptional reprogramming stemming from boric acid's role in RNA metabolism and mRNA splicing events.

Boron elicits U-shaped responses in various biological processes depending on the concentration (Calabrese et al., 2023). Some U-shaped transcriptomic patterns were noticeable regarding the concentration range used in this study (Figure 19, App. Figure 6, App Figure 7). The content and the patterns of differentially expressed transcripts of $\mathrm{IC}_{25}$ were lower than that of $\mathrm{IC}_{50}$ and the $\mathrm{IC}_{12.5}$ level, given the Volcano plots and the heatmap (Figure 1, Figure 2, App. Figure 6, App Figure 7). Moreover, the order of the number of differentially expressed transcripts detected for each level was $\mathrm{IC}_{25}>\mathrm{IC}_{12.5}>\mathrm{IC}_{50}$. This order did not change with respect to changes in statistical testing (App. Table 2).

A possible explanation might be underlying the role of Boron in RNA metabolism. Boron boosts RNA synthesis and transcription and can affect mRNA splicing in a millimolar range (Dzondo-Gadet et al., 2002; Shomron \& Ast, 2003). In an acellular experimental setting, boric acid can improve the mRNA splicing activity up to 5 mM and impair the second stage splicing after that concentration (Shomron \& Ast, 2003). Furthermore, in another study, BA is reported to inflate RNA synthesis rate multiple times, up to 10 mM BA (Dzondo-Gadet et al., 2002). Similar effects might also be present in the current study. mRNA splicing has occurred as a key enriched process at 6 mM ( $\mathrm{IC}_{12.5}$ ), but modules related to mRNA splicing were not significant at larger doses (Figure 12, 15, 18). Alternative splicing and changing RNA metabolism might have led to the widening of the DEG list up to nearly $\mathrm{IC}_{25}$, which might have gradually subsided after this threshold due to the splicing inhibition, ongoing transcriptomic reprogramming leading to metabolic slow-down, and senescence. However, this explanation should be regarded with caution since the observed transcriptomic U-turn might be an artifact of inevitable sources of error when comparing different experimental batches.

Out-grouping of the $\mathrm{IC}_{25}$ DEG profile was also observed when the datasets were preprocessed with fRMA (App. Figure 6), which can account for the batch effect to some extent, and vsn+quantile, which effectively normalized between-array variation (App. Figure 11, 12). On the other hand, it should be noted that batch effect removal techniques do not work effectively when the unwanted source of variation coincides with the
biological condition of interest (Leek et al., 2012; Leek \& Storey, 2007). In this study, differences in the handling and the calibration of the micropipettes, varying effective concentrations and differential adsorption of BA due to temperature changes might have contributed to unremovable sources of unwanted variation. Furthermore, $\mathrm{A}_{260} / \mathrm{A}_{230}$ ratios which reflect the impurities in total RNA were slightly poorer for the $\mathrm{IC}_{25}$ samples (App Table 1). Therefore, the level of impurities in the RNA might also have impacted the quality of the hybridizations for the $\mathrm{IC}_{25}$ experimental group, and this factor might have led to artificial variation in the findings. Hence, the findings should be interpreted cautiously, considering the potential sources of error stemming from unremovable sources of unwanted variation.

It is important to note that there may be limitations to the microarray and network analyses presented. Although microarray technology is a powerful tool for analyzing transcripts at a genome-wide level, small sample sizes used for each treatment level could increase the risk of false positives and limit the generalizability of the results. Additionally, the TF motif lists obtained from the motif database may not represent all possible motifs, and the promoter region specified in the motif search could exclude some TF gene relations. As a result, the TF-gene lists provided at the beginning of the analysis may be biased toward specific biological processes. Furthermore, incomplete initial data could lead to false negatives in the network. Therefore, validating the critical molecular findings through biological assays is crucial.

The results presented here could help clarify the molecular mechanisms of the in vitro effects of BA and potentially provide additional clues about the molecular basis of Boron-based genotoxicity, antiviral, antiproliferative, and apoptotic effects investigated in other studies. Further investigation is needed to determine how this wide variety of effects changes with time and more doses, as well as to understand the subtleties of the underlying regulatory mechanisms.
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## APPENDIX

App. Table 1: RNA concentrations and quality metrics before Microarray hybridizations

| RNA <br> Sample | RNA concentration <br> $(\mathrm{ng} / \mathrm{uL})$ | Total amount <br> $(\mathrm{ug})$ | $\mathrm{A}_{260} / \mathrm{A}_{280}$ | $\mathrm{~A}_{260} / \mathrm{A}_{230}$ |
| :---: | :---: | :---: | :---: | :---: |
| IC25-1 | 51.0 | 5.0 | 2.00 | 1.43 |
| IC25-2 | 180.0 | 17.6 | 1.97 | 1.80 |
| IC25-3 | 209.4 | 20.5 | 2.00 | 1.85 |
| IC12.5-1 | 432.0 | 42.3 | 1.94 | 2.12 |
| IC12.5-2 | 48.6 | 4.8 | 2.06 | 1.76 |
| IC12.5-3 | 92.7 | 9.1 | 2.01 | 1.88 |
| Control-1 | 118.9 | 11.7 | 2.03 | 1.57 |
| Control-2 | 164.5 | 16.1 | 1.94 | 2.05 |
| Control-3 | 172.5 | 16.9 | 2.01 | 2,05 |



App. Figure 1: Boxplots of microarray log-signal intensities a, b) Raw and RMA normalized intensities of $\mathrm{IC}_{50}$ and control samples (Dataset 1) c, d) Raw, RMA normalized intensities of $\mathrm{IC}_{25}, \mathrm{IC}_{12.5}$ and control samples (Dataset 2)


App. Figure 2: Cluster dendograms of a) $\mathrm{IC}_{50}$ and control samples (Dataset 1) b) $\mathrm{IC}_{25}, \mathrm{IC}_{12.5}$ and control samples (Dataset 2)
a

b


App. Figure 3: MA plots of a) $\mathrm{IC}_{50}$ and control samples (Dataset 1)b) $\mathrm{IC}_{25}$, $\mathrm{IC}_{12.5}$ and control samples (Dataset 2)


App. Figure 4: PCA plots of a) $\mathrm{IC}_{50}$ and control samples (Dataset 1) b) $\mathrm{IC}_{25}$, IC 12.5 and control samples (Dataset 2)


App. Figure 5: Parameter selection at the construction of optimal coregulatory subgraphs


App. Figure 6: Heatmap of the top 2500 genes with the highest variance in fRMA normalized microarray samples



App. Figure 7: Heatmap of the known housekeeping genes of fRMA normalized microarray samples


App. Figure 8: Optimal coregulatory graph at $\mathrm{IC}_{50}$, o: Steiner, $\rangle$ : Terminal, LFC: [-3.4,4]


App. Figure 9: Optimal coregulatory graph at $\mathrm{IC}_{25}$, o: Steiner, $\diamond$ : Terminal, LFC: [-3.5,5.6]


App. Figure 10: Optimal coregulatory graph at $\mathrm{IC}_{12.5}$, o: Steiner, $\rangle$ : Terminal, LFC: [-3, 4.2]
App. Table 2: A summary of the statistical tests used for validation

| Test | Reading files | Preprocessing | Contrasts | Multiple hypothesis testing | Number of DE transcripts ( $\mathrm{IC}_{50}$ ) | Number of DE transcripts $\left(\mathrm{IC}_{25}\right)$ | Number of DE transcripts ( $\mathrm{IC}_{12.5}$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ANOVA for all three (Method1) | AffyBatch + hugene10sthsenstcdf | vsnrma + quantile normalization | ${ }^{1} \mathrm{C}_{50}$-Control, ${ }^{1} \mathrm{C}_{25}$-Control, ${ }^{\text {IC }}{ }_{12.5}$-Control | 1)Separate | $\begin{aligned} & 2103(\mathrm{D})+1295(\mathrm{U})= \\ & 3398 \text { transcripts } \end{aligned}$ | $\begin{aligned} & 5893(\mathrm{D})+3694(\mathrm{U}) \\ & =9587 \text { transcripts } \end{aligned}$ | $\begin{aligned} & 4031(\mathrm{D})+3078 \\ & (\mathrm{U})=7109 \\ & \text { transcripts } \end{aligned}$ |
| ANOVA for all three (Method 2) | AffyBatch + hugene10sthsenstcdf (V23) | vsnrma + quantile normalization | ${ }^{\text {IC }}{ }_{50}$-Control, ${ }^{1} \mathrm{C}_{25}$-Control, ${ }^{1} \mathrm{C}_{12.5}$-Control | 2)Global | $\begin{aligned} & 2110(\mathrm{D})+1295(\mathrm{U}) \\ & =3405 \text { transcripts } \end{aligned}$ | $\begin{aligned} & 5980(\mathrm{D})+3693(\mathrm{U}) \\ = & 9673 \text { transcripts } \end{aligned}$ | $\begin{aligned} & 4031(\mathrm{D})+3177 \\ & (\mathrm{U})=7208 \\ & \text { transcripts } \end{aligned}$ |
| eBayes separately for all | $\begin{array}{\|l} \begin{array}{l} \text { oligo + } \\ \text { pd.hugene10sthsenst } \\ \text { (V23) } \end{array} \end{array}$ | rma | - | - | $\begin{aligned} & 4311(\mathrm{D})+2805(\mathrm{U}) \\ & =7116 \text { transcripts } \end{aligned}$ | $13652(\mathrm{D})+6372(\mathrm{U})=$ $20024 \text { transcripts }$ | $\begin{aligned} & 8586(\mathrm{D})+5446 \\ & (\mathrm{U})=14032 \\ & \text { transcripts } \end{aligned}$ |
| ANOVA for $\mathrm{IC}_{25}$ and $\mathrm{IC}_{12.5}$ batch (repetition thesis) | oligo + <br> pd.hugene10sthsenst <br> (V23) | rma | $\mathrm{IC}_{25}-\mathrm{IC}_{12.5}$ ${ }^{1} \mathrm{C}_{25}$-Control ${ }^{\text {I }} \mathrm{C}_{12.5}$-Contro | Separate | - | $13425 \text { (D) +6218 (U) = }$ $19643 \text { transcripts }$ | $\begin{aligned} & 8489(\mathrm{D})+5326 \\ & (\mathrm{U})=13815 \\ & \text { transcripts } \end{aligned}$ |



App. Figure 11: Map of downregulated gene lists found in the statistical tests


App. Figure 12: Map of upregulated gene lists found in the statistical tests


App. Figure 13: Boxplots of microarrays after vsn+quantile normalization


App. Figure 15: Boxplots of $\mathrm{IC}_{12.5}$ dataset after rma normalization (standalone eBayes test)

App. Figure 16: Boxplots of $\mathrm{IC}_{25}$ dataset after rma normalization (standalone eBayes test)


App. Figure 18: Volcano plot of the eBayes test results of $\mathrm{IC}_{12.5}$


App. Figure 19: Volcano plot of the eBayes test results of $\mathrm{IC}_{25}$


App. Figure 20: Volcano plot of the eBayes test results of $\mathrm{IC}_{50}$
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