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ABSTRACT 

 

COAL BED METHANE – CONCENTRATED SOLAR POWER HYBRID 

SYSTEM POTENTIAL IN ZIMBABWE 

 

 

 

Mutume, Bruce 

Master of Science, Sustainable Environment and Energy Systems Program 

Supervisor: Asst. Prof. Dr. Doruk Alp 

Co-Supervisor: Prof. Dr. Murat Fahrioglu 

 

 

January 2023, 147 pages 

 

Despite the adverse environmental effects of fossil fuels, developing nations with 

inexpensive coal resources have difficulty switching to green energy. To ease the transition, 

natural gas is considered as the bridging fuel. Integrating conventional power plants (PP) 

with concentrated solar power (CSP) represents a more innovative strategy. To evaluate the 

feasibility of a gas-CSP hybrid, the North-Western region of Zimbabwe is chosen as the 

research area. The assessment's success is dependent on the following four essential aspects: 

(1) selecting a suitable location for both coal bed methane (CBM) and CSP; (2) CBM in-

place volume and production estimation; (3) feasibility of CSP for an integrated solar 

combined cycle (ISCC) power plant; and (4) conducting a techno-economic and 

environmental analysis of the ISCC system. 

Using Monte-Carlo Simulation (MCS), the North-Western region OGIP estimated to range 

from 706 Bm3 to 5 699 Bm3. The Hwange-Lupane area was identified from the North-

Western region as the zone with the most preferred conditions for CBM exploration. The 

Hwange-Lupane region's potential for CSP was investigated using a combination of the 

Geographic Information System and Analytic Hierarchy Process (GIS-AHP). Theoretically, 

Lupane's and Hwange's CSP potentials range from 1 207 to 1 613 TWh/year and 529 to 696 

TWh/year, respectively. Zimbabwe has enough solar resources to switch to clean energy, as 

shown by the CSP potential found in this study. 
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The Lupane region (the study area) was found to be the ideal location for the ISCC system 

by the GIS-AHP analysis. Accordingly, the CBM resources specific to Lupane are estimated 

and found to range from 250 to 1 400 Bm3.  

A Techno-economic and environmental analysis of a standalone CSP, Combined Cycle Gas 

Turbine (CCGT), and ISCC systems was carried out to validate the proposal. According to 

the results, the proposed ISCC PP only technically competes with the CCGT PP, where the 

latter generates electricity 7 % higher than the former, proving to be more sustainable than 

the use of standalone CCGT, CSP and coal-fueled PP.  

Regarding average cost ($) per kWh, comparable CSP, CCGT, and ISCC PPs have Levelized 

Cost of Electricity (LCOE) values of 0.178 $/kWh, 0.063 $/kWh, and 0.0581 $/kWh, 

respectively. Because its LCOE is the lowest, and it is also technically efficient and 

environmentally friendly, ISCC is proposed for transition to green energy. The feasibility of 

custom ISCC system was established by a resultant LCOE of 0.0728 $/kWh, less than 

Zimbabwe's retail cost of electricity (0.12 $/kWh) and cost of electricity generation (0.095 

$/kWh). 

 

Keywords: Coal bed methane, Concentrated solar power, Sustainability, Power poverty, 

Zimbabwe 
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ÖZ 

 

ZİMBABVE'DE KÖMÜR YATAĞI METANI - KONSANTRE GÜNEŞ 

ENERJİSİ HİBRİT SİSTEM POTANSİYELİ 

 

 

Mutume, Bruce 

Yüksek Lisans, Sürdürebilir Çevre ve Enerji Sistemleri 

Tez Yöneticisi: Asst. Prof. Dr. Doruk Alp 

Ortak Tez Yöneticisi: Prof. Dr. Murat Fahrioglu 

 

 

Ocak 2023, 147 sayfa 

 

Fosil yakıtların olumsuz çevresel etkilerine rağmen, ucuz kömür kaynaklarına sahip 

gelişmekte olan ülkeler yeşil enerjiye geçişte geri kalmaktadır. Bu geçişi kolaylaştırmak için 

doğal gaz ara yakıt olarak kabul bulmuştur. Ancak, konsantre güneş enerjisi (CSP) ile 

geleneksel enerji santrallerinin entegre edilmesi daha yenilikçi bir yaklaşımdır. Bu 

çalışmada, bir gaz-CSP hibrit santralin fizibilitesini değerlendirmek için Zimbabve'nin 

Kuzey-Batı bölgesi araştırma alanı olarak seçilmiştir. Hibrit santralin başarısı aşağıdaki dört 

temel hususta incelenmiştir: (1) hem kömür yatağı metanı (CBM) hem de CSP için uygun 

yer seçimi; (2) CBM miktarı (OGIP) ve üretimi tahmini; (3) entegre güneş kombin çevrim 

santrali (ISCC) için CSP fizibilitesi; ve (4) ISCC sisteminin tekno-ekonomik ve çevresel 

analiz sonucu. 

Bu çalışmada, Monte-Carlo Simülasyonu (MCS) kullanılarak, Kuzey-Batı bölgesinin CBM 

miktarı 706 Bm3 ila 5 699 Bm3 arasında hesaplanmıştır. Ardından, Zimbabve’nin Kuzey-

Batısındaki Hwange-Lupane bölgesi CBM keşfi için en uygun koşullara sahip bölge olarak 

saptanmıştır. Hwange-Lupane bölgesinin CSP potansiyeli, Coğrafi Bilgi Sistemi ve Analitik 

Hiyerarşi Süreci (GIS-AHP) kombinasyonu kullanılarak araştırılmıştır. Teorik olarak 

hesaplanan Lupane ve Hwange CSP potansiyelleri sırasıyla 1 207 ila 1 613 TWh/yıl ve 529 

ila 696 TWh/yıl arasında değişmektedir. CSP potansiyelinin gösterdiği üzere, Zimbabve,  

temiz enerjiye geçmek için yeterince güneş ışığı almaktadır. 
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GIS-AHP analizi ile ISCC sistemi için en ideal yer olarak Lupane bölgesi (nihai çalışma 

alanı olarak) belirlenmiştir. Lupane için CBM miktarının 250 ila 1400 Bm3 arasında 

değiştiği saptanmıştır.  

ISCC sistemin geçerliliğini teyit etmek için CSP, Kombine çevrim enerji santrali (CCGT) 

ve ISCC sistemlerin tek başlarına bağımsız teknolojik-ekonomik ve çevresel analizi 

yapılmıştır. Buradan alınan sonuçlara göre, ISCC santralin teknik olarak tek rakibi, ISCC 

santrale göre % 7 daha çok elektrik üreteceği hesaplandığı için, sadece CCGT santraldir. Bu 

sonuç, ISCC santralin tek başına kıyaslandığında CCGT, CSP ve kömür yakıtlı termik 

santrallerin herbirinden daha sürdürülebilir olduğunu göstermektedir.  

KWh başına maliyetler göz önüne alındığında ise, CSP, CCGT ve ISCC santrallerin 

seviyelendirilmiş elektirik maliyeti (LCOE) sırasıyla 0.178 $/kWh, 0.063 $/kWh ve 0.0581 

$/kWh olarak hesaplanmıştır. Buna göre, ISCC sistem tekno-ekonomik olarak verimli ve 

çevre dostu olduğu için yeşil enerjiye geçişte tercih edilmesi gereken sistem olarak 

önerilmektedir. Güncel ISCC sistemin 0.0728 $/kWh olarak hesaplanan LCOE’nin, 

Zimbabve'nin hem perakende elektrik maliyeti (0.12 $/kWh) hem de elektrik üretim 

maliyetinden (0.095 $/kWh) düşük olması, ISCC sistemin fizibiletesini teyit etmektedir. 

Anahtar Kelimeler: Kömür yatağı metanı, Konsantre güneş enerjisi, Sürdürülebilirlik, Güç 

yoksulluğu, Zimbabve 
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CHAPTER 1  

1. INTRODUCTION 

After the industrial revolution of 1750, the emission of Greenhouse Gases (GHGs) fueled 

by human activities increased astonishingly [1].  GHGs contribute to the greenhouse effect1 

by absorbing radiation from the sun. These gases include carbon dioxide (CO2), methane 

(CH4), nitrous oxide (N2O), and water vapor (H2O). CO2 and CH4 are the most crucial of the 

earth’s troubling GHGs. During the industrial revolution, GHG concentrations increased 

mainly due to deforestation (chiefly for agricultural purposes) and other land-use activities 

[3]. The discovery of fossil fuels in the 1790s led to increased anthropogenic emissions to 

the atmosphere, resulting in global warming. Groupe d'experts et al. (2007) [4] classify and 

describe the effects of global climate change in three categories: 

1. Cryosphere impacts: Include glacial isostasy2, landscape destruction, and regional 

hydrological changes.  

2. Coastal system impacts: Include erosion, flooding, and rising sea levels.  

3. Terrestrial impacts: Include desertification and changes in the carbon cycle.  

The above-mentioned geological consequences are irreversible and have long and short-term 

challenges threatening all life. The culprits of GHG emissions from human activities include 

the combustion of fossil fuels (mainly coal and oil) for electricity, heating, and transportation 

(US EPA Table 1.1 shows cumulative CO2 world emissions from 1750 to 2020 by fuel type). 

 

 

                                                 

 

1
 Greenhouse effect: The retaining of heat on the surface of the earth by absorbing radiations from 

the sun leaving the surface of the earth, acting like a blanket over the earth’s surface [2]. 
2
 Glacial isostasy: Refers to the feedback of the earth to changes in the ice sheets [5].  
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Table 1.1. World CO2 emissions by fuel type from 1750 to 2020 [6] 

Source 

CO2 emissions from 1750 to 

2020, [MMts] 

Coal 13 980 

Oil  11 070 

Gas  7 400 

Cement  1 630 

Flaring  435.03 

Other industries  297.75 

 

In 1950, the world emitted 6 billion tonnes (MMMts) of fossil based CO2, and by 1990 the 

emissions grew to 22 MMMts. Presently, the world emits over 34 MMMts of fossil CO2 per 

annum [6]. There are several sectors responsible for GHG emissions, including power 

generation and heating, transport, manufacturing and construction, agriculture, aviation, etc. 

Power generation and heating is the highest contributor, contributing over 31 % of CO2 

emissions from 1990 to 2018 [6]. According to EPA (2022) [7], the largest sources of GHG 

emissions from human activities are burning fuels for electricity, heat, and transportation. 

So, methods that can reduce GHG emissions from generating electricity, transportation, and 

heating must be implemented for a sustainable environment. Due to the concerning 

contribution by the energy sector, the United Nations General Assembly (UNGA) set the 

Sustainable Development Goal 7 (SDG7). SDG7 ensures [8]: 

● Universal access to affordable, reliable, and modern energy services. 

● Increase in renewable energy share. 

● Improvement in energy efficiency. 

Also, to avoid climate catastrophe, UNGA set SDG13, which takes urgent action to combat 

climate change and its impacts.  

1.1 Impact of Greenhouse Gases  

Over the past decades, the world has recorded some of the highest temperatures, lowest 

precipitations, and increased droughts. The discovery of fossil fuels led to the use and abuse 

of resources, endangering the environment and fuel supply. Presently, the world faces the 
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threat of increased GHG emissions causing global warming. Burning of fossil fuels for the 

generation of electricity and heating, among other causes, has led to drastic climate change 

effects. These include the threat to all life, higher temperatures, frequent storms, increased 

droughts, and floods, to mention a few. In general, climate change affects the normal 

biogeochemical cycle, threatens biodiversity, food security, health, and quality of life.  

Irrespective of where GHGs are emitted, the effects disturb the globe. For example, Africa 

is the most miniature GHG emitting continent, so its emissions are less than some individual 

countries. For instance, more than what Africa emits, China, and the United States emit 

approximately 8 and 3 times more emissions, respectively [6]. Yet, Africa suffers the 

consequences of global warming. An analysis of the nationally determined contributions 

(NDCs) of 53 countries of Africa by the World Meteorological Organisation reveals that 

Africa is exceptionally endangered compared with other continents [9]. Of the 53 African 

countries, 36 to 40 are affected by floods, droughts, temperature increases, and changes in 

precipitation patterns, rise in sea level, storms, wildfires, and landslides. In contrast, 3 to 25 

are affected by dust storms [9].  

A study by Eckstein et al. (2019) [10] to determine the most affected countries by extreme 

weather events related to climate change highlights that Sri Lanka, Dominica, Puerto Rico, 

Nepal, Peru, Madagascar, Bangladesh, and Thailand, among others, have suffered the 

effects. The countries mentioned above are not among the top GHG-emitting countries and 

yet suffer many global warming-related challenges. It is then every country’s responsibility 

to ensure the sustainable use of fossil fuels for a better environment and the well-being of 

future generations.  

The growth and development of Renewable Energy Systems (RES) has brought some hope 

to the GHG emission-related problems. The UNGA provided 17 goals to obtain a sustainable 

environment, among which is the global goal on energy, known as SDG-7 (see introduction). 

SDG-7 has encouraged the adoption of RES.  The growth of wind and solar has contributed 

10 % to the 38 % of the global clean power share [11]. Besides RES’s ability to decarbonize 

the power sector, RES still have many drawbacks, including power availability, cost, and 

limited storage capacities. Failure to deal with RES’s challenges may result in a lack of 

reliability of RES. For example, in 2021, though there was an increase in the global share of 

wind and solar, there was also a 5 % increase in electricity demand [11]. The 5 % increase 
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led to a rise in the use of coal power and, consequently, GHG emissions. Coal is readily used 

because the source and technology provide dispatchable generation,3 unlike RES.  

1.2 Power Generating Technologies  

Electricity generation (EG) is producing electric power from energy sources. Electricity is 

typically generated at power stations or power plants (PPs) facilities. These PPs input energy 

sources to generate an electric output. The most common sources include coal, hydrocarbon 

(oil and natural gas), the hydro, nuclear, wind, and solar.  Various methods are used to 

convert energy sources to electrical energy, including the application of generators, 

electrochemistry, and photovoltaic effect. Generators are used in thermal PPs. These 

generators consume fuel to generate electricity, and almost all PPs used in centralized 

generation are thermal plants [13]. Approximately all fossil fuel-fired PPs, nuclear, 

geothermal, and solar thermal, are thermal power plants. Fossil fuel thermal PPs convert 

heat energy from the combustion of sources to electricity by turning turbines through the 

widely used thermodynamic cycles. Whereas nuclear, geothermal, and solar thermal PPs 

directly transfer heat from its source to a steam cycle. Renewable energy is generated from 

some of the following methods: 

 Hydro, by direct use of turbines. 

 Solar from concentrating solar power and photoelectric effect by the indirect use of 

turbines. 

 Wind, by direct use of turbines. 

 Biomass, by the indirect use of steam turbines after combustion. 

 The global installed capacity share of renewable energy is approximately 38 %, leaving 62 

% generated from non-renewable energy [11].    

  

                                                 

 

3
 Dispatchable generation: The type of electricity generation from either fossil fuels or hydropower 

that can be controlled to balance electricity supply and demand [12]. 
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Table 1.2. Power generation and equivalent emission by source, (+) [14] 

(*) [15] [16] 

Source  Since+ PP type Share* Emissions* 

Coal  1884 Thermal 36 820 

Gas  1903 Thermal  22 490 

Hydro 1880s Water turbine 15 24 

Nuclear  1942 Thermal  10 12 

Solar  1882 Photovoltaic cells and Solar 

thermal  

4 48 

Wind  1941 Turbines 6.6 11 

Bioenergy   Thermal  2 230 

Non-renewable, 

others 

n.a. Thermal  4 700 

Renewable, other n.a. n.a. 0.4 38 

 

There has been growth in power-generating technologies after the growing worldwide 

demand for energy. Here are some of the energy-related challenges the world is facing: 

● Fossil fuel depletion-There has been a notable compromise in the future availability 

of fossil fuels because of the unsustainable extraction by humans. 

● Increased GHG emissions- In the past decades, warming effects have been recorded 

as a result of GHG increase in the atmosphere, resulting in frequent global warming-

related challenges. These challenges include frequent droughts, storms, melting ice, 

heat waves, etc.   

● Challenges in the reliability of RES. 

● Challenges in hybridization- Hybridization is a promising technology, but there are 

only a few studies, especially on the hybridization of solar and thermal PPs. This is 

supported by the small number of operating integrated solar-gas systems in Table 

1.3.  
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● Lack of electricity accessibility- Irrespective of the increased GHG emissions from 

generating electricity, some countries are yet to provide power for their entire 

population. 

1.2.1 Hybrid Power Systems  

As of 2022, fossil fuel (coal, to be precise) thermal PPs are most readily available because 

the technology has matured over time through implementation, research, and development.  

Hybrid Power Systems (HPSs) have provided better energy security through the 

combination of power and energy storage systems. HPSs popularly generate electricity from 

more than one energy source, from several possible combinations. However, this study 

focuses on the combination of a thermal PP (fired with natural gas) and solar thermal for the 

following reasons: 

● Natural gas is the cleanest fossil fuel (see Table 1.1). 

● Natural gas can be used as a fuel in an efficient Combined Cycle Gas Turbine 

(CCGT) PP (discussed in Chapter 2).  

● The CCGT PP can be combined with other technologies in its bottoming cycle. 

● Solar is abundant in many regions of the earth. 

● Solar thermal can be coupled with other technologies to form a hybrid.  

Table 1.3 lists some of worldwide solar-gas PPs, which reduce both natural gas consumption 

and CO2 emissions 

Table 1.3. Worldwide integrated solar-gas systems using parabolic trough technology [17] 

Location  Solar capacity, [MW] Gas capacity, [MW] Status  

USA  75 1 150 Operational 

Mexico 12 464 Under construction  

Morocco 20 450 Operational 

Algeria  25 130 Operational 

Italy  5  130 Operational 

Egypt  22 104 Operational 



 

 

 

7 

1.3 Motivation for Study 

The following points summarize the motivation of this study:  

● High share of GHG emissions from fossil fuels, namely coal and oil. 

● Drastic changes in the global climate. 

● Low electricity accessibility and frequent power outages in some parts of the world. 

● Availability of sustainable technologies- With technological advancements in 

energy efficiency and sustainability, electricity can be generated from fossil fuels 

and renewables in sustainable ways.  

● Growth in RESs- There have been improvements in solar and wind energy in the 

past decade to combat global climate change. The advances in technology, and 

economies of scale, reduce renewable power generation costs. 

The combination of the points mentioned above can be summarized into two significant 

motivations for the study:  

1. To reduce the impact of GHG emissions (SDG13), that is, the drastic catastrophes 

such as droughts, floods, and cyclones birthed by climate change.  

2. To provide affordable and sustainable energy aligned with Sustainable Development 

Goal 7 (SDG7), promoting EG in a reasonable, reliable, modern, and sustainable 

manner [8]. 

 

Figure 1.1 shows the share of people with/without access to electricity. Africa and some 

parts of Asia have the lowest percentage of the population with access to electricity. Africa 

is abundant in resources compared to the rest of the world: if utilized efficiently, these 

resources can change the economies and improve living standards.  
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Figure 1.1. Share of the population with access to electricity [18] 

1.4 Research Gap 

Hybrid PPs offer the potential for uninterrupted power generation, such that if one fails, the 

other source/technology supports power generation. As can be seen in Table 1.3, there are 

only a few operating hybrid PPs. There is a need for additional studies on the feasibility of 

HPSs in different regions of the world.  

1.5 Research Questions and Objectives  

The main objective of this study is to assess the potential of generating electricity from a 

solar-gas hybrid. Solar is chosen as a RE source because it is the most abundant energy 

resource on earth, while natural gas is considered the cleanest non-renewable fuel. 

Therefore, the solar-gas hybrid is expected to solve the aforementioned energy challenges. 

Table 1.4 lists the research questions and the corresponding objectives step-by-step, leading 

to the completion of this study. For the feasibility analysis of generating electricity from an 

HPS, a study area is chosen as a reference location for the proposed solar-gas system.  
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Table 1.4. Research questions and objectives of current study 

Research Question  Objective  

Since coal and oil are the biggest contributors 

of GHG emissions, what other alternatives can 

be used, and are they sufficient? 

Natural gas in-place estimation for the 

chosen study area. 

How much gas can be extracted from the 

region, and is it preferable to replace coal and 

oil with gas? 

Techno-economic and environmental 

analysis for gas production and 

electricity generation in the chosen 

study area. 

Is it feasible to concentrate solar power in the 

chosen study area? 

Feasibility study of concentrating solar 

power in the study area. 

Is it feasible to generate electricity from a 

solar-gas hybrid? 

To model solar-gas hybrid power 

generation. Techno-economic, and 

environmental impact assessment in the 

study area. 

What is the suitable optimum solar energy 

share that can be integrated into the ISCC? 

Assessment of power-generating 

options. 
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1.6 Thesis Organization  

Table 1.5 gives a detailed description of major parts of the thesis. 

Table 1.5. Thesis organization 

Chapter  Description  

2-  Thermal power plants  Gives an overview of power plants, describes the 

principles, and performances of CCGTPPs, and ISCCPPs.  

3- Solar power plants Describes solar photovoltaics, solar thermal and solar 

energy storage systems.  

4- Hybrid power plants  Describes hybrid power systems focusing on the Integrated 

Solar Combined Cycle hybrid of solar thermal and natural 

gas.  

5- Coal bed methane  Explains the origin, storage, resource, reserve, production 

and simulation of CBM.  

6- Zimbabwe and study area  The chapter gives an overview of Zimbabwe’s energy 

sector, acts, policies, natural resources, and introduces the 

study area.  

7- Problem statement  Given the study area in Chapter 6, this chapter provides an 

overview of the power and power related challenges, 

including its background and the affected.  

8- Methodology  Describes the OGIP estimation of CBM, and how it can be 

used to fuel PPs. Also, the methodology of concentrating 

solar power, as well as the coupling of CSP and CCGT is 

described. An assessment of the solar-gas system is given.  

9- Results and conclusion  Objectively reports the findings and gives an interpretation 

of the results.  
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CHAPTER 2  

2. THERMAL POWER PLANTS 

In thermodynamics, power cycles are a series of work-energy-related processes which 

convert heat input into mechanical work output. There are many PP technologies (using 

different power cycles), but per the objective of the current study, this chapter outlines 

Combined Cycle Gas Turbine (CCGT) PPs. The CCGT PP couples the Brayton and Rankine 

cycles in the gas turbine (GT) and steam-turbine (ST) cycles, respectively.  

2.1 The Brayton Cycle (GT cycle) 

The Brayton cycle or the GT cycle incorporates a compressor, combustion chamber, GT, 

and a generator as shown by Figure 2.1 (a), where [19]: 

 Air enters the compressor through inlet 1 and is compressed at exit (outlet 1).  

 The compressed air at high temperatures and pressure enters the combustion 

chamber at inlet 2. 

 Natural gas is injected through inlet 3 and ignites at constant pressure.  

 The air-fuel mixture exits the combustor through outlet 2 into the turbine through 

inlet 4 and rotates the turbines generating electricity. 

 The exhaust is released at outlet 3.  

In general, the actual GT cycle is made up of four processes, as shown in Figure 2.1 (b),  

 1-2 Adiabatic process (in the compressor) 

 2-3 Isobaric process (combustion) 

 3-4 Adiabatic process (through turbine and nozzle) 

 4-1 Isobaric (constant pressure heat rejection) 
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Figure 2.1. (b) Brayton cycle and the (a) gas turbine schematic 

2.2 The Rankine Cycle (ST cycle) 

The Rankine cycle or the ST cycle describes a process by which STs allow mechanical work 

to be extracted from the exhaust gas (outlet 3) moving from the heat source to the heat sink4. 

The Rankine cycle is an enclosed cycle that uses water and steam as the working fluid, and 

consists of a water pump, Heat Recovery Steam Generator (HRSG), ST, and a condenser 

[21]. 

 After the Brayton cycle, the exhaust gas (outlet 3) transfers heat to water fed by the 

pump.  

 Water is converted to steam and is sent to the ST.  

 Additional electricity is generated in the ST.  

                                                 

 

4
 Heat Sink: A passive heat exchanger that transfers the heat generated by a mechanical device to a 

fluid medium, often air or a liquid [20].  
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 The exhaust is condensed and sent to the cooling tower, and returned back to the 

water pump for steam regeneration. 

  

Figure 2.2 shows the T-s diagram for a combined Brayton-Rankine cycle, where the Rankine 

cycle is made up of four processes namely: 

 A-B – Isentropic compression in the pump 

 B-C – Heat addition in the boiler  

 C-D – Isentropic expansion in the turbine  

 D-A – Heat rejection in the condenser  

 

Figure 2.2. Temperature vs. Specific enthalpy diagram for the Brayton and Rankine cycles 

2.3 Combined Cycle Gas Turbine Power Plants  

A Combined Cycle Gas Turbine (CCGT) is a complex interconnection of a Gas Turbine 

(GT) and a Steam Turbine (ST), among other components, to achieve higher efficiencies. 

Due to the higher efficiencies the CCGT PP can achieve, the system has been adopted in 

most countries. Table 2.1 shows some of the world’s largest CCGT PPs exceeding a design 

capacity of 3 000 MWe. Globally, CCGT PPs amount to about 22 % of the total electricity 

produced and over 33.33 % of the UK’s electricity production [22]. 
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The CCGT process delivers up to 60 % thermal efficiencies, while old coal-fired power 

stations provide efficiencies between 38 % and 45 %, emitting much higher levels of CO2, 

NOx, and SOx [23] [24]. The increased efficiencies result from combining two or more 

thermodynamic cycles to generate more power at the same PP site.  

Table 2.1. Some of the world’s largest Combined Cycle Gas Turbine Power Plants [25] 

Name  Design capacity [MWe] Country  

Jebel Ali 8 695 United Arab Emirates  

Surgut 2  5 657  Russia 

Futtsu  5 040  Japan 

Burullus  4 800 Egypt 

Volta 3 600 Italy  

Yokohama 3 325 Japan  

 

2.3.1 CCGT Working Principle  

The CCGT system generates electricity from both the GT and ST, as shown in Figure 2.1. 

The power is generated through following steps: 

1. Initially, air is channeled into the compressor, where it is compressed and fed to the 

combustor.  

2. In the combustor, the compressed air is mixed with the fuel (natural gas), and heated 

at high temperatures.  

3. The resulting hot gas expands through the GT.  

4. In the GT, burnt gas passes through the blades which start to rotate.  

5. The kinetics in the GT generate electricity by the help of generators, which is sent 

to consumers.  

6. In the GT, not all input is converted to electrical energy, but some is lost as heat 

energy. For instance, Siemens Energy’s SCC5-8000H GT has an efficiency of 41.2 

%, meaning 58.8 % of the energy is lost as heat exhaust in a simple GT PP [26].  
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7. In a CCGT PP, the hot exhaust from the GT is sent to the HRSG.  

8. The hot exhaust is passed through the HRSG and sent to the ST, where additional 

electricity is generated.  

9. ST converts mechanical and thermal energy of steam into electrical energy.  

10. The exhaust vapor from the ST is condensed in a condenser and is sent to the cooling 

tower. 

 

Figure 2.3. Combined Cycle Gas Turbine power plant scheme (Adopted from [27]) 

2.3.2 Heat Recovery Steam Generator – HRSG  

The heat recovery steam generator (HRSG) is a significant component of CCGT PPs used 

to generate steam from exhaust gas leaving the GTs [28]. The steam generated in the HRSG 

is used to generate electricity in the ST by the Rankine cycle, and this is why CCGT PPs are 

efficient power-generating technologies. The HRSG is comprised of three heat exchanger 

sections, namely:  
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1. Economizer  

2. Evaporator  

3. Superheater  

The above three works conjointly feeding water into the economizer inlets using pumps. In 

the economizer, water is heated until it reaches temperatures close to its saturation point and 

is sent to the evaporator. In the evaporator, the saturated water is turned into saturated steam. 

Typically, a drum is used to split the saturated water and the saturated steam, and when 

separated, the saturated steam is superheated into dry superheated steam in the superheater 

[29]. The dry superheated steam is channeled and expanded in the ST for power generation.  

Ganapathy (2002) [30] described that HRSGs could be classified into different classes 

according to:  

 Pressure level- The most commonly used pressure levels are single-pressure HRSG, 

dual-pressure HRSG, and triple-pressure HRSG. Dual and triple-pressure HRSGs 

extract more heat from the GT exhaust, while single-pressure HRSGs extract less 

and have high steak temperatures [29].  

 Circulation type- There are natural and forced circulations (NC, FC), where water 

steam mixtures pass evaporators by natural density and pumps, respectively [31].  

 Heat input type (whether fired or unfired) - Supplementary firing can be applied to 

HRSGs to achieve desired temperatures. Ganapathy (2002) [27] describes that fired 

HRSGs are more efficient than unfired HRSGs because the oxygen in the exhaust 

gas is enough for supplementary firing.  

Figure 2.4 shows a multistage high-pressure modular HRSG Series from Cleaver-Brooks 

with major integrated components of flue gas bypass systems, evaporators, economizers, 

duct burners, air firings, and control systems. The Cleaver-Brook’s HRSGs produce steam 

at a rate, pressure, and temperature of 500 000 + lbs./hr., 2 300 psig, and 1 050 °F, 

respectively [32] 

.  
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Figure 2.4. Multistage high-pressure modular HRSG Series [32] 

2.3.3 CCGT PP Supplementary Firing  

To increase the bottoming cycle temperature, supplementary firing can be achieved by 

adding fuel for combustion in the HRSG. Supplementary firing uses excess oxygen 

(contained in exhaust gases) to combust the fuel supplement [33]. During fuel combustion 

in the combustion chamber, the GT uses approximately 25 % - 35 % of the oxygen in the 

chamber, leaving the rest to exit along with exhaust gases [34]. There are two mechanisms 

used to burn the fuel supplement in the HRSG, namely [33]:  

 Combined cycle with limited supplementary firing - the burner's fuel rate is adjusted 

to suit the existing oxygen. 

 Combined cycle with maximum supplementary firing - a combustion stage is 

required in the bottoming cycle, though this reduces the PP efficiency. 

Supplementary firing can as much as double exhaust gas temperatures. Yet, in most cases, 

the mechanism reduces energy and exergy efficiency of combined cycle [33].  
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2.3.4 CCGT Configuration  

The CCGT system can be grouped into single-shaft and multi-shaft configurations, where a 

single shaft consists of one GT, one ST, one generator, and one HRSG [27]. In single-shaft 

configurations, the GT and the ST are coupled to a generator on a single shaft. Single-shaft 

CCGT designs have been confirmed to be an extremely efficient and cost-saving option over 

multi-shaft systems for PP owners and operators seeking to make the most of the value of 

their assets  [35].   

Multi-shaft systems have multiple GT generators, and HRSGs. They are beneficial in some 

areas, such as when reliability and flexibility are needed [35]. Multi-shaft configurations 

reduce the costs of operating and maintaining the PP, while increasing capital costs by 

approximately 5 %, and improving the efficiency of the bottoming cycle [33]. Figure 2.5 

shows the multi-shaft configuration of the T. H. Wharton electric generating station before 

the capacity was increased. The T. H. Wharton CCGT PP generates 49 MWe × 4 from the 

four GTs, and 102.5 MWe from a single ST.  

 



 

 

 

19 

 

Figure 2.5. Multi shaft T.H. Wharton CCGT PP [36] 

2.4 Power Plant Performance Parameters 

The performance of a PP can be expressed through various performance factors [39] as 

explained next. 

2.4.1 Heat Rate 

Heat rate is the thermal performance of a PP, also known as energy efficiency. It is the 

measure of energy consumed by a PP to generate 1 kilowatt-hour (kWh) of electricity 
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expressed in BTUs/kWh5. Heat rate represents the efficiency of converting fuel into heat, 

then electricity [37].  

φhr = 
H

E
 

(2.1) 

Where H, [BTU] is heat supplied to the PP, and E, [kWh] is PP energy output. 

Natural gas is the cleanest fossil fuel and has the highest heat rate. The average operating 

heat rates for coal, hydrocarbon and natural gas are 10 655 BTUs/kWh, 11 259 BTUs/kWh, 

and 7 732 BTUs/kWh, respectively [38]. 

2.4.2 Thermal efficiency 

In PP technology, generators can be compared accordingly to their thermal efficiencies. To 

calculate or express the efficiency of a PP as a percentage, we divide the equivalent BTU 

content of kWh of electricity by the heat rate. Hence, the thermal efficiency of a heat engine 

is given by:  

𝜇𝑡𝑒 =
100 (3 412.75

[𝐵𝑇𝑈]
[𝑘𝑊ℎ]

)

𝜑
 

(2.2) 

Where 𝜇𝑡𝑒 , [%] is the thermal efficiency, and 1 kWh = 3 412.75 BTU. 

2.4.3 Energetic Efficiency 

The GT energetic efficiency for Brayton cycle is: 

𝜑𝐺𝑇 = 
𝐸𝐺𝑇
𝑄𝐺𝑇

=
𝐵𝑇𝑈𝑒𝑞

ℎ𝑒𝑎𝑡 𝑟𝑎𝑡𝑒
 

(2.3) 

Where 𝐸𝐺𝑇 is the GT power output, 𝑄𝐺𝑇 is the GT fuel energy, 𝐵𝑇𝑈𝑒𝑞 is the equivalent BTU 

content of a kWh of electricity (3 412 BTUs). 

                                                 

 

5 BTU: British Thermal Units.  
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The ST energetic efficiency for Rankine cycle is: 

𝜑𝑆𝑇 = 
𝐸𝑆𝑇

𝑄𝑆𝑇 + 𝑄𝑒𝑥ℎ
 

(2.4) 

Where 𝐸𝑆𝑇 is the ST power output, 𝑄𝑆𝑇 is the ST fuel energy, and 𝑄𝑒𝑥ℎ is the exhaust energy 

output. 

The Combined cycle energetic efficiency is: 

𝜑𝐶𝐶 = 
𝐸𝐺𝑇 + 𝐸𝑆𝑇
𝑄𝐺𝑇 + 𝑄𝑆𝑇

 
(2.5) 

2.4.4 Operational Efficiency 

Operational efficiency- The ratio of total electricity generated to total potential if the PP 

were to operate at full capacity, and is given by:  

𝜇𝑜𝑒 = 
(100)𝐸

𝐸100%
 

(2.6) 

Where 𝜇𝑜𝑒  [%] is the operational efficiency, and 𝐸100% [𝑘𝑊ℎ] potential output if the PP 

was operating at a 100 % load. 

2.4.5 The Load Factor 

The ratio of average load to peak load, and is expressed as:  

𝜇𝑙𝑓 = 
100 (𝑃𝑎𝑙)

𝑃𝑝𝑙
 

(2.7) 

Where 𝜇𝑙𝑓 [%] is the load factor, 𝑃𝑝𝑙  [ 𝑘𝑊] is the peak load for the PP in period. 

2.4.6 Capacity Factor 

Capacity factor is the ratio of actual energy output over a theoretical maximum output. It is 

used to scrutinize the reliability of different PPs. The capacity factor is expressed as [39]:  
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𝜇𝑐𝑓 = 
100 (𝑃𝑎𝑙)

𝑃𝑟𝑙
 

(2.8) 

Where 𝜇𝑐𝑓 [%] is the capacity factor:𝑃𝑎𝑙 [kW] is the average load for a PP in a specified 

period: and 𝑃𝑟𝑙  [𝑘𝑊] is the rated load capacity for the PP. 

2.4.7 Economic Efficiency 

Economic efficiency is the ratio of production costs for a period to energy output in that 

same period. Economic efficiency is given by:  

𝜑𝑒𝑒 = 
𝐶

𝐸
 

(2.9) 

Where 𝜑𝑒𝑒[
𝑐𝑒𝑛𝑡𝑠

𝑘𝑊
] is the economic efficiency, 𝐶 [𝑐𝑒𝑛𝑡𝑠] is the EG cost, 𝐸 [kWh] is the energy 

output from the PP. 

2.4.8 Levelized Cost of Electricity (LCOE) 

PPs can also be compared by the price at which electricity is generated, and generated 

electricity should be sold at a price that breaks even before the PP’s lifetime. Levelized Cost 

of Electricity (LCOE) or Levelized Energy Cost (LEC) is the term used to compare PPs by 

the average net present value (NPV) of EG. For LCOE calculations a specific cost in $/MW 

or $/kW for capital cost and $/kWh for Operations and maintenance is used. Thus, a specific 

constant cost is used, which is why it would be economic to opt for a huge plant than a small 

facility. This is the widely used method to estimate cost of electricity and is adopted by the 

famous LAZARD and EIA [42] [226].  

It can be observed from Table 2.2 that the use of natural gas in a CCGT PP is sustainable6 

considering economics (LCOE), the technical aspect (Capacity factor) and the environment 

(Emissions data). Generally, 1 MWe from a conventional generator such as coal or natural 

gas fired PP generates electricity that can power 400 to 900 homes in a year, depending on 

                                                 

 

6 Sustainable: Providing energy from other sources maintaining current operations without 

sabotaging energy demands or climate of future generations.  
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the capacity factor [40]. RESs have lower capacity factors than non-renewable energy 

systems so that the equivalent will power fewer homes. Table 2.2 shows some of power plant 

specifications belonging to different technologies. 

  

Table 2.2. Power plant specifications 

Plant type 
LCOE, 

[$/MWh]1 

LCOE, 

[$/MWh]2 

Capacity 

factor1 

Emissions, 

[gCO2eq/kWh]3 

Plant 

eff. 

 [%]4 

Thermal- coal 82.61 65 – 152 85 820 38 – 45 

CCGT 39.94 45 – 74 87 420 50 – 60 

Wind 40 – 105.4 26 – 50 41 – 44 11 34 

Solar 33.8 – 49.0 28 – 41 28 – 29 48 18 – 20 

Hydroelectric 64.27  54 24 90 – 94 

Nuclear   90 12 30 – 33 

1 [41], 2 [42], 3 [16], 4 [24] [43] 

2.4.9 Specific Fuel Consumption 

The Specific Fuel Consumption (SFC) is a crucial metric in PP technology because it 

measures how efficiently a PP converts stored chemical energy in a fuel to mechanical 

energy [44]. Figure 2.6 shows typical GT SFC as a function of output power. Since PPs 

consume fuel to generate electricity, SFC is used as a measure of fuel consumed by a PP per 

kWh of electricity it generates, and is given by:  

𝐹𝑠𝑝𝑒𝑐 = 
𝐹𝑡𝑜𝑡
𝐸𝑔𝑒𝑛

 
(2.10) 

Where,  

𝐹𝑠𝑝𝑒𝑐 − Specific fuel consumption, [m3/kWh] 

𝐹𝑡𝑜𝑡 − Total annual fuel consumed by the PP, [m3/yr.] 

𝐸𝑔𝑒𝑛 −Total annual electricity generated by the PP, [kWh/yr] 

 

Total annual electricity generated by the PP 𝐸𝑔𝑒𝑛 is given by [45]: 
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𝐸𝑔𝑒𝑛 = 𝑃𝐶 × 𝑑 × ℎ𝑟 ×  𝜑 (2.11) 

Where,  

𝑃𝐶 − Plant capacity, [kW] 

𝑑 − Days of PP operation 

ℎ𝑟 − Hours of PP operation  

𝜑 − PP efficiency 

 

 

Figure 2.6. Specific fuel consumption as a function of power [46] 

Figure 2.6 shows 7 GTs of different capacities, and it can be observed that the fuel efficiency 

decreases with decreasing power. For instance, the 50 MW RR MT50 would have an SFC 

of approximately 3.4 times the rated SFC (0.2) when generating only 2 MW of electricity 

from the rated 50 MW. Of the 7 GTs, the 50 MW turbine is most fuel-efficient when 

generating 50 MW of electricity. It is more profitable to consider economies of scale when 

selecting a PP, as it is more advantageous to allow demand to catch up to the supply than 
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vice-versa. Further, there are disadvantages to operating PPs at partial load (i.e., not total 

capacity) as it reduces efficiency.  

 

Consider the typical SFC vs. power output plot for a simple cycle GT in Figure 2.7. The 

horizontal axis shows the load, such that 1 represents a load of 100 % of the PP’s rated 

power. The vertical axis shows SFC change proportional to load change. Using Figure 2.7, 

let us consider a Siemens Energy GT operating at different labeled capacities for 30 years. 

Siemens Energy’s SCC5-8000H simple cycle power generation GT type has a gross capacity 

of 450 MW, a heat rate of 8 284 BTUs/kWh, and an efficiency of 41.2 % [26]. 

 

 

Figure 2.7. SFC vs. generated power output for a simple cycle gas turbine 

Employing the electric efficiency vs. relative power relationship of Ruf et al. (2015) [47]: 

𝐸𝑓𝑓𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐  [%] = 29.674 ⋅ ln(𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑝𝑜𝑤𝑒𝑟 [𝑀𝑊]) − 35.38 (2.12) 

It can be observed from Figure 2.8 that the relative electric efficiency of the GT reduces with 

a reduction in the load factor. From Figure 2.8, as the load factor of the 450 MW, SCC5-8 

000H GT reduces from 450 to 90 MW, the electricity generated reduces from 1 179 14 to 

126 21 MWh, while the SFC increases from 8 284 to 15 740 BTUs/kWh. If both GTs operate 

for 30 years, the 90 MW and 450 MW turbines will consume 2.285E+09 m3 and 1.124E+10 

m3 of natural gas, respectively. Due to the reduced efficiency and increased SFC, the 90 MW 

GT consumes 37.35E+06 m3 more natural gas than it would if the 90 MWs were generated 

within the 100 % load capacity. 
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Figure 2.8. Gas turbine performance 

The introduction of CCGT/solar hybrids offers many advantages, including reduced GHG 

emissions and boosted efficiency [48]. 

2.5 CBM-CCGT Design Considerations 

For coal bed methane7 (CBM)-CCGT PP there are 3 major design considerations (or 

constraints): 

 PP fuel consumption, 

 CBM field production rate 

 CBM well count and well rate estimation 

Because produced CBM is almost pure methane, it can be fed directly to the PP facilities, 

requiring no purification processes. Daily field production can be estimated based on the gas 

                                                 

 

7
 Coal bed methane: An unconventional natural gas resource. 
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needed to fire the PP per day (see Chapter 5). Typical gas production rates can be obtained 

from analogs, i.e., fields of similar characteristics. The CBM-CCGT fuel consumption 

relationship, summarized in Figure 2.9, is explained next. 

 

 

Figure 2.9. Coal bed methane production and power plant lifetime 

Considering the 450 MW SCC5-8000H GT mentioned above: 

 The GT specifications are obtained from the manufacturer, where in this case the 

capacity is 450 MW, heat rate is 8 284 BTUs/kWh, and the efficiency is 41.2 %.  
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 Per above specifications, fuel consumption is calculated for plant lifetime (in this 

case 1.124 × 1010 m3), and then per day (1.026 × 106 m3).  

 The obtained fuel consumption per day value is set to be the total minimum gas 

flowrate 𝑄𝑚𝑖𝑛 from the producing wells.  

 To estimate well flowrate 𝑄𝑡 at a time 𝑡 after its first production, CBM data 

acquisition for decline curve constants follows, initial decline rate 𝐷𝑖, initial CBM 

flowrate 𝑄0, and the hyperbolic exponent 𝑏. 

 Assuming that field flowrate ∑𝑄𝑡 at any time during PP life must always be greater 

than 𝑄𝑚𝑖𝑛, the number of active CBM wells needed to feed the PP can be estimated.  

 When ∑𝑄𝑡 < 𝑄𝑚𝑖𝑛 is observed, additional CBM wells should begin production to 

maintain ∑𝑄𝑡  > 𝑄𝑚𝑖𝑛.  
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CHAPTER 3  

3. SOLAR AND HYBRID POWER PLANTS 

The solar energy sector has seen tremendous development and attention, owing to the belief 

that it will be the primary source of electricity in the future. The abundant solar energy is 

due to the heat and radiation supplied from the sun. The nuclear fusion reactions (especially 

of hydrogen and helium) within the sun's core creates 6 000 K surface temperature in sun's 

photosphere [49]. As a result, enormous amounts of energy are radiated from the sun through 

absorption (as short waves), scattering (as long waves), and reflection. The energy from the 

photosphere is emitted as photons throughout a distance of 1 495 × 1011 m ± 1.7 % to the 

earth’s surface at a solar constant of 1 367 W/m2 [49]. Due to absorption, adsorption and 

scattering of irradiance8, solar radiation received on the earth’s surface vary with location. 

The variation is also a result of sunspots and the non-circular path of the earth as it rotates 

around the sun [51]. As radiation arrives on the earth, it is observed as direct beam and/or 

diffuse radiation due to the path taken by the radiation wave. Diffuse radiation is that which 

passes through clouds, dust, etc., before reaching the earth’s surface, while direct beams 

reach the earth’s surface without being scattered by the atmosphere. As a result, the total 

useful solar radiation is the sum of diffuse and beam radiations.  

There are three main components of irradiance used to determine solar potential in solar 

systems, and these are [52]:  

 Direct Normal Irradiance (DNI) 

 Diffuse Horizontal Irradiance (DHI) 

 Global Horizontal Irradiance (GHI). 

DHI is the amount of solar radiation per unit area by a surface that is not under a shadow 

and not coming from direct radiation [52]. GHI is defined as the gross amount of shortwave 

                                                 

 

8 Irradiance: the energy per unit time that strikes a unit horizontal area per unit wavelength interval, 

where the typical unit is Wm-2 nm-1 [50].  
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radiation received by a surface parallel to the earth’s horizontal plane. GHI, DNI, and DHI 

are related by the following formula [52]:  

𝐺𝐻𝐼 = 𝐷𝑁𝐼 × 𝑐𝑜𝑠𝜃 + 𝐷𝐻𝐼 (3.1) 

Where, θ is the angle between the beam and the receiving object. 

DNI can be represented by [53]. 

 

𝐷𝑁𝐼 = ∫ 𝐼𝑏(𝑡)𝑑𝑡
 

𝑦𝑒𝑎𝑟

 
(3.2) 

Where, 

𝐼𝑏= beam radiation. 

Two leading technologies are used to harness energy from the sun for EG: solar 

Photovoltaics (PV) and Concentrated Solar Power (CSP). DNI is typically used in solar 

systems to validate sites for concentrating solar power [53]. At the same time, GHI is 

normally used for validating PV harvesting technologies. 

3.1 Solar Photovoltaics  

Solar PV is a technology that converts energy from the sun into electrical energy by applying 

the photovoltaic effect. The photovoltaic effect was discovered by Becquerel (1839) [54] in 

a study when electrical effects occurred during the reaction of electrodes dipped in 

electrolytes. The electrical effects produced a photocurrent when solar light illuminated 

electrodes covered by copper or silver halide salts. After the discovery by Becquerel (1839) 

[54], many studies by Smith (1876) [55], Maxwell (1876) [56], Adams & Day (1877) [57], 

Fritts (1883) [58], and Siemens (1885) [59] followed in the belief that the photovoltaic effect 

could supply the earth with electrical power . After poor performances of other materials, 

Kingbury & Ohl (1952) [60] discovered maximum photo effects in silicon, which led to the 

discovery of the p-n junction. A p-n junction is a device made of semiconductors (p-type-

positive and n-type-negative) that regulates the flow of electric current in a circuit, as shown 

in Figure 3.1. 
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Figure 3.1. Positive and negative-type junctions regulating current flow in a circuit [61] 

When radiations from the sun hit the semiconductor, electrons spring up and are attracted 

by the negative type semiconductor while causing an increase in electrons in the 

semiconductor. The positive type semiconductor with fewer electrons attracts electrons from 

the n-type, causing a flow of electrons, known as electricity.  

The conversion of energy from the photons to electrical power is not as efficient as fossil 

fuel-based power-generating mechanisms. For example, the CCGT and Solar plant types in 

Table 2.2 show efficiency ranges of 50 – 60 % and 18 – 20 %, respectively. Solar radiations, 

in the form of photons, are radiated on the silicon-based surface where loss mechanisms, 

transport, and transfer processes occur [56]. Figure 3.2 shows the photovoltaic conversion 

taking place in a standard solar cell. 

 

Figure 3.2. Photovoltaic conversion in a solar cell [56] 

First, energy is transferred from photons to electrons in the valence band (VB) of the silicon-

based surface. The blue arrow in Figure 3.2 represents total energy of the photon. The 

electrons are energized to energy levels equal to the photon energy, ℎ𝑓, where ℎ is Planck’s 
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constant, and 𝑓 is the wave frequency [56]. The transfer of energy only occurs after energy 

level is in the conduction band (CB), and not in the forbidden energy gap (Eg) [56]. The red 

arrows, T and R in Figure 3.2 represent energy lost via thermalisation (T), and recombination 

(R, ReCOMB) occurring after energy transfer in the VB. The green arrows represent the 

transfer of energy that leads to output power, where maximum efficiency of the mechanism 

is equivalent to the product of current (𝐼) and voltage (𝑉), 

𝑃 = 𝐼 × 𝑉 (3.3) 

Currently, SUNPOWER produces the most efficient solar panels at 22.8 % efficiency value 

[62].  

A cell is the basic unit of solar PV and would be too small to generate significant amounts 

of electricity alone. Photovoltaic cells are connected in series and/or parallel to produce more 

power. Solar farms or solar parks are areas of large PV installations for generating vast 

amounts of electricity. They are a construction of many arrays connected. In contrast, arrays 

are made up of many modules connected, and modules are many cells connected, as shown 

in Figure 3.3.  

 

Figure 3.3. Presentation of a solar cell, module, and array [63] 

The power generated in PV is direct current (DC), a DC-AC inverter connects the solar farm 

to the city AC grid. Figure 3.4 shows connections of arrays at currently the world’s largest 

solar farm located in India and with a capacity of 2 245 MW [64]. 
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Figure 3.4. World’s largest solar farm located in India [65] 

3.2 Concentrated Solar Power – CSP 

Concentrated solar power (CSP) technology extracts thermal energy from solar radiation 

like conventional fossil fuel power generating mechanisms using combustion to generate 

heat (like the ST, adopting the Rankine cycle). CSP comprises concentrators, receivers, 

storage systems, and power conversion devices [66]. CSP uses mirrors to concentrate the 

solar flux, to heat the working fluid (WF), also known as the heat transfer fluid (HTF), in 

the receivers. The WF in the receiver boils upon heat transfer, and the vapor turns a turbine 

that generates electricity. Thermal Energy Storage (TES), typically using molten salt, makes 

it possible to store energy for times of high demand and improves the system flexibility. CSP 

without a storage unit operates with capacity factors ranging from 20 % to 40 % [67]. But 

the CSP with storage capability reaches to a capacity factor of 75 % for the most advanced 

power plants [67]. The thermal aspect of CSP makes it possible to combine with other 

thermal PPs. 
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There are four methods used in CSP systems [66] [67]:  

1. Parabolic Trough Collectors (PTC) - The technology uses a receiver located on the 

focal point of parabolic mirrors. The receiver transfers solar energy to HTF, which 

transports energy to the steam generator, where heat exchange occurs. Here, the 

HTF transfers heat to water, converting it to steam. Then superheated high-pressure 

steam rotates the turbine blades to generate electricity. To generate more electricity, 

receivers are connected to loops, generating more heat. Approximately 16 187 m2 

to 20 234 m2 of land is required to generate 1 MW of capacity [66], see Figure 3.5a 

and Figure 8.7.Parabolic trough technology uses mirrors called concentrators to 

direct thermal energy from the sun to the receivers called heat collectors (or heat 

absorbers) [68]. The absorbers are long pipes located in the middle of the PTC. They 

accommodate the WF, which has desired specific heat capacity, such as oil (can 

reach 400 °C) or molten salt (can reach 550 °C).  

2. Linear Fresnel Reflectors (LFR)- Uses the exact mechanism of PT, differing in that 

it uses arrays of almost flat reflectors to concentrate irradiation (Figure 3.5b). 

3. Solar tower/Central receiver (CT) - Heliostats9 are utilized to ensure that the boiler 

located on the solar tower receives the irradiance. The technology can be connected 

to a storage facility, allowing it to generate electricity during low to no solar 

irradiance (Figure 3.5c). 

4. Parabolic dish- This technology uses reflective dishes to concentrate solar radiation 

to receivers. This is the least common CSP system (Figure 3.5d). 

 

                                                 

 

9 Heliostat: A device including mirrors, ensures that the tower collector is constantly receiving solar 

irradiation [69].  
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Figure 3.5. Types of solar thermal technologies [70] 

Table 3.1 shows that the PTC technology has the least development risk, high efficiency, 

and can use different WFs. PTC PPs are mature technologies that generate over 90 % of the 

CSP capacity [71]. Figure 3.6 shows the schematic of a CSP PTC facility. 

The Multi-Criteria Decision Analysis (MCDA)/Multi-Criteria Decision Making (MCDM), 

discussed next, is the preferred method to determine the feasibility of CSP application. 
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Table 3.1. Typical features of solar thermal technologies [72] 

CSP 

technology 

type  

Working fluid  Steam 

conditions, 

[℃/bar] 

Thermal 

efficiency, 

[%] 

Tech. 

Development 

risk   

Solar Tower Steam/water, molten 

salt, air 

540/100 - 160 30 – 40  medium 

Parabolic 

Trough  

Synthetic oil HTF, 

water/steam, molten 

salt, air 

360 – 540 /100 30 – 40  Low  

Linear 

Fresnel  

Steam/water  260/50 -  Medium  

 

 

Figure 3.6. Schematic of a large-scale parabolic trough solar power plant [73] 

3.3 Energy Storage  

Both CSP and PV systems face the challenge of storing generated energy. Storage is an 

important part/aspect of solar systems since several factors cause slow and fast variations in 

solar intensity. Abrupt weather changes, changes in seasons, cloud cover, and windstorms, 

among many others, significantly affect the intensity of solar irradiance and, ultimately, the 

power output. Figure 3.7 shows the variation of irradiance (supply) and consumption 
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(demand) during a typical day (in the UK). There is a mismatch between the demand and 

supply, especially between 11.00 hrs. and 00.00 hrs. The high solar irradiance during the 

day and increased power demand from 16.00 hrs. to 22.00 hrs. highlight the need for storage 

or other solutions.  

Since CSP systems have TES facilities, storing the energy as heat and using it to generate 

electricity during peak hours is easier. For massive PV systems, it is challenging to store 

electrical energy. However, electrical power can be stored in electrochemical systems (such 

as batteries) or converted into other energy forms. Akbari et al. (2019) [74] summarize the 

storage technologies for PV as Electrical Energy Storage (EES) and TES, choice of which 

depend on the end use of generated energy. 

 

 

Figure 3.7. Typical variation of irradiance (supply), and consumption (demand) for a day 

of variable cloud (Adopted from [51]) 

Scholars have different opinions on which system (PV or CSP) is most preferred, 

considering storage facilities. PV is the most accepted and widely adopted technology, 

owing to being cheap and readily available for use, while CSP is the less popular one.  

Akbari et al. (2019) [74] outline the electrical and thermal energy storage utilities for PV 

that could store energy ranging from 2 to 7.2 hours and with capacities ranging from 3.2 

MWh to 250 MWh, concluding a potential for PV with battery storages. Considering the 

increased demand from Figure 3.7 lasting 7 to 8 hours, some technologies presented by 

Akbari et al. (2019) [74] would not be able to store needed energy throughout high-demand 

times of the day. 
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Ibrahim et al. (2012) [75], in an outline of electrical energy storage for PV, highlight the 

wide range of commercially available storage technologies under development and research. 

Maronga et al. (2021) [76] evaluate PV and CSP systems to supply power for the mining 

sector in Zimbabwe and concludes that PV systems with battery storage offers the preferred 

performance, while CSP with TES showed great potential for more extensive facilities. The 

authors did not consider the results that could have been achieved by huge power plants, say 

over 100 MW. Most literature on solar systems compares the growing and most preferred 

PV systems for small facilities (households, factories, farms, etc.) with the CSP systems 

reserved for huge facilities. Boretti & Castelletto (2021) [77] compares CSP and PV of 

capacities greater than 100 MW. Boretti & Castelletto (2021) [77] consider dispatchibility10 

as a factor that should be looked into, as it justifies the adoption of CSP systems over PV 

systems. After comparing the performance of a CSP PTC plant without TES, CSP PTC with 

TES, with four PV power plants in America (all with capacities greater than 100 MW), 

Boretti & Castelletto (2021) [77] concludes that CSP without TES could provide comparable 

performances, at an acceptable cost, reaching the mass production of the current PV 

technologies. Accordingly, in this study we consider CSP without TES since the technology 

can be easily coupled with fossil fuel technologies like a CCGT power plant to perform as a 

hybrid ISCC power plant. 

3.4 Power Generation Potential  

Solar power generation is generally classified as the theoretical, technical, and economic 

potential [78]. The theoretical potential is the net annual solar radiation in a suitable region. 

The technical potential considers the theoretical potential and solar power technologies, 

while the economic potential estimates the cost of investment in comparison to conventional 

energy sources. The technical potential can be calculated as [79]: 

𝑇𝑃𝑆𝐸 = 𝐷𝑁𝐼 × 𝐸𝐹 × 𝐴 × 𝑃𝑅 (3.4) 

                                                 

 

10 Dispatchibility: The ability to produce after sunset or when there is cloud cover [77].  
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Where,  

𝑇𝑃𝑆𝐸- Technical potential of CSP plant, [kWh/year] 

𝐷𝑁𝐼- Direct solar irradiance value, [kWh/m2/year] 

𝐸𝐹- Efficiency for the solar system, [%] 

𝐴- Area available, [m2] 

𝑃𝑅- Performance ratio for PV modules  

The efficiency of PT solar technology ranges from 15 % to 21 %, and the PR can be taken 

at 70 % [78] [79].  

To estimate the theoretical, technical and economic potential the location of the solar facility 

has to be known. The next section describes the most common method used to determine 

the most suitable location for the solar facility.  

3.4.1 Plant Location and Multi-criteria Decision-Making (MCDM) 

Plant location is among the most critical considerations for CSP, and determining the most 

suitable place for CSP is a complex decision-making problem. This is because there are 

many conflicting objectives and criteria to be considered.  

The Multi-Criteria Decision Analysis (MCDA) method is used to solve complex decisions. 

[80]. Conflicting criteria are typical in assessing alternatives: cost and some quality measure 

is another criterion, easily in conflict with the cost. MCDM is involved with organizing and 

handling multiple-criteria decision and planning problems. The objective is to help decision-

makers who are confronted with either of these problems. 

The Analytic Hierarchy Process (AHP) method is the most applied MCDM method, as 

suggested by the references in Table 3.2 which summarizes the CSP site selection literature 

review using the AHP method. 
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Table 3.2. Feasibility of concentrating solar power literature review 

Study  Country  Reference  

CSP Algeria [81] 

CSP and PV China  [79] 

CSP and PV Iran  [78] 

CSP UAE [80] 

CSP  Morocco  [82] 

CSP and PV  Morocco  [83] 

CSP and PV  Tanzania  [84] 

CSP and PV  Greece  [85] 

3.4.1.1 Analytic Hierarchy Process (AHP)  

The AHP organizes, analyzes, and selects the most feasible options based on mathematics 

and psychology [86]. The method is used to help decision-makers conclude their complex 

problems (in this case, the best location for CSP) by comparing available options (in this 

case, available sites) using selection criteria and sub-criteria suggested by Saaty (1980) [87].  

Initially, the goal must be defined, followed by establishing of the criteria to be used in the 

process. For example, in this case, our goal is to find the most suitable site for CSP. The 

criteria are used to compare and select the most feasible location from the range of potential 

areas. The AHP applies a pairwise comparison to assign weights for the decision criteria 

competing against each other for prominence. Saaty (1980) [87] developed a table to show 

how one criterion could be more important than the other. Table 3.3 shows the AHP 

weighing scale, where each entry represents the importance of the 𝑖𝑡ℎ criterion to the 𝑗𝑡ℎ 

criterion. Furthermore, the relative importance of the 𝑗𝑡ℎ criterion to the 𝑖𝑡ℎ criterion is the 

reciprocal of 𝑎𝑖𝑗, as shown in Table 3.3. 
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Table 3.3. AHP importance scale [87] 

Intensity  

 

Definition (𝑖 with respect to 𝑗) 

Relative importance 

Values  

 𝑎𝑖𝑗  

Numbers  

𝑎𝑗𝑖  

1 Equal importance 1 1 

2 Intermediate (between 1 and 3) 2 1/2 

3 Moderate importance  3 1/3 

4 Intermediate (between 3 and 5) 4 ¼ 

5 Strong importance  5 1/5 

6 Intermediate (between 5 and 7) 6 1/6 

7 Very strong importance  7 1/7 

8 Intermediate (between 7 and 9) 8 1/8 

9 Extreme importance  9 1/9 

 

The following are the steps taken when conducting AHP,  

1. Determine the goal of the analysis 

2. Determine the criteria and sub criteria  

3. Assuming 𝑛 criteria, set a pairwise comparison matrix 𝐴 [𝑛 × 𝑛]: 

𝐴 =  ⌊

𝑎11
𝑎21
𝑎𝑛1

  

𝑎12
𝑎22
𝑎𝑛2

  

…
…
…
  

𝑎1𝑛
𝑎21
𝑎𝑛𝑛

⌋ 
(3.5) 

4. Get preference on the importance of each criterion against others, based on the 

recommendations from experts and/or literature. 

a. Where 𝑎𝑖𝑗 is the importance of the ith criterion to the jth criterion, and the 

importance of the jth term is1/𝑎𝑖𝑗.  

b. The importance is based on the scale of importance by Saaty (1980) [87] 

shown in Table 3.3. 

5. Obtain weight for each criterion. First, normalize matrix 𝐴 [𝑛 × 𝑛] to matrix[𝑤𝑗]. 

The normalized priority matrix is calculated by dividing the assigned numerical by 

the sum of values in the same column. Finally, the average of each row is calculated 

to give the weight for each criterion.   
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6. Calculate the consistence ratio (𝐶𝑅) to check or guarantee consistency of 

recommendations by experts or literature. The 𝐶𝑅 must be less than 10 % to satisfy 

consistency. 

a. The consistency ratio is given by:  

Where, 𝑅𝐼 is the random index representing the deviation of matrices and is taken from 

Table 3.4.  

𝐶𝐼 is the consistency index and is given by: 

𝐶𝐼 =
(𝜆𝑚𝑎𝑥 − 𝑛)

(𝑛 − 1)
 

(3.7) 

Table 3.4 shows the pairwise random indices to be used in the AHP method. 

Table 3.4. Random consistency indexes [87] 

𝑛 1 2 3 4 5 6 7 8 9 10 11 12 

𝑅𝐼 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49 1.51 1.54 

 

Where 𝜆𝑚𝑎𝑥is the maximum eigenvalue obtained from matrix 𝐴 (𝑛 × 𝑛), and is given by: 

𝜆𝑚𝑎𝑥 =
∑ (∑ 𝐴𝑖𝑗)𝑤𝑗

𝑛
𝑖=1

𝑛
𝑗

𝐴𝑖𝑗
 

(3.8) 

 

7. Determine the land suitability index, by integrating MCDM with Geographic 

Information System (GIS) software according to following equation: 

 

𝐿𝑆𝐼𝑖 =∑𝑤𝑗𝑥𝑖𝑗 ×∏𝐸𝐶𝑖𝑘

𝑛

𝑘

𝑛

𝑗=1

 
(3.9) 

Where, 𝐿𝑆𝐼𝑖 is land suitability index of area 𝑖, 𝑥𝑖𝑗 is the value of the area (of the land in 

consideration) under the reclassification of j. 𝑤𝑗 represents the assigned weight to the relative 

criterion j. 𝐸𝐶𝑖𝑘 is the binary variable, such that if the respective area is under restricted areas 

then 𝐸𝐶𝑖𝑘 = 0, and installation for CSP is not feasible, otherwise 𝐸𝐶𝑖𝑘 = 1. 

𝐶𝑅 =
𝐶𝐼

𝑅𝐼
 

(3.6) 
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The MCDM-GIS integration is performed by using software such as ArcGIS, QGIS, GRASS 

GIS, SAGA GIS etc.  
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CHAPTER 4  

4. HYBRID POWER PLANTS 

Hybrid power plants combine at least two technologies, including renewables, non-

renewables, or energy storage facilities, to generate electricity from a single facility [88] 

[89]. Renewable Energy Systems (RES), like solar and wind, depends on uncontrolled 

climatic characteristics. Therefore, hybrid PPs can provide optimal performance. Hybrid 

power generation has the following advantages:  

 Environmentally friendly- Hybrids including RES consume less fuel, reducing GHG 

emissions.  

 Dispatchable generation- Hybrid PPs produce an uninterrupted power supply.  

 Optimal performance- Some combinations increase PP overall efficiency.  

The system combination may include the following technologies, wind turbines, 

photovoltaics, CSP, Electrical Energy Systems (EES), geothermal power, hydropower, 

biomass, natural gas oil, coal, or nuclear power [89]. So, hybrid PPs could be PV-oil, wind-

PV, wind-PV-coal, or CSP-natural gas, producing more predictable, controllable, and 

reliable electricity. However, the current study focuses on the solar-gas hybrid system, the 

Integrated Solar Combined Cycle (ISCC) PP. 

4.1 Integrated Solar Combined Cycle (ISCC) Systems  

The CCGT system is attractive because it has preferable performance, high efficiency, and 

low GHG emissions. The CCGT system utilizes two cycles, the Brayton cycle and the 

Rankine cycle, which can be coupled with other technologies to construct a hybrid 

configuration. Typically, the Rankine cycle is used to couple the CCGT system with other 

technologies. The ISCC system is a hybrid configuration that utilizes the effect of solar 

thermal in a CCGT power station. This means, the hybrid system can produce electricity as 

a conventional CCGT PP and an ISCC hybrid. This is an advantage because electricity can 

be generated irrespective of irradiance availability. The ISCC technology is a sustainable 
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method for EG by combining the technologies of CSP and CCGT. The technology has 

efficiencies typically 5 % higher than those of CCGT power plants [90]. There are several 

ISCC plants in the world, but not as many considering that solar energy is abundant in most 

areas of the world. 

4.1.1 Technology, System Design and Equipment  

The working principle is the same as the CCGT PP, but with the inclusion of the solar input, 

while having almost the same equipment types (mentioned in Chapter 2, CCGT working 

principle subsection). Significant changes are found in the ST (sizing of the ST) and balance 

of point (BOP) equipment. When we consider the purpose of including the solar cycle to 

boost the power output, then the BOP equipment, like pumps, cabling, piping, motor control 

centers, etc., must be capable of coping with the increased ST capacity. Figure 4.1 is a 

schematic of an ISCC PP using PTC.   

 

Figure 4.1. Integrated Solar Combined Cycle [91] 

The concentrated solar part transfers energy by either the application of Direct Steam 

Generation (DSG) or the use of a working fluid (WF), using one of the solar thermal 

technologies mentioned in Chapter 3 (Concentrated solar power section). Either of the 
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technologies is used to generate steam which is then injected into the HRSG or directly into 

the ST (see Figure 4.1) [66]. Table 4.1 shows selected studies on ISCC. Most studies adopt 

the PTC technology while utilizing DSG solar integration. 

Table 4.1. Integrated Solar Combined Cycle (ISCC) applications 

Location  Solar 

type  

Solar 

integration  

Results  Reference  

Almeria and 

Las Vegas  

PTC, 

LFR, 

CT 

DSG, air 

preheating  

PTC performed better than 

others, using DSG 

[92] 

Dunhuang  PTC HTF Potential power in optimization 

strategies  

[93] 

Iraq  PTC  DSG The technology saves fuel, 

reduces peak demand, and 

reduces carbon emissions 

[94] [95] 

Greece  PTC HTF  ISCC PPs offer a flexible 

transition from CCGTPPs 

[96] 

China  PTC  DSG ISCC PPs perform better than 

CCGTPPs 

[90] [97] 

Iran   PTC DSG, HTF Integration with DSG lowers 

cost of electricity, and increases 

output power  

[98] 

Algeria  PTC  HTF Authors made a model that can 

predict solar to electricity of the 

hybrid 

[99] 

4.1.2 Solar Integration 

Fundamentally, integration of the solar cycle depends on the purpose of the operator, where 

two options are available [66]:  

1. Power boost- This option increases the PP power output by generating additional 

steam in the ST.  

2. Heat rate improvement- PP power output remains constant, while the fuel required 

to maintain the designated power level is reduced.  

When integrating solar energy into a combined cycle, some questions must be answered:  

1. Which solar thermal technology must be used? 
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a) To determine the best technology to use, Zachry (2012) [66] suggests performing 

an economic evaluation for each technology to determine the LCOE and compare 

different solar thermal inputs from other technologies. Many studies in Table 4.1 

prefer adopting PTC because the technology has matured and is easily understood.  

2. How much solar thermal must be added to the bottoming cycle?  

a) The quantity of solar thermal to be added, if a power boost is chosen, depends on 

the desired HRSG arrangements and ST capacities [100]. Breeze (2016) [101] 

suggests that the solar input should be kept to 10 % or less of the total PP energy 

input.  

3. In the HRSG, where is the best place for adding solar thermal?  

a) When a thermal technology is chosen, the combined cycle can be integrated based 

on temperature capabilities. For example, CT, PTC, and LFR generate high-

temperature, medium-temperature, and low-temperature steam, respectively. High-

temperature solar technology (CT) generates steam over 540 ℃, which can be 

directly administered to the High pressure (HP) steam line of the GT [66]. Medium-

temperature technologies using the PT are considered the best and most preferred 

technology when integrated into the HP drum of the HRSG [66] [102]. Most LFRs 

fall under low-temperature solar technology, generating steam up to 270 ℃. Due to 

low temperatures, the technology can be integrated into the Low pressure (LP) 

admission line or combined with the cold reheat line [66].   

4. Where in the HRSG must the feedwater be extracted from the solar boiler?  

a) The most preferred method is to take the feedwater from the HP feedwater pump 

outlet, and to maximize feedwater heating, use flue gases from the GT, and reduce 

the quantity of input solar thermal (thus, also reduce the size of the solar field). 

Thermodynamically, the most efficient way to input steam for a three-pressure 

steam generator (see Section 2.3.2) is the HP evaporator [66].  
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4.1.3 Assessment of Integrated Solar Combined Cycle Power Plant  

To investigate the feasibility of coupling solar thermal and CCGT PPs, authors used different 

methods. Table 4.2 lists important literature exploring several aspects of the ISCC PPs. 

Table 4.2. Assessment of ISCC PP 

Analysis Location  Software Remarks Reference 

CT vs PT 

integration with a 

CCGTPP 

Middle 

East  

NREL CT saved more fuel than PT, due to 

integration used. The ISCC also 

produced less electricity than 

CCGTPP, though it reduced fuel 

consumption 

[66] 

Techno-economic 

assessment/ Power 

boost 

Greece  TRNSYS  The simulation proved the feasibility 

of integrating large solar fields in 

conventional power plants 

[96] 

Performance and 

comparison 

South 

Australia 

Bird Clear Sky 

process 

simulation 

The proposed plant was both economic 

and exergy efficient 

[103] 

DSG-ISCCPP 

integration 

 

 

India  C++, Engineering 

Equation solver 

2010. 

The proposed plant had an increased 

output capacity, reduced efficiency, 

reduced LCOE, and reduced payback 

[104] 

3 E methods on 

CCGT and ISCC 

PPs 

China  EBSILON The proposed system offered reduced 

fuel consumption and reduced CO2 

emissions 

[105] 

PTC, LFR, and CT 

comparison for an 

ISCC system  

Spain and 

USA 

N/A  ISCCs using DSG improve electricity 

generated, and PT proved to be the best 

technology for DSG 

[92] 

CCGT to ISCC 

conversion  

Iraq  Energy Equation 

Solver 

The output power is highly proportional to 

irradiance, increasing benefits in efficiency, 

performance, and economics 

[95] 

ISCC Optimization  China  EBSILON, 

TRNSYS 

The proposed integration resulted in 

increased efficiency and reduced LCOE 

[90] 

ISCC modeling Algeria  MATLAB Operating data and simulating data showed 

a good alignment  

[99] 

General performance 

evaluation  

N/A EBSILON  The study provides different system 

optimization analyses that can be applied for 

desired results in an ISCC system 

[97] 
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CHAPTER 5  

5. COAL BED METHANE 

5.1 Natural Gas  

Natural gas is a fossil fuel from organic debris and inorganic matter deposited under earth’s 

surface for millions of years. Natural gas is primarily made of methane (CH4), with slight 

traces of impurities like carbon dioxide (CO2), nitrogen, sulfur, etc. After generation in 

source rocks, natural gas can be categorized according to trapping mechanisms in the 

geological formations as conventional or unconventional natural gas, where: 

 Conventional gas is trapped in reservoir rocks capped with impermeable layers and 

can be produced from a well without artificial lift technologies.  

 Unconventional gas is trapped in the source rock, requiring different production 

methods. Types of unconventional gases include shale gas, tight gas, CBM, and 

natural gas hydrates.  

Compared with other fossil fuels, natural gas is the cleanest fossil fuel when combusted. The 

increasing GHG emissions from fossil fuels (especially coal and oil) have shifted the use of 

fossil fuels to natural gas. Natural gas is considered a bridge fuel to transition from using 

non-renewables to using clean RES. Natural gas is more environmentally sustainable than 

coal because coal releases approximately 70 % more GHGs [15] [16]. Since most natural 

gas is methane (CH4), mainly CO2 and water (H2O) are released as by-products. In power 

generation, natural gas has the highest energy conversion efficiencies [106]. Presently, 

natural gas is the premium fossil fuel of the world economy for a sustainable environment. 

With worldwide policies ensuring the cost of carbon emissions, natural gas has the potential 

to increase its share in the power generation sector significantly.  
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5.2 Coal Bed Methane  

Coal bed methane (CBM), also known as coal bed gas, coal seam gas, or coal mine methane, 

is an unconventional natural gas resource, produced and extracted from coal beds. CBM is 

a life-threatening entity in coal mines, which had to be vented for safety, but it has become 

an essential global resource. CBM plays a vital role in the energy industry, and there are 

significant field exploitations in the USA, Canada, India, Australia, and China [107]. The 

produced CBM is sold as pipeline gas in the aforementioned countries or used to generate 

electricity. 

Fig 5.1 shows the global CBM market share by application. Power generation takes the 

largest share, 40.6 % of the total application, because power generation from CBM is not as 

expensive as other fossils (G. R, n.d.). A report by Grand View Research (2019) [108] points 

out that CBM power generation is expected to be the fastest-growing application from 2020 

to 2027 at a Compound Annual Growth Rate (CAGR) of 6.6 %. 

 

Figure 5.1. Global CBM market share, by application [108] 

Table 5.1, shows prominent members of the CBM resources in the Asian-Pacific Economy 

Cooperation (APEC) group of countries. 

Table 5.1. CBM resources in major APEC economies [109] 

Member  CBM resource [Trillion m3] 

Australia  8 – 14  

Canada 17.9 – 76 

Indonesia  12  

Russia  83.7 (17 – 113) 

China  36.8  

United states of America 21.4 
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5.3 Origin of Coal  

Coal is a sedimentary rock composed of carbon and hydrocarbons formed from dirt and 

plants buried under water, subjected to heat and high pressure for millions of years [110]. 

Changing of peat11 to coal under high pressure and temperature is known as coalification. 

The black or brownish-black sedimentary rock is grouped into different ranks depending on 

coalification, carbon content, and the number of impurities. The ranks are used to evaluate 

the maturity, calorific value, and volatile matter content per unit mass of coal. To quantify 

thermal maturity, vitrinite reflectance can be measured by obtaining the percentage of 

incident light reflected from the vitrinite substance found in coals. Vitrinite is a type of 

maceral found in organic matter in coals, and the reflectance increases from lignite to 

anthracite coals. Coal is classified into the following foremost ranks [110],  

●      Anthracite- A black type of coal with the highest carbon content and heating value and 

is the highest ranking. It contains 86 % to 97 % carbon and has negligible impurities.  

●      Bituminous (grouped into low volatile bituminous, medium volatile bituminous, high 

volatile bituminous-A, low volatile bituminous B, high volatile bituminous C)- The black or 

dark brown coal contains bitumen and has a carbon content ranging from 45 % to 86%.  

●      Subbituminous (grouped into subbituminous A, subbituminous B, and subbituminous 

C) - The dull to dark brown coal is low-rank coal containing 35 % to 45 % and has a lower 

heating value than anthracite and bituminous coal.  

●      Lignite- Brown coal is the lowest-ranking coal, with carbon content ranging from 25 

% to 35 %. The low-ranking coal has the most moisture content, which is the reason for its 

low heating value along with low carbon content. 

5.4 Origin of Coal Bed Methane  

After changing the physical and chemical properties of organic remains, coalification also 

results in the generation of natural gas called CBM containing various gases in which CH4 

                                                 

 

11 Peat: Partially decomposed vegetable matter, usually mosses. 
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amounts to 80 – 99 % [111]. The gas content per metric ton of rock ranges from 0.0003 – 

18.66 m3/tonne [112]. 1 % to 20 % of the remaining gas mixture comprises carbon dioxide, 

nitrogen, hydrogen sulfide, and sulfur dioxide.  

CBM is generated by two subsurface processes, biogenic and thermogenic. Biogenic gas, 

mainly composed of CH4 and CO2, converts coal molecules to gas by the action of micro-

organisms residing in the coal and is primarily produced in low calorific value coals [113]. 

Due to increased temperatures underground, thermogenic gas is formed during the 

conversion of subbituminous to bituminous coals.  

 

Lower-rank coals, such as subbituminous C and lignite, produce mostly biogenic coal seam 

gas. In comparison, higher rank coals, like low volatile bituminous and anthracite coals, are 

more likely to present as thermogenic gas play. Most prolific CBM is generated in medium-

volatile bituminous rank [114] [115]. According to Qin et al. (2017), 53 % of total CBM 

resources are from middle to high-rank coal reservoirs, and the potential producible 

resources from these ranks are estimated to be about 31.6 % of the resources. Figure 5.2 

shows the hydrocarbon (HC) generation from different coal types and the relative gas 

abundance. 

 

 

Figure 5.2. Hydrocarbon generation during coalification (Adopted from [114] and [115]) 
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5.5 Adsorption Capacity and the Langmuir Isotherm 

Adsorption is mass transfer of gases onto solid surfaces (or solutes onto liquid surfaces) 

[116]. Adsorbed phase does not necessarily retain gas properties: it exhibits liquid-like 

features [117]. Therefore, it is preferably called adsorbed phase instead of adsorbed gas. 

Adsorption capacity is the amount of CH4 that can adsorb on the coal surface per unit mass 

(or volume) [118]. It is an essential parameter for estimating CBM OGIP and the exploitation 

potential [119]. The equilibrium state in the sorption12 process with respect to pressure is 

typically described by a Langmuir Isotherm, shown in Figure 5.3 [120].  

 

Figure 5.3. CBM operating conditions are shown on a typical Langmuir Isotherm. 

(Adopted from [121]) 

                                                 

 

12 Sorption: In this context, general name referring to the two-way adsorption/desorption [113]. 
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5.6 Coal Bed Methane Deposition  

Coal is a dual-porosity medium13. The porosity of coals is from original deposition (matrix 

porosity) and secondary porosity (cleats) due to various mechanisms and stresses acting on 

the coal formation. CBM is mainly stored as adsorbed phase on the micro-pores of the coal 

matrix surface, and a small fraction of it is kept in the fractures or the cleat system as free 

gas, as shown in Fig 5.3. 

Absorbed methane is diffused into the coal matrix, while adsorbed methane is kept in the 

micro-pores of the matrix surface by weak Van Der Waal forces. However, it is generally 

thought that most methane is attached through adsorption [122].  

 

 

Figure 5.4. Adsorbed and free gas on a coal surface [123] 

The adsorption of CBM on the coal surface exhibits a non-linear relationship with pressure. 

The Langmuir isotherm introduced in the previous section governs the adsorption of gas on 

coal seams with the isothermal adsorption equation [120]: 

𝑉𝑎𝑑𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛 =
𝑉𝐿 × 𝑝

𝑝 + 𝑝𝑙
 

(5.1) 

 

Where,  

                                                 

 

13
 Dual-porosity medium- are comprised of pores and cleats, where face cleats and butt cleats are 

observed for coals.  
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𝑉𝑎𝑑𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛- Adsorbed volume, [m3/tonne]. 

𝑉𝐿- Langmuir volume, representing the maximum adsorptive capacity of the coal, 

[m3/tonne]. 

𝑝 - Pressure of the coal formation, [MPa]. 

𝑝𝑙- Langmuir pressure, pressure at which adsorbed volume of gas is half of 𝑉𝐿, [MPa]. 

 

Due to the dual storing ability of coals the total original gas in place (OGIP) is given by:  

𝑂𝐺𝐼𝑃 = 𝐺𝑎 + 𝐺𝑓 (5.2) 

 

Where,  

𝐺𝑎 − Adsorbed gas.  

𝐺𝑓 − Free gas.  

5.7 Coal Bed Methane Resources and Reserves  

In the hydrocarbon industry, quantities of oil and gas can be defined as either resources or 

reserves based on economic and social viability, the feasibility of production, and available 

geological knowledge. Fig 5.4 represents the definitions used to classify resources and 

reserves. The horizontal axis represents the range of uncertainty in the estimated 

hydrocarbon quantities, while the vertical axis represents the certainty of the hydrocarbon 

quantities. The maturity ranges from undiscovered hydrocarbon in place (also known as 

original hydrocarbon in place) to discovered hydrocarbon initially in place. Prospective 

resources are hydrocarbon quantities estimated to be potentially producible from 

undiscovered accumulations. Contingent resources are estimated quantities from discovered 

accumulations and are more likely to be recoverable than prospective resources. Reserves 

are hydrocarbon quantities that are commercially producible from known accumulations.  

Before estimating producible hydrocarbon quantities, resources must be estimated, and 

Table 5.2 shows some of the methods used for estimating OGIP in the gas industry. As 

observed from Table 5.2, the methods used to estimate OGIP can be grouped into Volumetric 
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methods (conventional resource calculations) and Performance methods (methods relying 

on the historical data of gas produced).  

 

Figure 5.5. Resource classification (Adopted from [124]) 
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Table 5.2. Resource/reserve estimation literature review 

Method  Model  Resource type  Reference  

Probabilistic  Volumetric equation  Unconventional 

(Shale gas) 

[125] 

Deterministic (and 

Probabilistic) 

Material Balance Equation 

(MBE) 

Conventional (Geo-

pressured) 

[126] 

Probabilistic  Volumetric, MBE, 

Flowing Material Balance 

(FMB) 

Conventional [127] 

Deterministic and 

Probabilistic 

3D geometrical 

framework, Volumetric-

MCS 

Unconventional 

(CBM) 

[128] [129] 

Deterministic and 

Probabilistic  

Volumetric, decline curve 

(modified), MBE 

Unconventional 

(CBM) 

[130] 

Deterministic  Langmuir model, 

Volumetric 

Unconventional 

(CBM) 

[131] 

 

5.8 CBM Reserve Estimation 

The volumetric OGIP formula for a conventional reservoir (free gas in place) is given by 

Equation 5.3 [130]: 

𝐺𝑓 =  𝐴 × ℎ (
43 560 × 𝜑 × (1 − 𝑆𝑤𝑖)

𝐵𝑔𝑖
) 

(5.3) 

Where, 

𝐺𝑓= Original Gas in Place (for CBM, this is the free gas in cleats), [SCF]. 

𝐴= Rock area gas is drained from, [Acre]. 

ℎ = Rock formation thickness, [ft.]. 

𝜑 = Total porosity, includes matrix and fracture porosity, [fraction]. 

𝑆𝑤𝑖= Initial water saturation [fraction]. 



 

 

 

60 

𝐵𝑔𝑖  = Gas formation volume factor at initial conditions, [ft3/SCF]. 

The adsorbed phase gas volume in-place is calculated using Equation 5.4. 

𝐺𝑎 = 1 359 × 𝐴 × ℎ × 𝜌𝑐 × 𝐺𝑐 (5.4) 

Where, 

𝐴 = Rock area, [Acre]. 

ℎ= Rock formation (coal seam) thickness, [ft.]. 

𝜌𝑐= Coal bulk density, [g/cm3]. 

𝐺𝑐= Adsorbed methane content, [SCF/tonne]. 

Therefore, total OGIP for CBM after Equation 5.2 is given by: 

𝐺𝑡 = 𝐴 × ℎ(
43 560 × 𝜑 × (1 − 𝑆𝑤𝑖)

𝐵𝑔𝑖
+ (1 359 × 𝜌𝑐 × 𝐺𝑐)) 

(5.5) 

The equation for total initial gas in place can be represented with Equation 5.6, by 

substituting Equation 5.1 for 𝐺𝑐 in equation 5.5, accounting for both ash weight and water 

weight to give: 

𝐺𝑡 = 𝐴 × ℎ(
43 560 × 𝜑 × (1 − 𝑆𝑤𝑖)

𝐵𝑔𝑖
+  1 359 × 𝜌𝑐 × (1 − 𝑓𝑎 − 𝑓𝑤)

𝑉𝑙 × 𝑝

𝑝𝑙 + 𝑝
) (5.6) 

Where, 𝑆𝑤𝑖 [fraction] is initial water saturation in the cleats. If coal seam is initially invaded 

by water, 𝑆𝑤𝑖 = 1. Particularly if the coal seam is below the water table, cleats and macro-

pores are assumed to be initially fully saturated with water. And, CH4 is only present as the 

adsorbed phase on micro-pores.  
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5.8.1 Uncertainty in OGIP and Probabilistic Methods  

The total hydrocarbon found in the subsurface is not established with 100 % certainty. The 

two significant reasons for this uncertainty, among several others, are the following: 

●      Rock formation uncertainty- rock formations that accumulate hydrocarbons are beyond 

human sight, and geophysical errors are expected even when direct measurements are done 

(through cores).  

●      Reservoir heterogeneity- spatial variations in thickness, matrix porosity, permeability, 

pressure, gas content, etc.  

Limitations of geophysical surveys, and possible survey errors inherent in all collected data, 

regardless of the care and competence of data collectors, are factors contributing to the 

uncertainty in calculations [132]. Such survey errors include sampling, coverage, non-

response (when surveys fail to get a response to questions), adjustment (the difference 

between an adjusted statistic and the population parameter), measurement, and processing 

errors [132]. 

When using a mathematical relationship to calculate OGIP, as in Equation 5.4, one 

substitutes unique values for the parameters (porosity, water saturation, gas density, etc.). 

Due to uncertainty in estimated parameters, a single OGIP value calculated using a 

deterministic method rarely, if ever, truly represents the actual amount. This leads to 

uncertainty in OGIP estimations, and calculated OGIP can either be positively or negatively 

biased due to such uncertainty [133]. Therefore, particularly if the calculation is sensitive to 

the values of involved parameters, computations should be repeated to account for variability 

in parameter values, generating a range of OGIP values with associated probabilities [134]. 

Stochastic methods are applied to solve such challenges in the probabilistic evaluation of 

OGIP. One commonly used method in the oil and gas industry to estimate the total 
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hydrocarbon in place is the Monte Carlo Simulation (MCS). MCS is explained in greater 

detail in the Methodology chapter.  

5.8.2 Recovery Factor and Uncertainty in Reserves  

As indicated in Fig 5.4, the estimation of reserves (producible quantity initially in place) 

follows the estimation of total hydrocarbon in place. This is usually done by multiplying the 

total hydrocarbon initially in place by a recovery factor (RF). RF changes according to 

resource type and the drive mechanism associated with the production of hydrocarbons, and 

it is heavily dependent on fluid displacement [135]. Table 5.3 shows RF values used in the 

referenced studies. 

Table 5.3. The overall proportion of CBM expected to be recovered from total resources 

(ordered according to increasing RFs) 

CBM Recovery factor, [%] Reference  

20 – 45  [136] 

20 – 60  [137] 

27.8 – 31.6 [138] 

50 [139] 

50 [140] 

50 – 60  [141] 

64.70 [142] 

5.9 Coal Bed Methane Production  

The coal seams where CBM is produced from, are often unmineable due to their depth, 

enveloped with an impermeable rock layer at the top (e.g. shale, which prevents fluid 

migration) and saturated with water (depositional water or groundwater). Therefore, CBM 

is produced by drilling several wells into the coal seam (Figure 5.6). For production, CBM 

adsorbed in coal micropores has to desorb and travel through the cleats to the wellbore (see 

Figure 5.3). Per the Langmuir isotherm in Figure 5.3, release of CBM adsorbed on the coal 

is governed by pressure. Assuming the coal bed cleats are fully saturated with water, between 
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initial pressure and critical desorption pressure there is no space available for desorbed free 

gas. Initial water production (de-watering, see Figure 5.7) is essential as it lowers the 

pressure in the cleats to initiate the desorption of CH4 from the coal and opens room for free 

gas, before CH4 can be produced [143]. After the production of water, once the critical 

desorption pressure is reached, adsorbed CBM begins to desorb from the coal matrix. When 

free gas exceeds a critical saturation, it is coproduced with the water in the cleats, and both 

fluids flow to the well. In Figure 5.3 high gas content in the cleats is noticeable between 

critical desorption pressure and abandonment pressure. 

Fig 5.7 shows the three production stages of CBM in conjunction with CBM-coproduced 

water: The Dewatering stage, the Stable stage (primary production), and the Decline stage. 

Initially, the production of CBM depends heavily on water production, which is known as 

primary production. Water production is dominant in the early stages of CBM wells, as 

shown in Figure 5.7, where the volume of water coproduced is greater than that of CBM 

produced. 

 

 
 

Figure 5.6. Schematic of CBM extraction process [144] 
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Figure 5.7. Production stages of CBM [145] 

5.9.1 Temperature Effect on Adsorption  

The adsorption of gas increases with pressure and decreases with temperature. Cai et al. 

(2019) [146] obtained adsorption curves for bituminous coal (Figure 5.3) showing that the 

adsorption content decreases as temperature increases. This suggests that with temperature 

rise, more CH4 desorbs as free gas. Thermal stimulation of CBM can be achieved by using 

heat sources (for example, electromagnetically excited nanoparticles) that can be dispersed 

into the formations during hydraulic fracturing [147]. Nevertheless, Figure 5.3 also shows 

that a 0.1 MPa pressure decrease causes a much more significant reduction in adsorbed 

content (from ~9.6 cm3/g to ~7.8 cm3/g, 18.8 % content change), compared to a 70 ºC 

temperature increase (from ~9.6 cm3/g to ~8.5 cm3/g, 11.5 % content change). Increasing 

the temperature of large volumes of subsurface rock by 70 ºC would be much more energy-

intensive than simply reducing the pressure by producing water (and then desorbed gas) 

filling the cleats and pores. So, the temperature increase is not a feasible mechanism for 

CBM production. 
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Figure 5.8. Methane adsorption content curves for bituminous coal [146] 

 

5.9.2 Coal Bed Methane Production Analysis 

The Langmuir isotherm in Figure 5.3 shows a non-linear relationship between the gas 

content and the pressure, suggesting that the decline rate is expected to be hyperbolic (see 

Figure 5.9). Okuszko et al. (2007) [148], in a study to determine the decline performance of 

CBM wells, divide the production profile into two stages as:  

1. Inclining trend- During the initial stages of CBM production, water production 

reduces reservoir pressure and allows gas to desorb. Consequently, water saturation 

reduces while gas relative permeability increases, which favors gas deliverability.  

2. Declining trend- After the gas rate peaks, the decline starts because of the decreasing 

reservoir pressure.  

CBM flows from the reservoir into the well in three stages: unsteady state flow, steady-state 

flow, and declining flow (Fig 5.9). After the stable production stage the production of CBM 
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declines similar to a conventional gas well. Typically, the empirical equation based forecast 

method (decline curve analysis) developed for conventional wells is performed for the CBM 

well after the peak production rate. 

 

 

 

Figure 5.9. Stages in gas production [149] 

 

Okuszko et al. (2007) [148] performed a fifty-year CBM production forecast simulation, and 

their results show that the decline rate followed a hyperbolic profile after 30 years of 

production. This suggests that for better establishment of a decline trend, long term history 

data is required.  However, not many CBM wells have produced long enough to have 

adequate data for matching. Therefore, the decline trend can be matched with 𝑏 values 

ranging from 0 to 0.6 [148]. 

For virgin seams, Thakur (2009) [150] defines the term “specific gas production” as a 

characteristic of coal seam and is a measure of initial gas production from a 100-ft borehole 

drilled in the coal bed. When the fracture length is known, specific gas production is used to 

forecast both vertical and horizontal wells. Table 5.4 provides specific CBM rates for coal 

seams in the United States.  
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Table 5.4. Specific gas production for CBM seams in United States [150] 

Coal seam Depth [ft.] Rank Specific gas production 

[MCFD/100 ft.] 

Pittsburgh  500 - 1 000  High vol. bituminous  15  

Blue Creek  1 400 - 2 000  Low vol. bituminous  9 

Sunnyside 1 400 - 2 000 High vol. bituminous  9 

Pocahontas  1 400 - 2 000 Low vol. bituminous  8  

Pocahontas  800 - 1 200  Medium vol. bituminous  5 

 

5.9.3 Decline Curve Analysis for Gas Wells 

Arps (1945) introduced the use of decline curves to estimate recoverable gas and predict 

conventional well performance. Arps (1945) [151] empirical production rate decline 

equation is given as: 

𝑞(𝑡) =  
𝑞𝑖

(1 + 𝑏𝐷𝑖𝑡)
1/𝑏

 
(5.7) 

Where:  

𝑞(𝑡)− The production at time (t) 

𝑞𝑖− Initial production rate   

𝑏 − Rate of decline constant  

𝐷𝑖− initial decline rate, [days-1] 

𝑡 − time  

 

Arps (1956) used the Equation 5.9 to estimate the production decline rate and assigned 

constants for decline types as:  

1. Exponential decline- b = 0 

2. Hyperbolic decline- 0 < b < 1 

3. Harmonic decline- b = 1 
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Since 𝑏 = 0 for exponential decline Equation 5.9 reduces to:  

𝑞 =  𝑞𝑖𝑒
−𝑑𝑡 (5.8) 

The cumulative production is then given by:  

𝑁𝑝 = ∫𝑞𝑑𝑡 =  𝑞𝑖𝑒
−𝑑𝑡 = 

𝑞1 − 𝑞2
𝐷

   
(5.9) 

For hyperbolic decline (0 < 𝑏 < 1), the flow rate is given by:  

𝑞 =  
𝑞𝑖

(1 + 𝑏𝐷𝑖𝑡)
1/𝑏

 
(5.10) 

The cumulative production is given by: 

𝑁𝑝 = (
𝑞𝑖
𝑏

(𝑏 − 1)𝐷í
) × (𝑞(1−𝑏) − 𝑞𝑖

(1−𝑏)
) 

(5.11) 

Lastly for harmonic (𝑏 = 1), the flowrate is given by:  

𝑞 =  
𝑞𝑖

(1 + 𝐷𝑖𝑡)
 

(5.12) 

The cumulative production is given by:  

𝑁𝑝 = 
𝑞𝑖
𝑑𝑖
× 𝐼𝑛 (

𝑞𝑖
𝑞
) 

(5.13) 

Depending on the value of the decline exponent, 𝑏, the three forms of decline have different 

shapes when plotted on a Cartesian plane or semi-log plot.  

 

 

Figure 5.10. Production decline curves used in oil and gas [149] 
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According to Okuszko (2007) [148] and Shen et al. (2008) [152], the CBM b values range 

between 0 and 0.6 as shown in Figure 5.11.  

 

Figure 5.11. Coal bed methane decline curve b value range 

5.10 Enhanced CBM Production 

The adsorption behavior of CH4 on coals governs the main processes of CBM accumulation, 

storage, and recovery. Thus, it is essential to understand the sorption characteristics of coals 

to enhance CBM recovery. Goraya et al. (2019) [141] elaborate on the significance of the 

adsorption isotherms (Equation 5.1) that about 50 - 60 % of CBM recovery can be realized 

under primary depletion, while enhanced methods can boost the recovery up to about 80 %. 

Such enhancements are possible through selective adsorption, where a displacing gas (e.g., 

CO2) is injected to displace adsorbed CH4 [141]. This process is called enhanced CBM 

production (ECBM).  

5.11 Productivity Enhancement by Hydraulic Fracturing  

Unconventional natural gas like CBM is produced from formations with ultra-low matrix 

permeability down to 0.0001 mD – 0.00001 mD [153]. CBM production require 

substantially different production schemes, as suggested in Sections 5.10 and 5.11. 

Hydraulic fracturing (HF) is a crucial stimulation measure for CBM, which produces cracks 

in coal formations when fracturing fluid is continuously pumped into the wellbore. As high 

pressure is applied, the formation eventually cracks, creating new passageways for CBM to 
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flow, consequently improving CBM production. The fundamental purpose of HF is connect 

the well to the fractures of ultra-low permeability formations and increase or extend the life 

of a low producing wells.   
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CHAPTER 6  

6. ZIMBABWE AND THE STUDY AREA 

Among the 53 African countries, Zimbabwe emits a global share of 0.03 % of fossil CO2, 

yet the country has not been exempted from the catastrophic events cultivated by global 

warming [154]. Zimbabwe has been affected by droughts, epidemics, floods, and storms, 

causing damages worth approximately 0.18 % to 0.28 % of the country’s Gross Domestic 

Product (GDP), endangering approximately 60 000 persons per million population [155] 

[156]. With the aforementioned in mind, every country must aim to develop methods to 

reduce GHG emissions in the atmosphere. Of the 0.03 % CO2 global emissions share of 

Zimbabwe, approximately 30 % is from the thermal PPs [157]. Table 6.1 shows Zimbabwe’s 

GHG emissions by sector. 

 

Table 6.1. GHG emission by sector, Zimbabwe [158] 

GHG emission source  Share (%) 

Power generation  30 

Buildings14 29.1 

Industrial combustion    18.4 

Transport  12.5 

Non-combustion15 10 

 

Adding to the climate change-related challenges, Zimbabwe suffers great poverty, such that 

50 % of the country’s population live below the food poverty line [159]. At most 52.7 % of 

Zimbabwe’s population has electricity access, and frequent power outages increase the 

dependence on fuelwood [160]. Fuelwood delivers 61 % of the total energy required, and 

                                                 

 

14
 Buildings: The building sector contributes when emissions are from the direct use of fossil fuels 

(for heating or cooking), and from electricity generation in the building. 
15

 Non-combustion: This is when fossil fuels are consumed without being combusted, for example, 

fuels can be used directly as solvents, lubricants, and other products.  
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approximately 6 MMts of fuelwood is depleted per annum [161]. Most of the tree cover land 

is lost due to power poverty driving the unsustainable chopping of trees for fuelwood. 

Between 2001 and 2020, Zimbabwe lost 15 % of its forest area to fuelwood purposes, 

emitting 83.2 million tonnes (MMts) of CO2 [162].  

Zimbabwe has an installed capacity of 2 210 MW, producing an average of 1 100 MW, 

against a projected peak demand of 2 200 MW [163]. The electricity is mainly generated 

from the Kariba hydropower station (64 %) and Hwange thermal power station (33 %) [163]. 

In as much as hydroelectric power is taking a larger share in EG, there has been a reduction 

in reliability due to the increased temperatures from global warming. In 2019, the Kariba 

dam water level was deficient, so there was a notable decrease in the generated electricity 

[164]. 

 

To solve the power poverty problem, the Zimbabwean government plans to expand and 

construct new coal-fueled PPs [157]. Since more than 30 % of Zimbabwe’s CO2 emissions 

are from EG, expanding and increasing coal-fueled PPs appears unsustainable considering 

UN Sustainable Development Goals (SDGs). At this point, it is essential to point out that the 

approximate 30 % share of power generation in Table 6.6 is from old, poorly serviced and 

seldom delivering coal-fueled PPs, such that increasing the capacity would increase the 

percentage of GHG emission. Nevertheless, Zimbabwe has CBM and solar potential. It 

receives 1 753 to 2 483 kWh/m2 of direct normal irradiance [165] [166]. Zimbabwe can 

benefit from this abundant irradiance and CBM potential. The use of CBM is more 

sustainable than coal because coal releases approximately 70 % more GHGs [167].  

6.1 Zimbabwe: Country Overview  

Zimbabwe, a landlocked country and a member of the Southern African Development 

Community (SADC), is located in the southern region of Africa (see Figure 6.1), with just 

above 15 million population. The country is surrounded by Zambia, South Africa, Botswana, 

and Mozambique. 
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Figure 6.1. The landlocked country of Zimbabwe 

 

Zimbabwe is blessed with minerals and renewable & non-renewable resources. Once the 

world’s third-largest gold producer, with the world’s 38th largest coal reserves of 1.1 MMst, 

with potential CBM exceeding the total of SADC resources, the nation has faced many 

economic challenges over the past forty years [168]. Irrespective of the abundant resources, 

just above half the population has access to electricity, accompanied by frequent blackouts. 

Power poverty has led to the poverty, high mortality rates, and destruction of trees, among 

other challenges.  

Over the past forty years, the country has had inflation fluctuate between -2.4 % and 24 411 

%, owing to many political complexities [169]. Zimbabwe, once the breadbasket of Africa, 

has over half its population living below the food poverty line. These economic challenges 

should be a result of energy poverty because energy plays a pivotal role in economic growth. 

After all, many production and consumption activities require power as an input. 
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6.2 Zimbabwe Energy Sector  

The Ministry of Energy and Power Development (MoEPD) supervises the energy sector in 

Zimbabwe. At the same time, the National Energy Policy (NEP) provides the framework for 

the supply and utilization of energy [157]. The Energy Regulatory Act [Chapters 13: 23] of 

2011 describes that the Zimbabwean Energy Regulatory Authority (ZERA) is responsible 

for [157],  

●      The expansion and security of supply for a better economy 

●      The regulation and licensing of energy from any energy source 

●      The efficiency of energy and the protection of the environment  

●      The maintenance and promotion of competition within the industry  

●      The promotion, identification, and encouragement of employment and 

development of renewable energy resources 

●      Advising the minister of energy on all issues in the energy industry 

Figure 6.2 shows the regulatory structure of the MoEPD, where ZETDC is the Zimbabwean 

Electricity Transmission and Distribution Company, ZPC is the Zimbabwean Power 

Company responsible for the generation of electricity, and IPPs represent all Independent 

Power Producers. 

 

 

Figure 6.2. The structure of the power sector in Zimbabwe [157] 
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6.2.1 Current Acts and Policies 

Zimbabwe energy sector is regulated by some of the following Acts and Policies in Table 

6.2. 

Table 6.2. Acts governing Zimbabwe’s energy sector [157] 

Act Primary goal 

Electricity Act Generation, transmission, distribution, and supply of 

electricity. 

Environmental Management 

Act 

Establish the National Environment Council and 

Environmental Management Agency. 

Hydrocarbon Act Establish the Hydrocarbon Regulatory Authority and 

its functions  

Energy Authority Establish the Energy Regulatory Authority 

 

Table 6.3. Policies governing Zimbabwe’s energy sector [157] 

Policy Primary goal 

National energy policy Promote optimum supply and utilization of energy in 

a safe, sustainable manner.  

Zimbabwe’s intended 

Nationally Determined 

Contribution  

To contribute to the global climate target and ensure 

food security.  

Zimbabwe’s National Climate 

Change Response Strategy 

Create provisions targeted toward climate change 

issues, understand threats, and find ways to reduce 

them. 

Zimbabwe’s Climate Policy  Create a low carbon development economy  

2030 Agenda for Sustainable 

Development  

Goal 13 of UN Sustainable Energy for All (SE4ALL) 

states to take urgent action to combat climate change 

and its effects.  

Vision 2030  Reduce poverty, and raise employment, to transform 

Zimbabwe into an upper-middle-income economy. 
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6.2.2 Ongoing Plans of the Zimbabwean Government  

With the 13th global goal for sustainable development, the Zimbabwean government 

integrated climate change energy policies for Renewable Energy (RE) targets based on 

Nationally Determined Contributions (NDC). The targets were handed over to the United 

Nations Framework Convention on Climate Change (UNFCCC) [157]. The National 

Renewable Energy Policy of Zimbabwe (NREP) set targets for the following RE types 

shown in Table 6.4.  

Table 6.4. RE targets by the Zimbabwean energy sector [157] 

RE type  MW capacity target by 2030 

Large hydro  1 050 

Small hydro  150 

Grid solar  1 800 

Bagasse and other RE  275 

Wind  100 

Total  3 375 

Technology specific targets under NREP 2100 

 

Due to the cost, low efficiencies, and unreliable supply of renewable energy, the 

Zimbabwean government also has non-renewable energy projects. These projects are 

summarized in Table 6.5.  

Table 6.5. Non-renewable energy targets by the Zimbabwean energy sector [170] 

Non-renewable energy project type  Description of project  

Hwange expansion project  Expanding the plant by adding 600 MW 

installed capacity  

Hwange life extension project  Extend the life of old units up to 25 years  

Bulawayo repowering project  Rekindle the plant to full capacity  

Munyati repowering project  Upgrade the inefficient units and increase 

capacity  
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6.3 Power Generation in Zimbabwe  

Zimbabwe has an installed power capacity of 2 210 MW but generates at most half of the 

capacity against an estimated peak demand of 2 200 MW [163]. The nation generates 

electricity from five main power stations governed by ZPC, four coal-fueled and one 

hydroelectric (Kariba Hydroelectric Plant). The Hwange power station is located in the 

North-Western region of Zimbabwe, with an installed capacity of 920 MW. The 920 MW 

capacity comprises 4 × 120 MW and 2 × 220 MW units, currently generating 20 to 40 % of 

Zimbabwe’s electricity needs (ZPC, 2022). Situated in Zimbabwe’s second-largest city, 

Bulawayo power station had an installed capacity of 120 MW, which was downsized to 90 

MW, and is currently generating only up to 30 MW (ZPC, 2022). In the capital of Zimbabwe 

is the Harare power plant, which has three stations, namely, 

● Station 1- Had a capacity of 21 MW but was decommissioned in 1970 

● Station 2- Had an initial capacity of 75 MW, but was downsized to 20 MW 

● Station 3- Has a capacity of 60 MW 

The total dependable capacity from stations 2 and 3 is 50 MW. The last coal-fueled power 

plant is located in Munyati, a city between Harare and Bulawayo. The plant initially had a 

capacity of 120 MW but currently functions with a capacity of 100 MW (ZPC, 2022). The 

Kariba South hydropower station is Zimbabwe’s most significant power-generating PP, with 

a capacity of 1 050 MW. The plant generates over 60 % of the total generated power in 

Zimbabwe, as shown by the generation statistics in Table 6.6. 

Table 6.6. Zimbabwe’s power plants and generation statistics[163] 

Station  Capacity [MW] Generated [MW] 

10/5/2022 

Generated [MW] 

23/12/2022 

Kariba 1 050 745 233 

Hwange  920 397 430 

Munyati 100 18.5 18 

Harare  50 12 0 

Bulawayo  90 0 0 

Total 2 210 1 172.5 681 
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For decades, the Kariba power station has been the main and sustainable source of electricity. 

However, owing to climate change, the water levels at Kariba have been decreasing with 

time.  Towards the end of November 2022, Zimbabwe stopped generating electricity at the 

Kariba South Power Station of the Kariba Dam, birthing power outages lasting 19 hours per 

day [171]. From 10/5/2022 to 23/12/2022, Zimbabwe’s power output almost halved, with 

an increase in the use of coal.  

6.4 Past Studies on Power Generation in Zimbabwe  

There have been studies aiming to increase the renewable energy share, reducing CO2 

emission, and increasing electricity accessibility, among others goals, in Zimbabwe. Ziuku 

et al. (2014) [172] investigated the potential of concentrating solar power in Zimbabwe, and 

their results indicate CSP potential. However, Ziuku et al. (2014) [172] only considered the 

technical potential and omitted economic evaluation, which is one of the main challenges 

RES faces. Kaseke (2014) [173], in a comparative cost assessment of power outages and 

generation expansion, found the frequency of power outages astonishing and concluded the 

need for power generation expansion. Kaseke (2014) [173] recommended expanding 

Zimbabwe’s thermal plants (which can solve power poverty but increase CO2 emission) and 

the Kariba hydropower plant. Makonese (2016) [174] reviews the potential of Zimbabwe’s 

energy resources and concludes the adoption of RES, including solar and hydropower. Al-

Ghussai et al. (2020) [175] compared a standalone wind, PV, and a PV/wind hybrid to 

maximize RES percentage in Gwanda, Zimbabwe. Their results preferred using the PV/wind 

hybrid offering economic benefits and the best technical performance. Samu et al. (2019) 

[176] evaluated the potential of a 10 MW grid-connected wind plant in 28 locations in 

Zimbabwe. The best results with the least energy generation cost of 77.23 $/MWh were 

observed for Ruwa. Maqhuzu et al. (2019) [177]investigated the effect of co-firing municipal 

solid waste with coal in thermal PPs and concluded the potential reduction of SOx, CO2, and 

CH4 emissions. 
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6.5 Zimbabwe’s Coal Reserves  

Zimbabwe has 553.4E+06 tons of coal reserves, making it rank 38th globally of countries 

with most coal reserves [178]. The coal in Zimbabwe mainly falls under the upper Karoo 

group and the lower Karoo group formations in the North-Western areas of the country as 

shown by Figure 6.3. The areas with coal and associated CBM include Lupane, Hwange, 

Lubimbi, Lusulu, Sebungu, Lubu, Busi, Sengwa, Gokwe, Nyamandlovu, Bari, Kaonga, 

Gwaai, Kamativi, and Dete. Alluvial plain coal16 and freshwater-lake shoreline coal17 are the 

two types of sedimentological types of coal identified through intensive lithological studies 

and correlation of borehole records from coal occurrences in Zimbabwe [180]. Studies after 

Lepper (2005) [180] show that the Alluvial plain coal deposits dominated the Gokwe and 

Nyamandlovu areas, while the freshwater-lake shoreline coal deposits were found in Wankie 

(present day Hwange), Lusulu, Lubu, Busi to Sengwa. The Alluvial plain coal and 

freshwater-lake shoreline coal areas mentioned above are all within the North-Western areas 

of Zimbabwe. 

 

                                                 

 

16 Alluvial plain coal: Restricted, high-ash, and thick coals found in narrow and fault-boarded inter-

mountain depressions [179].  
17 Freshwater-lake shoreline coal: Coal deposits accumulated on in-fill surfaces of interdistributary 

lakes and bays [179].  
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Figure 6.3. Coal-occurrences and location of coalfields in Zimbabwe [180] 

The alluvial plain coal in Gokwe and Nyamandlovu is enclosed in fine-grained sediments 

and is primarily thin and discontinuous. This type of coal has an extremely low economic 

significance. In contrast, the lake shoreline coal amounts to a high economic relevance, 

where the coal seams are approximately 17m (50+ ft.) thick and are embedded in 

carbonaceous mudstones [180]. Table 6.7 shows the representative coal qualities for 

Zimbabwe.  
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Table 6.7. Metallurgical coal qualities for Zimbabwe [181] 

Coal Properties  Composition 

Carbon content, % 64 

Moisture content, % 0.8 

Ash content, % 9.8 

Volatile matter content, % 26.3 

Heat value, BTUs/lb. 12 811.7 

 

Using the information from Moyo (2012) [181], the distribution of coal ranks in Zimbabwe 

ranges from bituminous high volatile C to bituminous medium volatile, with some areas 

containing low rank sub-bituminous coal.  

6.6 Coal Bed Methane Potential in Zimbabwe  

The North-Western formations of Zimbabwe contain coal and associated CBM. The basin 

covers an area of approximately 45 566 km2, covering the upper and lower Karoo structures 

shown by Figure 6.3. The study areas of Zimbabwe are coal and carbonaceous shale 

formations that contain an average of 2 to 5 m3/tonne of CBM [182]. The study area shown 

in Figure 6.4 has since been some hope for secure and sustainable EG after the discoveries 

of potential CBM. The wild cat well tests began before the end of 1991 and turned the 

potential of CBM in Zimbabwe to “probable” [183]. Shangani Energy Exploration (Pvt. Ltd) 

drilled what they believe to be Africa’s first CBM production well (OGJ, 1995) near 

Shangani river, which cuts through Tshotsholo, Lubimbi, and Kamativi. Studies by OJG 

(1991:1995) [183], Maponga (2014) [184], Mukwakwami (2014) [168], and Sibanda (2018) 

[185]confirm the existence of CBM, but there have not been any publicly available studies 

on the total gas in place, and the techno-economic studies on the gas. For CBM exploration 

to commence at a large scale, some degree of confidence must be met, typically by extensive 

evaluations of reservoir conditions, production forecasts, and other economic viabilities. 
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6.7 Zimbabwe: Study Area 

The study area falls under the Karoo Supergroup18 formation in the southern part of Africa, 

which is of both scientific and economic importance. The Karoo-aged basin provides a 

crucial fossil understanding of Permo-Triassic evolution, providing information on potential 

fossil fuels [186]. The Karoo Supergroup hosts coal reserves, accounting for approximately 

10 % of the world’s total reserves [187]. The Medium- to low-volatile bituminous to semi-

anthracite coal deposits are superimposed by sandstones, mudstones, and the Pebbly Arkose 

formations [188]. Figure 6.4 and Figure 6.5 show the study area, and the distribution of the 

Karoo Supergroup in South-Central Africa, respectively.  

 

 

Figure 6.4. Geological location of study area 

                                                 

 

18
 Supergroup: A set of more than one associated formation sharing certain lithological 

characteristics 
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Figure 6.5. Geographical distribution of the Karoo Supergroup formation in South-Central 

Africa [188] 

6.8 Study Area: Climate 

Zimbabwe enjoys all the benefits of subtropical conditions due to its high average elevation. 

June and October are the coolest, and warmest months, respectively [189]. The North and 

Eastern regions (Lowveld areas) of Zimbabwe are the warmest and also receive most of 

Zimbabwe’s precipitation. The average temperatures per annum vary between 18 ℃ in 

Highveld areas and 23 ℃ in Lowveld areas, with rainfall ranging between 300 mm in the 

South and South-Western areas to 1 000 mm in the North and North-Eastern areas [189]. 

Temperature is highest and increases from the North-Western region to the South-Western 

region of Zimbabwe. Hwange receives the most irradiance in Zimbabwe, reaching up to 2 

483 kWh/m2 [166]. The yearly average temperature in the study area ranges from 18.3 ℃ to 

26.3 ℃, as shown in Figure 6.6. 



 

 

 

84 

 

Figure 6.6. Yearly average temperature map of the study area (adopted from [166]) 
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CHAPTER 7  

7. PROBLEM STATEMENT 

The past studies on power generation in Zimbabwe, (mentioned in Section 6.4) can be 

grouped into renewable and non-renewable energy studies. All these studies considered the 

use of either the renewables or the non-renewables. Some challenges of using fossil fuels to 

generate electricity include conventional oil and gas depletion, exacerbated pollution, and 

accelerated climate change. The disadvantages of using only RES include unreliability, low 

efficiency, high capital cost, and low dispatchability. Generally, the past studies mentioned 

in Section 6.4 have been conducted to reduce or eliminate power poverty in Zimbabwe, 

though following areas were left unaddressed or incomplete:  

 CBM potential- to the best of this author's knowledge, there haven't been any 

extensive studies on the potential of CBM in Zimbabwe. 

 Techno-economic and environmental analysis of generating electricity from CBM.  

 Non-renewable energy systems- Most studies focused on coal fueled old, to-be-

serviced plants and newly proposed thermal PPs. Though expanding old thermal 

PPs and constructing new ones can solve power outage and accessibility issues, 

carbon sequestration should be implemented to capture and store CO2 to address the 

climate change issue.  

 Renewable energy systems- many studies have been conducted to improve or 

increase the RE share in Zimbabwe, but not many have addressed the challenge of 

reliability and dispatchability. For example, Zimbabwe has an annual average of 8.3 

sun hours per day for solar systems. This means that there will not be electricity 

generation for 15.7 hours, considering there is no TES. The same can be said for 

wind energy without energy storage facilities. Feasibility studies by Al-Ghussain et 

al. (2018) and Samu et al. (2019) indicate the insignificant improvement of including 

TES and that hybridization of RES does not increase generation capacity but offers 

a better energy mix. If renewables are to be adopted, work must be done to improve 

reliability and dispatchability.  

 Most studies have focused on PV, leaving out the CSP potential.  
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 Hybrid renewable and non-renewable energy studies for Zimbabwe. 

Therefore, to address the aforementioned issues, in this study we focus on the assessment of 

CBM-Solar hybrid power plants to address the issue of power poverty, and climate change 

(SDG 7 and SDG 13). 

Listed below are some of the problems that current study seeks to assess: 

 How feasible is an ISCC-PP using CBM-CSP hybrid? 

 Addition of solar will eliminate the need for how many additional CBM wells? Or 

how much additional MWh will be generated? 

 What is the best possible site for ISCC PP?  

 What are the requirements from CBM and CSP side? 

Major issues to be addressed for the success of hybrid CBM-ISCC PP are: 

 Estimation of CBM reserves. 

 Selection of site which meets both CBM and CSP criteria. 

 Techno-economic and environmental assessment of the hybrid. 

 Fuel consumption, production rate & number of CBM wells. 
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CHAPTER 8  

8. METHODOLOGY 

The assessment of a CBM-based solar-gas system for this study is grouped into 4 major 

parts, namely: 

1. Suitable site selection which meets CBM and CSP criteria simultaneously. 

2. The estimation of CBM in-place and production modeling. 

3. The feasibility of concentrating solar power for an ISCC hybrid. 

4. Techno-economic and environmental analysis of the proposed system. 

We begin with the estimation of OGIP since the proposed system (ISCC) will have most of 

the system fueled by natural gas (CBM in this case) and a considerable percentage by solar 

power. After estimating OGIP for the whole region, the most suitable location for gas 

exploration is determined. The intersection of CSP-suitable sites and CBM-preferred sites 

will be a subset of CBM-preferred sites and the most feasible location for concentrating solar 

power. The chosen study area (Figure 6.4) is analyzed separately for CBM and CSP 

potential, as shown in Figure 8.1 which outlines the methodology framework of the current 

study. 

CSP potential analysis

Site criteria

Survey for comparison

GIS-AHP analysis- ArcGIS Pro

AHP & LR

Exclusion criteria

Consistency check

CR > 10%

CR < 10%

CSP 

suitable 

sites 

CBM 

preferred

sites
 

ISCC site

Techno-economic evaluation

OGIP estimation 

OGIP est., Reserve est., seam 

property for new site

Production modelling- DCA

Parameter 

distribution

Probabilistic 

volumetric- MCS

LR & ZGS 

consultation

 

Figure 8.1. Methodology for choosing ISCC site 
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8.1 Assessment of Coal Bed Methane Generated Power 

The investigation of CBM economic potential from the study area for EG is adopted from 

the study done by Sarhosis et al. (2016) [45] who investigated the potential of producing 

CBM from virgin coal seams for EG in South Wales, UK. Authors proposed to fuel a CCGT 

PP using CBM and found that the CBM-CCGT process offered an economical option for 

EG.  

After verifying its applicability, the same PP computer model(s) described in Sections 8.5 

and 8.6 are utilized to assess the feasibility of standalone CCGT PP as well.  

8.1.1 Site Selection for Coal Bed Methane 

Site selection criteria for CBM (given in Table 8.1) were developed based on previous 

successful field applications. The criteria highlight the advantages and disadvantages of the 

parameters, their economic significance, environmental impact, and their importance in site 

selection for CBM exploration.  

Table 8.1. Site selection criteria 

Selection criteria  Value  Reference  

Resource Area >1 km2 [190] 

Gas content >7 m3/tonne [191] [192] 

Depth of coal seams 400 m< D< 1 000 m [193] 

Coal seam thickness >5 m [191] [192] 

CBM Resource Density (RD) >1 million m3 /ha [45] 

Coal rank  Above Bituminous [194] 

Permeability  >5 mD [195] 

Reservoir pressure  >0.50 psi/ft. [195] 
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8.1.2 Resource Density 

Resource density is the ratio of the resource estimate to the surface area, and is given by 

[165]: 

𝑅𝐷 =
𝐺𝑃
𝐴

 
(8.1) 

Where, 

𝑅𝐷 = Resource density estimation, [Bm3/km²]. 

𝐺𝑃= P10, P50, or P90 resource estimate, [Bm3]. 

𝐴 = P10, P50, or P90 surface area, [km²]. 

Resource densities are used to compare potential hydrocarbon sites with producing sites to 

have an idea of the feasibility of producing from potential sites. 

8.2 Original Gas in Place Estimation 

There are two fundamental methods for the estimation of total hydrocarbon in place, 

namely:  

1. The deterministic method uses mathematical relationships, where one substitutes 

unique values for parameters (porosity, water saturation, gas density, etc.) to obtain 

a single OGIP value. The calculated OGIP value rarely, if ever, truly represents the 

actual value.  

2. The probabilistic methods are adopted to account uncertainties in parameters, where 

simulations (calculations of various combinations) are performed to obtain multiple 

results.  

To account for uncertainty in OGIP of the study area, probabilistic method is performed 

using the Monte Carlo Simulation (MCS) based on equation 5.5.  
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8.2.1 Monte Carlo Simulation 

The Monte Carlo Simulation (MCS) is a stochastic method commonly used by engineers in 

the oil and gas industry to estimate the original HC in-place and/or reserves [196] and to 

account for errors and uncertainties in different calculations [133]. In MCS, probable 

distributions of parameters (such as normal distribution, triangular distribution, etc.) are used 

to generate several possible results. The method's success heavily depends on the selection 

and careful analysis of model parameters [134]. Using the MCS produces a range of results 

with the ability to report likelihood of values as P10, P50, and P90. Engineers or 

organizations can utilize these results for major decisions.  

According to Zahner (1997) [197], the calculation of OGIP for CBM has the following forms 

of uncertainty: 

• Initial adsorbed gas content (𝐺𝑐) - Measurements from core samples often give 

inaccurate results. 

• Net thickness (ℎ𝑛𝑒𝑡) - There are different opinions in the industry on what 

density cut-off value should be used to determine the pay zone thickness. 

The MCS for CBM OGIP estimation follows the procedure presented in Figure 8.2:  

1) The process begins with gathering data representative of the North-Western region 

of Zimbabwe. Required data is obtained from various sources, as listed in Table 8.2.  

2) Field data establishes parameter value range and distribution type. Available data is 

analyzed using histograms to determine distribution type (for example, Weibull, 

triangular, gamma, etc.). The mean, mode, maximum, and minimum values 

determine the distribution type, as well as distribution profile.  

3) Parameter distributions are randomly sampled to be used in the calculations. 

4) Objective function (OGIP) calculations are repeated for each set of randomly 

sampled parameters.   

5) The cumulative density function (CDF) of the calculated results is plotted and 

analyzed.  

6) The MCS is repeated with different sample counts (e.g., 102,103,104 samples) until 

there is no significant change in the CDF plot, to establish that results are 

stochastically repeatable. 
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Figure 8.2. Flow chart of MCS methodology used in this study 

In essence, because 𝐺𝑐 values are available in literature, OGIP is calculated using Equation 

5.5. But Equation 5.5 is reduced to Equation 8.1 after data analysis, recognizing that the 

cleats are filled with water. Such that, the total OGIP (𝐺𝑡) is given by: 

𝐺𝑡 = 1 359 × 𝐴 × ℎ × 𝜌𝑐 × 𝐺𝑐 (8.2) 

And the reserve is estimated by the following formula: 

𝑅𝑒𝑠𝑒𝑟𝑣𝑒𝑠 = 𝑂𝐺𝐼𝑃 × 𝑅𝐹 (8.3) 

8.2.2 Field Data and Analysis  

Per Equation 8.2, required parameters for OGIP analysis are now the target area 𝐴 [Acres], 

coal seam thickness h [ft], coal density 𝜌𝑐 [g/cm3], and gas content 𝐺𝑐  [SCF/tonne]. Table 

8.2 shows the min-max values of parameters representing the region of Karoo basin within 

Zimbabwe, from resources that were available during the course of this study. 

Table 8.2. Karoo basin CBM data for the study area of Zimbabwe 

Parameter Min Max Reference 

Area [Acre] 1.12E+07 1.26E+07 ARCGIS Pro 

Thickness [ft.] 5.58 66.73 [198] [180]  

Density [g/cm3] 1.35 1.75 [165] 

Gas content [SCF/tonne] 5.58  66.73 [199] [200] 

Seam Avg. Depth [ft.] 328 3 280 [198] [180]  
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The North-Western region of Zimbabwe is a coal-rich region, identified by alluvial 

plain coal and freshwater-lake shoreline coal [180]. Alluvial plains and freshwater-lake 

shoreline coals are either in water or between water bodies. This is supported by the 

information in Table 8.3. Table 8.3 provides details on the hydrogeology of the North-

Western region of Zimbabwe which has high potential for groundwater, suggesting that the 

coal seams are under the water table. Therefore, we expect no free gas initially in the cleats, 

and 𝑆𝑤𝑖=1. 

Table 8.3. Hydrogeology of the study area of Zimbabwe 

Location 
Aquifer type 

[201] 

Water table 

depth [ft] 

[201] 

Seam depth [ft] 

Area between  

Hwange-Western districts and  

Lupane-Southeastern districts 

 

 

Unconsolidated,  

Save Alluvial Aquifer, 

Umzingwane Alluvial 

aquifer, Grootvlei/Limpopo 

 

16.4 - 131.2 114.8 - 3280.8 

Hwange-Lubumbi and 

Sengwa North-Lusulu 

districts 

Cretaceous Sedimentary 

intergranular/fracture 

32.8 - 49.2 65.6 - 1312.3 

8.2.2.1 Area  

The area is estimated using ArcGIS Pro, a mapping software for creating and working with 

spatial data. First, we establish the target area (North-Western region of Zimbabwe) as 

shown in Figure 8.3. Area values are found as Max: 51 000 km2 and Min: 45 566 km2. The 

difference in the values for the area is because we considered the gross (Figure 8.3) and net 

(land potentially available for exploration) areas. Figure 8.3 shows the synopsis of Min. and 

Max. areas taken for this study. The data distribution for the target area is shown in Table 

8.4. 

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/alluvial-plain
https://www.sciencedirect.com/topics/earth-and-planetary-sciences/alluvial-plain
https://www.sciencedirect.com/topics/earth-and-planetary-sciences/shoreline
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Figure 8.3. Target area 

 

Table 8.4. Histogram of target area 

Area [Acres] (ArcGIS Pro) 

Descriptive 

statistics  

Numerical 

value 

Histogram 

   

Min 1.12E+07 

 

Max 1.26E+07 

Mode  1.19E+07 

Median  1.19E+07 

Mean  1.19E+07 

SD 8.51E+05 

Data count 243 
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8.2.2.2 Coal Density  

Since the Karoo basin stretches across Botswana and Zimbabwe, as shown in Figure 6.5, 

current study adopted the values calculated for Botswana by Kubu Energy [202] due to the 

scarcity of coal density data from Zimbabwe. The data distribution for coal density is shown 

in Table 8.5.  

Table 8.5. Histogram of coal density data [202] 

Coal density [g/cm3] 

Descriptive 

statistics 

Numerical 

value 
Histogram 

Min 1.35 

 

Max 1.75 

Mode 1.65 

Median 1.58 

Mean 1.57 

SD 0.16 

Data count 232 

8.2.2.3 Thickness  

Thickness data is gathered from Pollok (1984) [198], Oesterlen & Lepper (2005) [180], and 

Padcoal (Pvt) Ltd (2011) [203]. Most of the data representing the target North-Western area 

of Zimbabwe is from Ntuba, Lubu, Sengwa South, Lusulu, Hwange, Lupane, and Gokwe 

districts. The data from these locations represent the whole area considered in this study, and 

the distribution is shown in Table 8.6. 
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Table 8.6. Thickness data [180] [198] [203] 

Histogram of thickness data [ft.] 

Descriptive 

statistics  

Numerical 

value 

Histogram 

Min 5.58 

 

Max 66.73 

Mode  38.25 

Median  31.33 

Mean  30.86 

SD 11.0 

Data count 200 

 

8.2.2.4 Gas Content  

The gas content values were read from the depth vs. gas content plot in Barker (2006) [199] 

courtesy of Shangani Energy Exploration, as shown in Figure 8.4. The data distribution for 

gas content is shown in Table 8.7. 

 

Figure 8.4. Gas content values from desorption testing (Adopted from [199]) 
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Table 8.7. Histogram of gas content data [199] 

Gas content [SCF/tonne] 

Descriptive 

statistics  

Numerical 

value 

Histogram 

Min 1.0 

 

Max 290.0 

Mode  29.0 

Median  77.0 

Mean  93.98 

SD 72.85 

Data count 284 

 

8.2.3 Parameter Distribution  

Histograms representing the parameter distributions are obtained, as shown in Tables 8.3 to 

8.6. The raw gas content, density, and thickness data follow a triangular distribution with 

visible Min, Max and mode values. Therefore, triangular distribution is used for gas content, 

density, and thickness. The uniform distribution is chosen for the area since we only 

determined Maximum and Minimum values. Table 8.8 below summarizes the parameter 

distribution of the primary data. 

After the evaluation of the OGIP, the CBM most preferred site is evaluated using the criteria 

given in Table 8.1.  

 

 

 

0

5

10

15

20

25

30
Fr

eq
ue

nc
y

Gas Content [scf/tonne]

Gas Content  



 

 

 

97 

Table 8.8. Summary of parameter distributions 

Parameter  Descriptive statistics  Numerical value 

Area [Acre] 

 

TYPE OF DISTRIBUTION: 

Uniform  

Min 1.12E+07 

Max 1.26E+07 

Mode   

Median  1.19E+07 

Mean  1.19E+07 

SD 8.51E+05 

Data count 243 

Thickness [m] 

 

TYPE OF DISTRIBUTION: 

Triangular  

Min 5.58 

Max 66.73 

Mode  38.25 

Median  31.33 

Mean  30.86 

SD 11.0 

Data count 200 

Coal density [g/cm3] 

 

TYPE OF DISTRIBUTION: 

Triangular 

Min 1.35 

Max 1.75 

Mode   

Median  1.58 

Mean  1.57 

SD 0.16 

Data count 232 

Gas content [SCF/tonne] 

 

TYPE OF DISTRIBUTION: 

Triangular 

Min 1.0 

Max 290.0 

Mode  29.0 

Median  77.0 

Mean  93.98 

SD 72.85 

Data count 284 

 

8.3 Site Selection for Concentrated Solar Power 

GIS tools are combined with the multi-criteria decision-making method (MCDM) to 

determine the potential site for CSP as shown in Figure 8.5. 
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Figure 8.5. Methodology for Concentrated Solar Power potential analysis 

The methodology presented in Figure 8.5 contains three main processes: 

1. Initially, the goal and criteria are defined to remove unsuitable layers (regions) from 

the study area map, by applying spatial tools in ArcGIS Pro. The unsuitable region 

represents all the areas that can never be suitable for CSP. 

2. Secondly, the GIS-AHP analysis (Section 3.4.1), and the land suitability analysis 

are performed in ArcGIS using the spatial tools. 

3. Lastly, perform calculations to determine the proposed plant’s theoretical, technical, 

and economical performance. 

The site for the ISCC power plant should be suitable for both CBM and DNI technologies, 

i.e. should: 

1) be close to CBM field, to reduce hydraulic losses and compressor requirements in 

the transportation pipelines, and 

2) receive adequate sun light. 

8.3.1 Criteria Definition  

Because standalone CSP is one of the most expensive power-generating technologies, 

misjudgments can lead to tremendous economic penalties. Based on the references that 
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studied CSP feasibility (Table 3.2), climate factors (e.g. irradiance and temperature), 

orography, location, and water availability assures maximum plant performance, territorial 

efficiency, and maximum achievable productivity. Consequently, climate factors, 

orography, and location are used in the MCDM-AHP, to exclude unsuitable areas.  

8.3.2 Data Collection  

Relevant data search and standardization are carried out, and the data is collected as spatial 

data (from references in Table 8.9 and is normalized in ArcGIS Pro software. 

Table 8.9. Data sources for Concentrated Solar Power site selection 

Criterion  Data source  

Solar irradiance   SolarGIS [166] 

Orography  USGS, United States Geological Survey [204] 

Power grid  Worldbank [205] 

Roads  MapCruzin [206] 

Water availability  Africa Groundwater Atlas [207] 

 

8.3.3 Solar Irradiance   

The performance of CSP plants is significantly affected by DNI to generate electricity. For 

financial accounts, regions having DNI values less than 1 800 kWh/m2/yr. must be excluded 

in the first stage. Areas with the greatest DNI would be considered the most appropriate after 

using the AHP method, the higher the irradiance, the higher the theoretical potential. Table 

8.10 shows the solar resource and site selection ranges of cumulative annual DNI, typically 

preferred for CSP application. 
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Table 8.10. Solar resource and site selection [208] 

Not recommended  DNI ≤ 1 600 kWh/m2/yr. 

Recommended  1 600 kWh/m2/yr. ≤ DNI ≤ 2 000 kWh/m2/yr. 

Better performance  DNI ≥ 2 000 kWh/m2/yr. 

8.3.4 Orography  

Orography is a study of topographic relief, concentrated on the detailed and precise 

description of mountains and elevated terrains like hills. The adoption of CSP PPs 

(especially the employment of PTC) requires flat lands [82]. The inclination of the area 

determines suitability of the site for CSP [79]. According to Tazi et al. (2018) [209], the 

suitable slope should be less than 2.1 %, with excellent slopes ranging between 0.5 % to 1 

%. 

8.3.5 Location  

The most suitable location for any PP is near the road network and electricity grid. This is 

because the location has to be close to residential areas for easy transportation of workers 

and close to the grid, making it cheaper to have a plant-grid connection. A PP close to a 

power grid, roads, and railways offers low capital and maintenance costs. 

8.3.6 Water resources  

Since the proposed system is an ISCC PP, water plays a crucial role in the bottoming cycle. 

Water can be used as a cooling agent for cleaning the concentrators, especially in windy 

areas. Qoaider & Liqreina (2015) [210] highlight high water consumption in CSP systems 

and that 90 % of the water is used for wet cooling while 10 % is used for cleaning. Therefore, 

there is need for a water body close to the PP.  
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8.3.7 Restrictive Area Processing  

After defining the criteria, the AHP method is applied to couple each criterion to its 

appropriate weight. The weights are then used in ArcGIS to determine the most appropriate 

location for concentrating solar power. 

When performing the MCDM-AHP in ArcGIS, the initial step is to exclude all unsuitable 

sites for CSP based on expert logic and legal directives. According to Sun et al. (2021) [79]: 

Haddad et al. (2021) [81]: Ghasemi et al. (2019) [78]: Merrouni et al. (2018) [82]: and 

Alqaderi et al. (2018) [80], the areas that must be excluded are summarized in Table 8.11. 

Table 8.11. Exclusion criteria and averaged values adopted for current study 

Excluded 

layers  

 Buffer 

limitation  

Remarks  

Protected 

areas  

World heritage 

sites  

300 m – 500 m No installation within 300 m from the 

site  

 National parks  300 m – 500 m No installation within 300 m from the 

site 

 Biosphere19  300 m – 500 m No installation within 300 m from the 

site 

 Conservation 

areas  

300 m – 500 m No installation within 300 m from the 

site 

Climate  DNI  < 1 800 

kWh/m2 

Zones with DNI of less than 1 800 

kWh/m2 must be excluded  

Orography  Slope  > 2.1 % Zones with slopes greater than 2.1 % 

must be excluded  

Proximity  Power lines  200 km  Zones located more than 200 km from 

the power grid are not included  

 Water supply  30 km   Areas 30 km away from the site are 

excluded  

 

The criteria in Table 8.11 is compiled to exclude all areas that might result in poor plant 

performance, destruction of essential sites, disturbance of the biosphere and ecosystem, high 

initial capital cost, increased maintenance cost, and the disturbance of ongoing activities. 

After excluding these locations, the next step is to carry out the GIS-AHP analysis and the 

                                                 

 

19 Biosphere: Anywhere on earth where life exists.  
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land suitability analysis in ArcGIS Pro. The final step in ArcGIS Pro (using Equation 3.9) is 

to develop a map representing all potential sites for concentrating solar power. 

8.4 Assessment of Concentrated Solar Power 

Solar power generation potential is generally classified as the theoretical, technical, and 

economic potential [78], as described in detail in Section 3.4 The power generation potential 

is calculated using Equation 3.4 [79]: 

𝑇𝑃𝑆𝐸 = 𝐷𝑁𝐼 × 𝐸𝐹 × 𝐴 × 𝑃𝑅 (3.4) 

After verifying its applicability, the same PP computer model(s) described in Sections 8.5 

and 8.6 is utilized to assess the feasibility of standalone CSP as well.  

8.5 Evaluation of the ISCC PP 

The site for the proposed ISCC PP is the intersection of the potential CBM sites (established 

using Table 8.1) and potential CSP sites (Figure 8.5). In order to evaluate the feasibility of 

adopting the solar-gas system, a comparison is made among different technologies. First, the 

ISCC is compared with the standalone CSP PP and standalone CCGT PP. Then, ISCC is 

compared with Zimbabwe’s current electricity-generating technologies.  

A techno-economic and environmental analysis is carried out for three different technologies 

for the potential ISCC PP site, namely: 

1. CSP PP, modeled using NREL’s System Advisor Model (SAM) (Figure 8.6). 

2. CCGT PP (CCGT_ISCC20), modeled using EBSILON (Figs. 8.7 and 8.8).  

3. ISCC PP, modeled using EBSILON (Figure 8.7). 

EBSILON Professional and SAM are power/electrical system simulation software from 

different vendors. They both use algorithms based on physical equations, polynomials, and 

                                                 

 

20 CCGT_ISCC: It indicates CCGT model is derived from hybrid model by blocking CSP 

component.  
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characteristic curves to model various machinery, electrical components, and whole systems, 

including power plants. Both EBSILON and SAM allow changing any practical parameter 

of the plant one can think of.  However, original template files already model real life 

functioning plants. Thus, in order to base the analysis on real life plants only following 

parameters were changed, plant capacity (which automatically changes other parameters like 

gas intake rates, heat rates, ST capacity, plant efficiency, COE, power output, etc.) and the 

number of solar collectors (which automatically changes other plant parameters like ST 

capacity, plant efficiency, capacity factor, COE, etc.) 

The System Advisor Model (SAM) is a software that estimates the technical and financial 

aspects of power plant facilities. SAM models several RES including PV systems, battery 

storage facilities, CSP systems, wind power farms, biomass plants, etc. Figure 8.6 shows the 

steps to modelling renewable energy using SAM.  

 

 

Figure 8.6. Steps to modelling RES in SAM [211] 

EBSILON Professional is a system planning and simulation software. It allows user to 

simulate any PP thermodynamic cycle process, calculate performance and efficiency of a PP 

under various operating conditions. The PP model types readily available in the software 

include hard coal thermal PP, CSP, ISCC, cooling cycles, CO2 capture systems, etc. 

The performances of the 3 PP technologies are compared using following parameters: 

1. Output power- Calculations performed using Equations 2.8 and 3.9 

2. Fuel consumption- EBSILON (simulated) 
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3. Plant efficiency- Equation 2.6 

4. Cost of electricity- Equation 2.5  

a. For CSP PP calculations, SAM is used to estimate the cost of electricity.  

b. For CCGT PP calculations, the fuel cost is determined by the heat rate of 

the GT modelled in EBSILON, while other LCOE parameters are taken 

from specific values given in Table 8.12. Figure 8.8 shows the schematic of 

EBSILON’s CCGT Siemens SGT5-4000F PP. 

Since the ISCC model template might be optimized for the solar-gas system, EBSILON’s 

CCGT Siemens SGT5-4000F PP is used estimate the heat rate of a CCGT PP. This is done 

to analyze the difference in LCOE between a CCGT_ISCC and a standalone CCGT PP.  

c. For ISCC PP calculations, fuel cost is determined by the heat rate of the GT 

modelled in EBSILON (Figure 8.7), and other parameters are estimated 

based on the specific values in Table 8.12.  

5. Pay Back Period (Li et al., 2015) 

𝑅𝑎𝑛𝑛 ×
[(1 + 𝑖)𝑃𝐵𝑃 − 1]

[𝑖 × (1 + 𝑖)𝑃𝐵𝑃]
= 𝐶𝑇𝑃𝐶 

(8.4) 

Where 𝑅𝑎𝑛𝑛 is the annual net income, 𝑖 is the real debt interest, 𝑃𝐵𝑃 is the payback 

period, and 𝐶𝑇𝑃𝐶 is the annual average investment. 

6. GHG emissions-  

𝐺𝐻𝐺 = 𝐹𝑙𝑢𝑒𝑔𝑎𝑠2 ∙ 𝑀 × 𝐹𝑙𝑢𝑒𝑔𝑎𝑠2 ∙ 𝑋𝐺𝐻𝐺 × 1000 (8.5) 

Where, 𝐹𝑙𝑢𝑒𝑔𝑎𝑠2 ∙ 𝑀 is the mass flow of flue gas, 𝐹𝑙𝑢𝑒𝑔𝑎𝑠2 ∙ 𝑋𝐺𝐻𝐺 is the GHG 

type, e.g. N2, CO2, etc. 

Table 8.12 shows the technical, environmental and economic parameters used in this study. 
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Table 8.12. Input parameters 

Parameter  Value Unit Reference 

GT unit  235 $/kW [100] [212] 

ST unit  860 $/kW [100] [212] 

DSG field  770 $/kW [100] [212] 

ET field  330 $/kW [100] [212] 

Land cost  2.8 $/kW [100] [212] 

Con, Eng., Cont. fees 0.1 $/kW [100] [212] 

O & M factor of GT 0.05 % [100] [212] 

O & M factor of ST  0.02 % [100] [212] 

O & M factor of SF 0.015 % [100] [212] 

Real debt interest  0.08 % [100] [212] 

Plant life  30 Years [212] 

Sol life 30 Years [212] 

Gas price  0.266 $/m3 [213] 

Average Irradiance  2 200 kWh/m2/yr. [166] 

Solar hours21 full load 3 029.5 hrs. [214] 

Fixed charge ratio for CSP 0.072 % [211] 

CSP capital cost  5 627.00 $/kW [211] 

CSP Fixed O & M 66.00 $/kW [211] 

ISCC capacity ratio 87  % [215] 

CCGT capacity ratio 87 % [215] 

CSP capacity ratio 31 % [211] 

ZW COE  0.12 $/kWh [216] 

CCGT capital cost 1 100 $/kwh [42] 

CCGT fixed O & M 6 $/kWh [42] 

CCGT variable O & M 3 $/MWh [42] 

Coal-gCO2eq/kWh 820  [16] 

Gas-gCO2eq/kWh 490  [16] 

 

 

                                                 

 

21 Solar Hours: hours in a day significant DNI is received by the collectors. 
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8.6 Modeling the ISCC PP 

The study uses EBSILON and SAM to model for ISCC PP and CSP PP, respectively, 

because: 

 SAM only simulates for RE technologies. 

 EBSILON simulates all electricity generating technologies. However, during the 

time of study, the CSP model in EBSILON did not have functions to manipulate or 

change the plant’s parameters.  

Power output of ISCC (and CCGT) systems are simulated using EBSILON’s Siemens model 

templates (SGT 4 000 F GT- SGT5-4000F 50 Hz gas), where the desired GT capacity 

controls the CBM intake. The schematic diagram of the proposed ISCCPP (or standalone 

CCGT PP) is shown in Figure 8.7. 

To model the ISCC,  

1. The flow in Figure 8.7 is allowed to perform as is, changing the number of collectors 

(thus changing the solar capacity to a desired capacity) and the GT’s desired power.  

To model the CCGT_ISCC,  

1. The thermo-liquid flow is shut, disconnecting the solar cycle from the other 

components of the system.  

2. The SGT5- 4000F 50 Hz’s capacity is changed to suit the desired plant capacity.  
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Figure 8.7. EBSILON’s ISCC SGT 4 000 F [217] 

 

Figure 8.8. EBSILON’s CCGT Siemens SGT5-4000F [217] 
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CHAPTER 9  

9. RESULTS 

9.1 Zimbabwe Coal Bed Methane Evaluation  

Since a significant percentage of the power is generated from firing CBM, firstly a wide-

range CBM assessment is completed as it narrows down suitable locations for the ISCC PP. 

We begin by estimating the OGIP in the region and specific sites, overlapping with top 

candidates for concentrating solar power (gross area Figure 8.3). The OGIP results 

calculated by MCS are represented by a histogram (Figure 9.1), a CDF (Figure 9.2), and 

tabulated in Table 9.1. The CDF plot yields P10, P50, and P90 values of the total CBM in 

place for the study area of Zimbabwe. Whilst conducting the MCS, E+02 and E+03 

combinations generated fluctuating curves representing inconsistent P10, P50, and P90 

values as shown by the CDF in Figure 9.2. More stable results were produced from E+04 

and E+05 combinations. Precisely, the MSC produces consistent results after 25 000 runs. 

These variation of OGIP values can be quantified by a Sensitivity analysis (SA) in response 

to specific input ranges.  

P90 means there is a 90 % probability (90 % of the time) that actual hydrocarbon in-place 

will be less than or equal to the low estimate (P90, 706 Bm3). Therefore, it is estimated that 

the study area sits on 706 Bm3 of CBM.  
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Figure 9.1. Histogram of OGIP values calculated by MCS 

 

 

Figure 9.2. CDF of OGIP values obtained for different combinations 
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Table 9.1. CBM OGIP and reserve estimates 

Probability Trillion Cubic Feet  

[Tcf, E+12] 

Billion Cubic meters 

[Bm3, E+09] 

Reserves [Bm3, E+09] 

RF = 50 % [141] 

P10 201.3 5 699 2 850 

P50 82.8 2 347 1 174 

P90 24.9 706 353 

 

9.1.1 Sensitivity Analysis  

Sensitivity analysis (SA) is a method to quantify the amount of variation a system (or model) 

has in response to specific ranges in input [218]. To understand how sensitive the output (in 

our case, the OGIP) is to the input parameters, we performed a one-factor-at-a-time22 

(OFAT) analysis to find out which parameter could potentially impact OGIP results, hence 

contribute most uncertainty to the model [218]. 

First, input values for each parameter are set to their mean value. The output of the mean 

values is the baseline. Figure 9.3 shows a tornado plot of the inputs (area, thickness, density, 

and gas content) used in this study against the output (OGIP). In Figure 9.3, the bars illustrate 

the range of results produced when each parameter is set to Min. and Max. while keeping 

other parameters constant. The parameter having the greatest effect is on the top. The 

parameter at the bottom represents the one with the least effect. The middle line in Figure 

9.3 represents the baseline when the mean values are used for gas content, thickness, area, 

and density, respectively. Per parameter ranges considered in this study, according to Figure 

9.3, gas content has the most significant effect on the OGIP, followed by the thickness of 

the coal seam. The effect of gas content and coal seam thickness is significant. However, it 

is important to point out that the values for these two parameters were taken directly from 

the Karoo basin (North-Western areas of Zimbabwe). Area has a small impact perhaps 

because percentage change between the Max and Min is little. Table 9.2 shows the 

                                                 

 

22 One-factor-at-a-time: Also known as one-variable-at-a-time (OVAT). 
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percentage change in OGIP with respect to percentage changes in parameters during OFAT 

study.  

 

 

Figure 9.3. Sensitivity plot of OGIP to the input parameters 

Table 9.2. Sensitivity of OGIP to input parameters 

  Variation in parameter Variation in OGIP 

Parameter Median  - ∆ % + ∆ % - ∆ % + ∆ % 

𝜌𝑐𝑜𝑎𝑙[g/cm3] 1.58 - 0.140 + 0.115 - 0.027 + 0.073 

𝐴 [Acres] 1.19 x 107 - 0.058 + 0.058 - 0.032 + 0.045 

ℎ [m] 31.33 - 0.822 + 1.130 - 0.555 +  0.545 

𝐺𝑐 [SCF/tonne] 93.98 - 0.989 + 2.086 - 0.636 + 1.136 

 

The results from Table 9.2 shows that the highest OGIP change is caused by 𝐺𝑐 (-0.636 and 

+ 1.136). For example, taking P90 (706 Bm3) as the OGIP value, 𝐺𝑐 causes a change in the 

OGIP value from 701.5 Bm3 to 714.0 Bm3, which is not significant. Therefore, since the 

OGIP value is not too sensitive to specific ranges in the inputs (especially 𝐺𝑐 in this case), 

the results in Table 9.1 are taken to represent the CBM resources in the study area. 
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9.1.2 Resource Density Comparison  

Table 9.3 shows the CBM resource densities (RDs) calculated for the study area of 

Zimbabwe. The RD for the study area is found to range from 0.015 Bm3/km2 to 0.113 

Bm3/km2. These values are comparable to major basins in Canada. This is significant 

because Canada is among the top 6 natural gas-producing countries in the world, considering 

that approximately 71 % of the production occurs in Alberta where there are abundant CBM 

reserves [219]. In fact, RD values range from 0.016 to 0.025 Bm3/km2 in Alberta plains 

shallow basin, and from 0.034 to 0.071 Bm3/km2 in Alberta plains deep basin [220]. This 

comparison signifies the CBM potential and opportunities for Zimbabwe. However, since 

the study area ranges from 1.12E+07 Acres to 1.26E+07 Acres which is huge, further 

screening is necessary to select the most preferred site for CBM exploration and 

concentrating solar power. 

Table 9.3. CBM resource densities for the study area of Zimbabwe 

 Resource estimate [Bcf] Area [km2] Resource density [Bm3/km²] 

P10 201 300 50 585 0.113 

P50 82 800 48 562 0.048 

P90 24 900 46 134 0.015 

 

9.1.3 Coal Bed Methane site Evaluation 

To evaluate the study area for CBM exploration, criteria from Table 8.1 are compared with 

a range of values belonging to the study area, as shown in Table 9.4. This comparison 

qualifies the study area for CBM exploration except for the following drawbacks: 

1) The CBM RD is less than the expected E+06 m3/ha. 

2) The depth of seams for most regions range from 10 m to 300 m, much shallower 

than the preferred 400 m – 1 000 m range. 

3) The gas content for some areas is less than the preferred 7 m3/tonne, ranging from 

0.82 m3/tonne to 11.5 m3/tonne.  
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Using Figure 5.2 (hydrocarbon generation during coalification) and Table 6.7 (metallurgical 

coal qualities for Zimbabwe), the coal rank within the study area of Zimbabwe ranges from 

low-quality Subbituminous C to middle-quality high volatile bituminous. 

Table 9.4. CBM site evaluation 

Selection criteria  Site selection values  North-Western areas of 

Zimbabwe Values 

Resource Area >1 km2 >1 km2   

Gas Content (𝐺𝑐) >7 m3/tonne 0.82 <𝐺𝑐<11.5 [m3/tonne] 

Depth of coal seams (𝐷) 400 m<D<1 000 m 0 m<D<1 000 m 

Coal Seam thickness (ℎ) >5 m 0.1 m<h<25 m 

Resource Density (𝑅𝐷) >1 E+06 m3/ha 1 10-5 < RD<1 E+06 [m3/ha] 

Coal Rank  Greater than 

Bituminous 

High volatile A bituminous < 

CR< Subbituminous C  

 

It is observed after the initial evaluation that the range in criteria used in Table 9.4 divides 

the study area into two main regions, for the reasons discussed next: 

 Low seam depths dominate from the Lusulu-Lubu areas to the Sengwa North-

Gokwe areas. The coal seam depths range from 0 m in Gokwe to approximately 350 

m in Sengwa, with other areas in between Lusulu-Lubu and Sengwa North-Gokwe 

falling in the same range. 

 Maximum coal seam thickness values are found in Gokwe, Lubu, and Lusulu. 

However, low coal thicknesses are dominant in those areas. 

 Lowest gas content values are found in Sengwa area being less than 1 m3/tonne.  

 The Hwange-Lupane area predominantly has the highest coal seam thickness and 

gas content values.  

 The Hwange-Lupane area mostly has seam depths ranging from 600 m to 1 000 m.  

 

Therefore, the study area is divided into two regions as: 

 Region 1 contains all the area/zones between the Hwange-Gwayi river and Lupane 

and Gwaai. 

 Region 2 contains all the area/zones between the Lusulu-Lubu areas and Gokwe-

Sengwa areas. 
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Region 2 contains locations with the least preferred CBM parameters and is disregarded for 

further consideration in this study. 

According to criteria in Table 8.1, region 1 (Hwange-Lupane area) is chosen as the most 

preferred site for CBM exploration. Figure 9.4 shows the Hwange-Lupane region which has 

an approximate area of 7 837 441 Acres (31 717 km2), approximately 70 % and 62.2 % of 

the Min and Max study area of Zimbabwe, respectively. 

 

 

Figure 9.4. Geographical location of Hwange and Lupane regions of Zimbabwe 

9.2 Concentrating Solar Power Evaluation  

Per the overall methodology adopted in this study (see Chapter 8, Figure 8.1 and Sections 

8.5 and 8.6), because we have rejected region 2 for CBM development, the most suitable 

location for CSP within region 1 (Hwange-Lupane area) should be the best location for the 

ISCC PP. Priority is given to CBM site because it has been established that an overwhelming 

fraction of power generated by the ISCC-PP will be from CBM. Site evaluation and selection 

steps for CSP in the Hwange-Lupane area is discussed in the remainder of this section. 
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9.2.1 Exclusion Zones  

According to UNEP-WCMC (2022), Zimbabwe has 232 protected areas spread around the 

country. These protected areas include nature reserves, national parks, wilderness areas, 

national monuments, recreation parks, safari areas, sanctuaries, wildlife management areas, 

botanical reserves, state forests, and protected forests. The land cover map of the Hwange-

Lupane area (Figure 9.5) shows that most of the land is covered with vegetation (which is 

beneficial because most of the land would not be occupied). However, the Hwange-Lupane 

region hosts over 25 % of Zimbabwe’s protected areas. Figure 9.6 shows the distribution of 

all protected areas over the study area, covering more than half of the Hwange-Lupane area.  

 

Figure 9.5. Land cover of Region 1: Hwange-Lupane area 
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Figure 9.6. Protected area of Region 1: Hwange-Lupane area 

9.2.2 Criteria for the Hwange-Lupane Region 

The data collected from references in Table 8.9 is standardized in ArcGIS Pro. The Figures 

9.5 to 9.9 represent the factors considered in the feasibility of CSP for the Hwange-Lupane 

area. Figure 9.7 shows the DNI distribution over the study area, ranging from approximately 

1 800 to 2 400 kWh/m2/year. Accordingly, there was no need to exclude regions with DNI 

less than 1 800 kWh/m2/year since the observed least DNI is 1 799.6 kWh/m2/year.  

Figure 9.8a shows the slope of the Hwange-Lupane area in percentage and Figure 9.8b in 

meters. Most of the area has a slope less than 2.1 %, while the Northern areas of Hwange 

have slopes ranging between 5 to 10 %. 

Figure 9.9 shows the road, electricity grid distribution, and the water resource distribution 

over the study area, making the southern part of Hwange less suitable for concentrating solar 

power as it is far from the grid, roads, and the water body. 
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Figure 9.7. Direct normal irradiance of Region 1: Hwange-Lupane area 

 

 

Figure 9.8. Slope data of the Region 1: Hwange-Lupane area 
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Figure 9.9. Electricity grid, road distribution, and river distribution data of Region 1: 

Hwang-Lupane area 

9.2.3 Analytic Hierarchy Process 

As described in Section 3.4.1, the AHP applies a pairwise comparison to get the weights of 

decision criteria. Using the weights, a pairwise comparison matrix is built, then normalized, 

and factored in Equation 3.9 to determine the land suitability index (LSI). The importance 

of each criterion is an arithmetic average of the recommendations from three experts in solar 

energy and/or pertinent literature provided in Table 3.2. Table 9.5. shows matrix[𝐴], 

representing the average of the combined results. Table 9.6 shows the normalized matrix 

[𝑤] corresponding to matrix [A] in Table 9.5, with specified criteria weights. Solar 

irradiance (DNI) has the greatest weight at 55.46 %, followed by the slope at 26.87 %, 

proximity to the grid and road at 11.11 %, and water resources at 6.55 %. 
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Table 9.5. AHP pairwise comparison matrix [𝑋] 

 Solar irradiance Slope Proximity 
Water 

resources 

Solar irradiance 1.00 3.33 5.20 5.91 

Slope 0.30 1.00 3.96 4.26 

Proximity 0.19 0.25 1.00 2.48 

Water 

resources 
0.17 0.23 0.40 1.00 

Summation 1.66 4.82 10.56 13.65 

 

Table 9.6. Normalized matrix [𝑤] 

 
Solar 

irradiance 
Slope Proximity 

Water 

resources 

Weights 

[%] 

Solar 

irradiance 
0.60 0.69 0.49 0.43 55.46 

Slope 0.18 0.21 0.38 0.31 26.88 

Proximity 0.12 0.05 0.09 0.18 11.11 

Water 

resources 
0.10 0.05 0.04 0.07 6.55 

 

The consistency ratio, 𝐶𝑅 is calculated as (see Sec. 3.7 for details): 

● 𝐶𝐼 =
(𝜆𝑚𝑎𝑥−𝑛)

(𝑛−1)
 = 

(4.190082−4)

(4−1)
= 0.063 

● 𝐶𝑅 =
𝐶𝐼

𝑅𝐼
 = 

0.0063361

0.89
 = 0.071 

The 𝐶𝑅 is 7.12 %, and is less than 10 %, representing the consistency of collected data. 

Accordingly, the weights in Table 9.6 are used in the GIS-AHP analysis (in ArcGIS Pro).  

Unsuitable regions were extracted, and Equation 3.9 is used with the help of Analysis tools 

in ArcGIS Pro. Most of the unsuitable area is in Hwange due to the constraints of the Hwange 

National Park and other protected areas, while most of the suitable land is in Lupane. Figure 

9.10 shows the land suitable for CSP. The land suitable for CSP in Hwange and Lupane is 1 
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792 km2 and 3 771 km2, accounting for 5.6 % and 11.9 % of the Hwange-Lupane study area, 

respectively. The coordinates for corners of the rectangular/angular patches of selected land 

suitable for CSP are given in Table 9.7. 

Table 9.7. Coordinates of the suitable land for CSP 

Area coordinate  Region 

Hwange  Lupane  

1 26.31 °E and 18.14 °S 27.48 °E and 18.63 °S 

2 26.82 °E and 18.13 °S 27.93 °E and 18.42 °S 

3 26.32 °E and 18.39 °S 28.06 °E and 19.27 °S 

4 26.86 °E and 18.40 °S  28.30 °E and 18.77 °S  

 

 

 

Figure 9.10. Land suitability for concentrating solar power 
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9.2.4 Power Potential of Land Suitable for CSP 

The technical power potential (TPSE) for selected areas in both Hwange and Lupane is 

calculated using Equation 8.8. A probabilistic approach is adopted using 

STRATGRAPHICS 18 software [221] to perform MCS. This is to quantify the uncertainty 

in the calculation by estimating a range of values for the TPSE. Tables 9.8 and 9.9 show the 

summary statistics utilized to estimate the TPSE of selected areas in Hwange and Lupane, 

respectively. Similarly, Figures 9.11 and 9.12 show the CDF of TPSE results for Hwange 

and Lupane, respectively. Accordingly, the TPSE for the suitable area in Hwange and 

Lupane is estimated to range from 529 to 696 TWh/year, and 1 207 to 1 613 TWh/year, 

respectively, as shown in Table 9.10. Consequently, Lupane (with an area of 3 771 km2 

available for CSP) is the determined intersection for CBM development and CSP system 

since it has more land suitable for concentrating solar power.  

At this point, the OGIP for Lupane region alone must be estimated, and it should be 

determined if the quantity is enough to sustain power generation at the proposed CCGT and 

ISCC PPs throughout life span of the plants. 

Table 9.8. Summary of parameters used in MCS for the power potential of Hwange 

 TPSE [kWh/year] Area DNI Efficiency 

Count 10000 10000 10000 10000 

Average 6.12E+11 1.79E+9 1899.92 0.18 

Standard deviation 6.19E+10 0.00 57.67 0.017 

Coeff. of variation 10.11% 0.00% 3.04% 9.63% 

Minimum 4.84E+11 1.79E+9 1800.00 0.15 

Maximum 7.51E+11 1.79E+9 1999.97 0.21 

Range 2.67E+11 0.00 199.97 0.06 
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Table 9.9. Summary of parameters used in MCS for the power potential of Lupane 

 TPSE [kWh/year] Area DNI Efficiency 

Count 10000 10000 10000 10000 

Average 1.41E+12 3.77E+9 2075.00 0.18 

Standard deviation 1.53E+11 0.00 101.28 0.017 

Coeff. of variation 10.82% 0.00% 4.88% 9.61% 

Minimum 1.08E+12 3.77E+9 1900.00 0.15 

Maximum 1.78E+12 3.77E+9 2249.98 0.21 

Range 6.98E+11 0.00 349.98 0.06 

 

 

Figure 9.11. CDF of TPSE values for Hwange obtained from different combinations, P50 

=611 TWh/year 
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Figure 9.12. Cumulative distribution function of TPSE values for Lupane obtained from 

different combinations, P50 = 1 403 TWh/year 

Table 9.10. Range of TPSE in percentiles 

 TPSE [TWh/year]  

 P10 P50 P90 

Hwange  529 611 696 

Lupane  1 207 1 403 1 613 

 

9.3 Lupane coal bed methane Evaluation 

After applying the same methodology discussed in Sec. 9.1 (with input parameters from 

Table 9.11), the OGIP for the intersection of suitable CBM development and CSP sites is 

estimated as 250 Bm3 (P90 from Figure 9.13 and Table 9.12). This value will be used to 

determine the potential of burning CBM in CCGT and ISCC PPs throughout facility lifetime. 
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Table 9.11. MCS inputs for Lupane 

Parameter 

 

Descriptive 

statistics 

Numerical 

value 

Type of 

distribution 
Reference 

Area 

[Acre] 
 1 892 621.08 Constant [222] 

Thickness 

[ft.] 

Min 6.76  

Triangular 

distribution 

[180] [198]  Mode 38.24 

Max 66.72 

Coal 

density 

[g/cm3] 

Min 1.53  

Triangular 

distribution 

 

[165] 
Mode 1.54 

Max 1.75 

Gas 

content 

[SCF/ton] 

Min 26  

Triangular 

distribution 

[199] [200] Mode 69 

Max 409 

 

 

Figure 9.13. CDF of OGIP for Lupane 
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Table 9.12. CBM OGIP and reserve estimates for Lupane 

Probability OGIP 

[Tcf, E+12] 

OGIP 

[Bm3, E+09] 

Reserves [Bm3, E+09] 

RF = 50 % [141] 

P10 49.4 1 400 700 

P50 22.4 633 316.5 

P90 8.8 250 125 

 

9.4 Technical Analysis  

Optimum power plant capacity and CSP contribution to total output should be determined 

before including fuel consumption, CBM field gas production rates, and well counts in the 

CBM-ISCC PP evaluation. This requires establishing a valid capacity factor (ratio of actual 

power output over theoretical maximum output, Sec. 2.5) for each power plant type (or 

technology). The capacity factor can be increased by improving the technical efficiency of 

the plant. For this purpose, the efficiency of the two primary components used for energy 

conversion in the plants should be analyzed: 

1. The GT (Brayton cycle), used in the ISCC and CCGT systems.  

2. The ST (Rankine cycle), used in all three plant types. 

As ST is present in all three plant types, we focus on the ST efficiency. Table 9.13 shows 

the technical efficiency factors for the ST and the solar field which supports steam generation 

in a CSP component. 

 

Table 9.13. The technical results of the Rankine cycle 

Steam turbine (ST) efficiency factors Solar field efficiency factors 

Isentropic efficiency 0.88 % Optical efficiency 0.75 % 

Polytropic efficiency 0.86 % Thermal efficiency 0.89 % 

Mechanical efficiency 0.998 % Field efficiency 0.67 % 
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9.4.1 Capacity Factor for the CSP 

The capacity factor for CSP (standalone or as part of ISCC) is typically low because the 

solar hours are relatively low. Figure 9.14 shows the typical hours when there is irradiance 

available for EG in Lupane region of Zimbabwe. From Figure 9.14, the effective average of 

annual solar hours is approximately 8.3 hours, denoting an average daily capacity factor of 

34.6 % (= 8.3/24 hrs.) for CSP without TES.  

 

Figure 9.14. Monthly plots of solar hours vs Irradiance for Lupane region 

The capacity factor for a CSP plant is simulated in SAM. The current study compares CSP, 

CCGT, and ISCC power plants. Considering the 600 MW target (Table 6.5) by the 

Zimbabwean government, study compares different capacities of the three technologies from 

50 MW to 600 MW.  

To determine the CSP capacity factor, an average is taken from different capacities of the 

CSP plant, simulated in SAM. The average capacity factor is important because it will be 

used to estimate the capacity factor of the CCGT and CSP without TES combination (ISCC). 

Figure 9.15 shows the relationship between the capacity factor and plant capacity operating 

in Lupane of Zimbabwe, simulated in SAM. The capacity ranges from 29.2 % (for the 600 

MW CSP plant) to 31.9 % (for the 50 MW CSP plant). Accordingly, the average of 31 % is 

taken to represent the CSP capacity factor for current study.  
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Figure 9.15. Total electric power to grid for Lupane from a CSP plant 

9.4.2 Capacity Factor for CCGT and ISCC 

To establish the capacity factor for ISCC cycle, consider, for sake of simplicity, a 100 MW 

ISCC-PP, hereafter designated as ISCC100MW. Due to unpredictable weather changes, assume 

CSP will provide 10 % of the total theoretical power output (after Breeze, 2016 [101]). 

Hence, 90 % of output should be generated by the fossil fueled CCGT cycle. Assume 

capacity factors of 31 % (Section 9.4.1) and 87 % (after Alqahtani & Patiño-Echeverri, 2016 

[215]) respectively for CSP and CCGT cycles of the ISCC. Consequently, 10 % of 

theoretical output is generated at a capacity of 31 % (solar cycle), and 90 % is generated at 

a capacity of 87 % (CCGT cycle). That is, the ISCC100MW actually produces 81.4 MW (= 

78.3 MW from the CCGT cycle + 3.1 MW from the CSP cycle). Therefore, if the capacity 

factors of 31 % and 87 % are applied for the CSP and ISCC, respectively, they actually 

translate to a 81.4 % capacity factor for the ISCC plant.  

The two capacity factors for the ISCC PP (87 % after [215] and the calculated 81.4 %) are 

considered in the calculations, and the results for power output from ISCC system are shown 

in Figure 9.16. The difference in the actual power output for the two capacity factors is found 

to range between 5 % and 6 %. Since the difference is less than an arbitrary margin of 10 %, 

only one capacity factor can be utilized for ISCC calculations. Accordingly, the lower value 

of 81.4 % should be chosen such that the cost of electricity from the ISCC system is not 

underestimated. However, this conclusion will also be supported by LCOE calculations in 

the economic analysis section. 
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Figure 9.17 shows actual power output [kWh/year] from three types of PPs at different 

theoretical capacities [MW]. The CCGT PP generates the highest output for all capacities. 

For instance, a CCGT500MW generates 3.8 billion kWh/yr. In comparison, an ISCC550MW 

generates 3.91 billion kWh/yr., which is greater than the total power output by Zimbabwe’s 

five23 fossil fuel PPs. This suggests that a single CCGT500MW or ISCC550MW technically 

performs better than the existing five coal-fired power plants. On the other hand, the CSP 

PP generates the lowest output due to the annual average of 8.3 sun hours per day, and that 

the CSP type considered herein is without TES. However, for CSP’s comparison sake with 

other PPs, an 8 hour TES facility is added to each facility from 50 MW to 600 MW in SAM. 

Figure 9.17 shows that the addition of TES facility increases the power output, irrespective 

of the fact that it is not comparable with CCGT and ISCC technologies.  

 
 

Figure 9.16. Actual power Output from ISCC systems at different theoretical capacities 

                                                 

 

23 From 2017 to 2020, the five thermal PPs in Zimbabwe (Table 6.6) generated an average of 3.675 billion 

kWh/yr of electricity. 
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Figure 9.17. Actual power Output from CSP, CCGT and ISCC plants at different 

theoretical capacities 

9.4.3 Overall Efficiency as a Function of Total Plant Capacity 

The efficiency of the GT (CCGT) and the solar cycle (CSP) is calculated for the total 

capacity range considered in the analysis, as shown in Figure 9.18. The GT efficiency, fitted 

with a power trend line, suggesting a significant increase in efficiency with an increase in 

capacity. The solar cycle efficiency follows a near constant trend with an insignificant (0.19 

%) change in efficiency with increasing plant capacity.  

 

Figure 9.18. Efficiency of the gas turbine and solar cycle 
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9.5 Economic Analysis   

The LCOE is utilized as a parameter for evaluating economics of power-generation. Table 

9.14 shows Zimbabwe’s LCOE for various technologies, to be compared with the LCOE 

results (Table 9.14 in italics) obtained in this study. 

Table 9.14. LCOE by technology for Zimbabwe [223] 

Technology  LCOE [$/kWh] 

Biomass 0.130 – 0.170 

Small hydro 0.075 – 0.110 

Solar PV 0.170 – 0.220  

Onshore wind  0.175 – 0.220  

Coal  0.079 – 0.096 

CSP without TES 0.180 – 0.196 

CSP with TES 0.119 – 0.146 

CCGT 0.053 – 0.081 

ISCC 0.050 – 0.069 

 

For LCOE calculations of current analysis, different capacities (from 50 to 600 MW) of the 

same technology are compared against each other. The LCOE for CSP is provided by SAM, 

Figure 9.19 shows LCOE for different capacities of the CSP PP with and without TES. From 

Figure 9.19, the inclusion of a TES facility significantly reduces the LCOE with a minimum 

of 30 % change.  

LCOE for CCGT and ISCC are calculated in a spreadsheet, and a 10 % solar share is 

considered for each ISCC capacity. Figure 9.20 shows two set of results for ISCC LCOE 

because one calculation is considered at a capacity factor of 87 %, while the other is 81.4 % 

(as discussed in the technical analysis section). Figure 9.20 also shows a near constant 

difference in LCOE depending on the ISCC system capacity factor. The mean difference in 

the LCOE values is 6.79 %. This is under the arbitrary 10 % margin, so the ISCC_81.4 

LCOE values are considered in the remaining analysis, to avoid underestimating the cost of 

electricity for ISCC.  
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Consequently, Figure 9.21 shows the LCOE values for all three plant types of the current 

study. The change in LCOE with total capacity for each plant type is fitted with a polynomial 

equation. The cost of electricity for CCGT and ISCC systems has a negative gradient, 

indicating a decrease in the cost of electricity with an increase in plant capacity. For CSP 

systems, there is an almost constant cost of electricity from 50 to 200 MW capacities. The 

cost of generating electricity from CSP systems increases from 250 to 600 MW. The increase 

in the LCOE can be explained by the inconsistency of the LCOE values of CSP plants in 

USA (see Appendix B). Furthermore, the increase of the LCOE with CSP plant capacity 

could be due to solar multiple24 values of models not being optimized for each case. Solar 

multiple of the plant should be large enough to ensure a certain range in the nominal 

operation of the solar thermal system. Montes et al. explain that optimum solar multiple 

depends not only on the solar field size, but also on the plant location, the design point and 

the power cycle parameters at nominal operating conditions [224]. Large solar arrays 

without heat storage waste more solar thermal energy than normal, resulting in lower profit 

margins [224]. So, from results in Figure 9.21, CSP plants investigated in study should not 

exceed 200 MW. Also, Authors advise that at most a 10 % solar share must be utilized 

by ISCC plants because additional solar share results in losses  [101] [224].  

The most economical LCOE values for each of the CSP without TES, CSP with TES, 

CCGT_ISCC (see Appendix A why CCGT_ISCC is chosen over a standalone CCGT), and 

ISCC_81.4 are 0.1727 $/kWh, 0.1191 $/kWh, 0.0529 $/kWh, and 0.0495 $/kWh, 

respectively. To obtain a single value that represents the cost of generating electricity from 

a technology, current study takes an arithmetic average of 12 different capacities from 50 

MW to 600 MW (Figure 9.21). The arithmetic average cost of electricity from CSP without 

TES, CSP with TES, CCGT_ISCC, and ISCC_81.07 is 0.1777 $/kWh, 0.1278 $/kWh, 

0.0635 $/kWh, and 0.0581 $/kWh, respectively.  

Considering all capacities in Figure 9.20, the ISCC system is more economical than CCGT 

and CSP systems. The cost of generating electricity from CSP without TES systems is 2.80 

and 3.06 times the cost of generating electricity from CCGT and ISCC systems, respectively. 

                                                 

 

24 Solar multiple: The ratio of the heat output produced by the solar field at the design point to the 

heat output required by the power block under nominal conditions.  
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However, the inclusion of a TES facility reduces the LCOE to almost the retail cost of 

electricity in Zimbabwe. The average cost of electricity in Zimbabwe is [225] [216]: 

 0.095 $/kWh for generation  

 0.12 $/kWh for retail (sale to customer)  

The numbers above dismiss the feasibility of generating electricity from a standalone CSP 

PP without TES. Though the LCOE from CSP without TES is the highest, integrating a 50 

MW solar into a CCGT (i.e., ISCC500MW) reduces the LCOE to 0.0518 $/kWh from $0.1727 

$/kWh (average cost of electricity for CSP) for a standalone 50 MW CSP PP. Also, the CSP 

with TES is not far away from retail cost of electricity. From the 12 capacities of the CSP 

with TES, CSP50MW and CSP100MW generate electricity at 0.1191 $/kWh and 0.1199 $/kWh, 

respectively, which is barely less than the retail cost.  

All ISCC PP and CCGT PP capacities generate electricity at costs less than 0.12 $/kWh. For 

economic considerations, the ISCC and CCGT technologies can be adopted in Zimbabwe 

for electricity generation. Figure 9.22 shows the payback period (PBP) of ISCC and CCGT 

systems. Overall, the CCGT systems pay back later than the ISCC systems. 

 

Figure 9.19. LCOE from SAM 
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Figure 9.20. ISCC_87 and ISCC_81.09 LCOE difference 

 

 

Figure 9.21. Levelized cost of electricity for different technologies 

 

Figure 9.22. Payback period 
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9.6 Environmental Analysis  

Solar energy produces 48 gCO2eq/kWh during the early years of operation, and Figure 9.23 

shows the kgCO2eq produced by different capacities of the CSP PP. A CSP600MW produces 

78 and 75 times less CO2eq/kWh than a CCGT600MW and ISCC600MW system, respectively 

(Figure 9.23 and Figure 9.24).  

 

 

Figure 9.23. KgCO2eq from CSP capacities 

 

Figure 9.24. KgCO2eq from different capacities of CCGT and ISCC processes 
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Considering the information in Table 1.2, coal emits 0.82 kgCO2eq/kWh. If the coal PPs 
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releasing 6.84E+09 kgCO2eq. The kgCO2eq from the coal power plants in Zimbabwe would 

generate 4 times more kgCO2eq released by the CCGT600MW (Figure9.24). Overall, the ISCC 

system is more environmentally friendly than the coal and the CCGT power plants.  

9.7 Economic Analysis - Updated 

Considering EIA’s proposed carbon fee25 of 0.015 $/kg for CO2 emissions [226], LCOE is 

given by Equation 2.9, the simplified version with the inclusion of the carbon fee is given 

by: 

𝐿𝐶𝑂𝐸 =
𝐶𝑜𝑙 × 𝐹𝑐𝑟 + 𝑂&𝑀 + 𝐹𝑐 + 𝐶𝑓

𝐸𝐺
 

(9.1) 

Where, 𝐶𝑜𝑙 is the cost of investment [$], 𝐹𝑐𝑟 is the fixed charge ratio, 𝑂&𝑀 operation and 

maintenance cost [$], 𝐹𝑐 is the fuel cost [$] (considering that fuel is normally sold above the 

breakeven point, inclusive of drilling costs, cost of wells, O & M, pipeline infrastructure, 

etc., there was no need to estimate the individual entities of producing CBM from coal 

seams), 𝐶𝑓 is the carbon fee [$], and 𝐸𝐺 is the electricity generation [kWh]. The updated 

LCOE values are provided in Figure 9.25. 

 

Figure 9.25. LCOE considering cost of CO2 emissions 

                                                 

 

25 Carbon fee: Proposed charges for the cost of burning fossil fuels.  
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The ISCC system generates electricity at the lowest prices and is preferable, even with the 

inclusion of CO2 cost. The LCOE results for CCGT and ISCC systems range within the 

fossil fuel-fired power generation costs for the G20 countries, which range from 0.054 to 

0.167 $/kWh [227].  

The LCOE calculations for the ISCC plant (Figs. 9.20 and 9.21) assumed a constant 10 % 

solar share of the plant’s total capacity. However, the following estimations are performed 

to validate the best ISCC (CCGT+CSP) combination. A constant ISCC600MW capacity (e.g. 

CCGT50MW + CSP550MW) is maintained, while changing the CCGT and CSP shares. 

Considering an example where the solar cycle contributes 550 MW while the CCGT cycle 

contributes 50 MW, the use of a constant capacity factor overestimates the ISCC plant’s 

power output, thereby, underestimating the LCOE. This is because for example, Lupane has 

only an average of 8.3 daily solar hours, so, for 15.7 hours the ISCC plant’s power output is 

from the CCGT50MW cycle only. To eliminate those errors, current study adopts the use of 

the polynomial equations for the CCGT and CSP with TES plants from Figure 9.21: 

From Figure 9.21 the LCOE equation for the CCGT plant is given by: 

𝐿𝐶𝑂𝐸 = 1𝐸 − 07 × 𝐶𝐶𝐺𝑇𝑋𝑀𝑊
2 − 0.0001 × 𝐶𝑆𝑃𝑋𝑀𝑊 + 0.0884 (9.2) 

 

Where, 𝐶𝐶𝐺𝑇𝑋𝑀𝑊 is the capacity of the CCGT cycle.  

While, the LCOE equation for the CSP plant is given by: 

𝐿𝐶𝑂𝐸 = 6𝐸 − 08 × 𝐶𝑆𝑃𝑋𝑀𝑊
2 − 2𝐸 − 05 × 𝐶𝑆𝑃𝑋𝑀𝑊 + 0.1743 (9.3) 

 

Where, 𝐶𝑆𝑃𝑋𝑀𝑊 is the capacity of the CSP cycle.  

The LCOE for the ISCC (CCGT+CSP) is the combination of Equations 9.2 and 9.3, such 

that when the ISCC combination is CSP0MW + CCGT600MW, the calculated LCOE is the cost 

of generating electricity from a CCGT600MW as in Figure 9.21 and vice versa. The weighted 

average of Equations 9.1 and 9.2 is the LCOE for the CCGT+CSP capacity. Accordingly, 

Table 9.15 shows the ISCC combinations and the estimated LCOE values. The CCGT550MW 

and CSP50MW combination has the lowest LCOE value of 0.0728 $/kWh. The solar share is 

8.33 % of the PP capacity, validating the Breeze (2016) [101] assumption of less than 10 % 

solar share. Table 9.15 shows an increase in the LCOE with an increase in the solar cycle’s 
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share, which suggests why it is important to validate the nominal operating conditions for 

solar thermal systems.  

Table 9.15. LCOE for an ISCC system for different CCGT + CSP combinations 

Power plant CCGT cycle [MW] Solar cycle [MW] 

LCOE  

[$/kWh] 

CCGT 600 0 0.0644 

ISCC 550 50 0.0728 

ISCC 500 100 0.0817 

ISCC 450 150 0.0909 

ISCC 400 200 0.1005 

ISCC 350 250 0.1104 

ISCC 300 300 0.1206 

ISCC 250 350 0.1309 

ISCC 200 400 0.1414 

ISCC 150 450 0.1520 

ISCC 100 500 0.1627 

ISCC 50 550 0.1733 

CSP 0 600 0.1839 

9.8 Finalized CBM-ISCC PP Evaluation 

According to updated economic analysis, ISCC PP choice is settled on a 600 MW facility of 

CCGT550MW and CSP50MW combination. Table 9.16 shows PP properties as determined by 

EBSILON software. The gross aperture area needed for the CSP50MW system is 0.2376 km2, 

which is merely 0.0063 % of the land area found suitable for concentrating solar power in 

Lupane area (Section 9.3).  
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Table 9.16 The ISCC600MW power plant properties determined by EBSILON 

ISCC plant property Value 

GT capacity 376 MW 

ST capacity (without solar input) 174.44 MW 

Total ST capacity  224 MW 

Solar thermal input  143.3 MW 

Plant capacity  600 MW 

Heat rate 8 150 BTUs/kWh 

Capacity factor  81.4 % 

Gross aperture area for CSP 0.2376 km2 

DNI 850 W/m2 

Number of PTCs 275 

LCOE 0.0728 $/kWh 

 

From Table 9.16, the GT capacity of 376 MW has a heat rate of 8 150 BTUs/kWh. If the GT 

generates electricity at the ISCC plant’s capacity factor of 81.4 %, then it generates 

2.68E+09 kWh/year. Considering the 8 150 BTUs/kWh, the GT requires 2.19E+13 BTUs 

to generate 2.68E+09 kWh/year. If: 1 m3 = 35 915 BTUs, then the GT requires 6.08E+08 

m3 of CBM per year (18.3 Bm3 for 30 years). 

The CBM reserves estimated in Table 9.12 shows that the P90 reserves in Lupane are 125 

Bm3, compared against the 18.3 Bm3 needed for 30 years lifespan of the proposed 

ISCC600MW. Thus, there appears to be enough CBM to provide for the plant. 

To estimate the number of wells supplying gas to the PP and their production rate at any 

given time, two scenarios are considered: 

1. Production from coal seams without enhancement. 

2. Production from hydraulically fractured beds (Section 5.11). 

Table 9.17 shows the parameters used to estimate the decline curves for the two scenarios 

mentioned above.  
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Table 9.17. CBM production rate and well count parameters 

Hwange-Lupane  

coal seam property Value 

Reference  

Coal rank, CRk CRk > High volatile A bituminous 

CRk < Subbituminous C 

 

𝑞𝑖 (no HF) 162.36 MSCFd [150] 

𝑞𝑖 with HF 600 MSCFd [150] 

Average depth  550 m [1 804 ft.] [180] [198] 

Decline rate   0.00029 %/day [228] 

b1 0 [148] 

b2 0.4 [148] 

b3 0.6 [152] 

 

For unconventional resources such as CBM, to predict the flow rate of a well (with respect 

to time) in the decline stage (Sec. 5.9, Figs. 5.7 and 5.9), and to avoid extreme over prediction 

of reserves, typically Modified Arps equation is utilized. However, the limit after which the 

decline rate turns from hyperbolic to exponential is often based on experience or best guess 

[229]. Okuszko et al. (2007) [148] highlights that there is not much difference between CBM 

and conventional well decline behavior, such that CBM decline can be adequately modelled 

using the original Arps equation (Equations 5.12 and 5.13). Since decline stage is the 

predominant stage in a wells life, anticipated production rates, cumulative production, and 

number of wells needed by the proposed plant is estimated using Arps Equation in this study. 

Due to geological heterogeneity, we expect well initial rates and decline parameters to vary 

over the geographical area. To account for the uncertainty brought by geological 

heterogeneity we use three decline b values which represent the P10-50-90 of parameters for 

the field, values of which are obtained Table 9.17. 

 

9.8.1 Well Count and Production Rates without HF Application 

Results for a hypothetical CBM development in the Lupane region, without HF application 

in the wells, is given in Figure 9.26. Table 9.18 shows the tabulated results. From Table 9.18 
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b=0, b= 0.4 and b= 0.6 wells needed a total of 1 190, 968 and 899 wells, respectively, to 

meet the demand of 1.83E+10 m3 for 30 years.  

Table 9.18. Arps CBM results for Lupane without HF 

 𝑞(30 𝑦𝑒𝑎𝑟𝑠)[ m3/d] 𝑁𝑝 (30𝑦𝑒𝑎𝑟𝑠) [m3] Total number of wells 

b=0 197.1 (6.96 MSCF/d) 1.53E+07 1 190 

b=0.4 598.9 (21.15 MSCF/d) 1.88E+07 968 

b=0.6 784 (27.69 MSCF/d) 2.03E+07 899 
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Figure 9.26. (a) Well’s production rate with time, (b) A well’s cumulative production, (c) 

Demand from GT vs. supply from the wells 

9.8.2 Well Count and Production Rates with HF Application 

If hydraulic fracturing is applied to the CBM wells, the initial production rate can be as high 

as 600 MSCFd [150]. Results for a hypothetical CBM development in the Lupane region, 

with HF application in the wells, is given in Figure 9.27. Table 9.19 shows the tabulated 

results. From Table 9.19 b=0, b= 0.4 and b= 0.6 wells needed a total of 322, 262 and 243 

wells respectively, to meet the demand of 1.83E+10 m3 for 30 years. 

 

 

 

Table 9.19. Arps CBM results for Lupane with HF 

 𝑞(30 𝑦𝑒𝑎𝑟𝑠)[ m3/d] 𝑁𝑝 (30𝑦𝑒𝑎𝑟𝑠) [m3] Total number of wells 

b=0 728.0 (25.71 MSCF/d) 5.65E+07 322 

b=0.4 2 212.7 (78.14 MSCF/d) 6.95E+07 262 

b=0.6 2 897.7  (102.33 MSCF/d) 7.49E+07 243 
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Figure 9.27. Well’s production rate with time, (b) A well’s cumulative production, (c) 

Demand from GT vs. supply from the wells 
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CHAPTER 10  

10. CONCLUSIONS 

This study was motivated by the increase of anthropogenic GHGs, consequent global climate 

change issue, power poverty in some parts of the world, and the pursuit of providing 

sustainable energy (as part of SDG7).  

The North-Western region of landlocked South African country Zimbabwe is chosen as the 

area of focus, considering that the nation has suffered a fair share of climate change effects, 

receives adequate sun light for generating power, has a significant population with no access 

to electricity, and has mostly unsustainable power plants fueled by coal.  

Various findings from this study are summarized as follows: 

1) The OGIP of the North-Western region is estimated using the MCS. The coal bed 

methane resources range from 706 Bm3 to 5 699 Bm3.  

2) A CBM site evaluation was conducted. Within the North-Western region of Zimbabwe, 

the Hwange-Lupane area was established as the zone with the most preferred parameters 

for CBM development. 

3) Within the Hwange-Lupane area, a GIS-AHP analysis was conducted to determine the 

most preferred location for concentrating solar power. The theoretical CSP potential for 

the suitable area in Hwange (792 km2 available for CSP) ranges from 529 to 696 

TWh/year, and in Lupane (3 771 km2 available for CSP) ranges from 1 207 to 1 613 

TWh/year, respectively. 

4) The CSP potential uncovered in this study proves that Zimbabwe has enough solar 

resources to shift to clean energy, considering application of solar technologies with heat 

and energy storage systems. 

5) From this GIS-AHP analysis, it was determined that the Lupane region (the study area) 

was the best location for the ISCC system. 
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6) Accordingly, the CBM resources specific for Lupane is found to range from 250 to 1 

400 Bm3. As expected the OGIP decreases going from full study area (North-Western 

region of Zimbabwe) to the specific Lupane area established to be suitable for both CSP 

& CBM, as the area becomes smaller. 

7) A techno-economic-environmental analysis for CSP, CCGT, and ISCC systems was 

performed for the study area. 

8) A 600 MW ISCC PP is proposed to generate electricity for the chosen study area. 

9) The ISCC PP is compared with a standalone CSP PP, and standalone CCGT PP, and the 

coal-fired power plants in Zimbabwe.  

10) Proposed ISCC PP only technically competes with the CCGT PP, where the latter 

generates 7 % more electricity than the former. ISCC proves to be more sustainable than 

the use of standalone CCGT, CSP or coal-fueled PP.  

11) The CCGT generated the most power, followed by the ISCC system. The CSP system 

without TES and with TES generated 3 times and 2 times, respectively, less power 

output than the CCGT system. The low CSP power output is due to the short solar hours 

(averaging at 8.3 hours), low solar cycle efficiency (of approximately 35 %) and low 

capacity factors (ranging from 28 % to 47 % for CSP both with and without TES). 

12) The best LCOE values for CSP, CCGT, and ISCC are found to be 0.1727 $/kWh, 0.0529 

$/kWh, and 0.0495 $/kWh, respectively. The arithmetic average cost of electricity from 

CSP, CCGT, and ISCC is 0.178 $/kWh, 0.063 $/kWh, and 0.0581 $/kWh, respectively. 

13) The LCOE range for the ISCC hybrid (0.050 $/kWh – 0.069 $/kWh) is less than that 

one of CCGT systems (0.053 $/kWh – 0.081$/kWh), indicating and supporting the 

sustainable use of the hybrid technology over CCGT.  

14) The feasibility of ISCC PP was established by the resultant LCOE at 0.0728 $/kWh, 

which is less than Zimbabwe's retail cost of electricity (0.12 $/kWh).  

15) The CCGT600MW and ISCC600MW investigated in this study respectively produce 48.6 % 

and 45.3 % more power than the 600 MW coal fired PP currently under construction in 

Hwange. 
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16) The kgCO2eq from the coal power plants in Zimbabwe (Hwange, Munyati, Harare, and 

Bulawayo) would generate 4 times more kgCO2eq released by the CCGT600MW. Thus, 

overall, the ISCC system is more environmentally friendly than the coal and the CCGT 

power plants.  

17) ISCC PP is proposed for the following reasons: 

 It produces electricity at a more favorable price. 

 The ISCC system introduces a better energy mix (introduces the adoption of CSP 

and CCGT systems in one facility) 

 The ISCC system emits fewer GHGs than the CCGT and coal thermal systems. 

18) Predicted CBM reserves are enough to replace coal in all thermal plants in Zimbabwe. 

Using both CBM and solar resources presents Zimbabwe with many advantages, 

including meeting all the objectives of SDG7 for a sustainable environment. 

10.1 Recommendations 

The estimation of the original gas in place was performed by taking parameters from 

Zimbabwe's neighboring countries because there was not enough available data in the study 

area. So, additional petrophysical studies are needed for improved estimations.  

The results from the current study proved the feasibility of concentrating solar power in the 

Hwange-Lupane region of Zimbabwe. However, the current study integrated only 8.33 % 

solar share because of the uneconomical cost of electricity values obtained by increasing the 

solar capacity. Accordingly, additional feasibility studies on concentrated solar power with 

heat and energy storage could improve solar share in the ISCC.  

The environmental results suggest that the CCGT and ISCC systems are preferred over coal 

thermal power plants. However, the two systems still emit considerable amounts of GHGs.  

Taking advantage of the storage capacities of coal seams and their potential to store CO2, 

carbon capture and storage studies should be conducted to explore CO2 storage potential in 

the region. 
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APPENDICIES 

A. Standalone CCGT vs. CCGT derived from ISCC 

As mentioned in Section 8.4.1, 50 to 600 MW range of heat rates for a CCGT operating at 

an ISCC facility (Figure 8.6) and a standalone CCGT (Figure 8.7) is modeled in EBSILON 

to estimate the LCOE. Figure 9.18 shows LCOE values for CCGT PPs, and the difference 

could have been caused by the optimization of either of the systems. 

Figure 9.18 shows that the LCOE difference is less than 5 % for plant capacity from 100 

MW to 600 MW, while the LCOE difference between the CCGT_ISCC50MW and 

CCGT50MW is 8.82 %. The difference in the cost of electricity is less than 10 %. Because 

the difference in LCOE between a standalone model and the model reduced from the ISCC 

hybrid is practically negligible, main economic analysis is carried out with the CCGT_ISCC.  

  

Figure 10.1. CCGT_ISCC and CCGT LCOE difference 
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B. CSP LCOE vs. Plant Capacity 

Figure 10.2 shows different capacities of CSP plants located in the USA. Typically, 

economies of scale suggests that smaller plants have higher average cost for power 

generation, whereas increasing the plant capacity should reduce the cost. However, the 

continual increase of capacity may result in diseconomies of scale which may be caused by 

several reasons [230]. From Figure10.2, it should have been that the CSP75MW of Martin Next 

Generation is less costly than the CSP30MW of Nevada Solar One, however, due to many 

factors the cost of electricity does not follow the economies of scale.   

 

Figure 10.2. CSP plants in USA [211] 

For CSP systems, the nominal operating range must be determined as suggested by Figure 

10.3. The solar multiple must be large enough to ensure a certain range where the solar 

thermal plant is operating at nominal conditions, but it should not be very great. Huge sizes 

of solar fields without thermal storage would achieve a worse return on their investment, as 

solar thermal energy above nominal level would be wasted [224]. Figure 10.3 shows the 

relationship between the solar multiple and the LCOE.  

 

 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0

50

100

150

200

250

300

350

400

LC
O

E 
[$

/k
W

h
]

P
la

n
t 

ca
p

ac
it

y 
[M

W
]

CSP power stations in USA

Plant capacity

LCOE



 

 

 

167 

 

 

Figure 10.3. Effect of solar multiple on LCOE [224] 
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