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ABSTRACT 

 

A NOVEL APPROACH FOR THE SOLUTION OF FORWARD AND 

INVERSE PROBLEMS ASSOCIATED WITH NEAR FIELD MICROWAVE 

IMAGING SYSTEMS 

 

 

Dalkılıç, Akın 

Doctor of Philosophy, Electrical and Electronics Engineering 

Supervisor: Assoc. Prof. Dr. Lale Alatan 

Co-Supervisor: Assoc. Prof. Dr. Sevinç Figen Öktem Seven 

 

 

August 2023, 126 pages 

 

 

In recent near field microwave imaging systems, the transmitters and receivers are 

arranged in multiple-input multiple-output (MIMO) configuration. In these systems, 

imaging is regarded as an inverse problem. For the solution of the inverse problem, 

the forward problem is required to be constructed with certain approximations. 

Among principal ones of these approximations is the low contrast assumption 

between the electrical properties of the object and the ambient medium. The object 

being in the far zone of the transducers and vice versa is another principal 

approximation. Although these approximations are crucial for the solution of the 

inverse problem, they limit the accuracy of the solution, because the approximations 

are often not realistic in representing the actual object properties and modeling the 

measurement setup. This thesis study presents three significant contributions in the 

field of near-field microwave imaging techniques. Firstly, for image reconstruction, 

an optimization problem involving the current density distribution and the dielectric 

and conductivity profile of the body is addressed using the alternating minimization 

technique. By handling the subproblems for each unknown variable separately and 
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utilizing total variation regularization, the proposed reconstruction method enables 

efficient and fast solutions for the inverse problem. Secondly, the study investigates 

the impact of different antenna polarizations and the number of antennas on imaging 

performance, a crucial aspect previously overlooked in experimental studies. The 

results demonstrate the potential of polarization diversity to enhance imaging results 

in space-constrained settings. Lastly, by efficiently utilizing near-field data obtained 

from full-wave analyses of antennas, the proposed methodology overcomes the 

computational complexity of full-wave solution approaches for the forward problem 

and allows for practical implementation in the image reconstruction process.  

Keywords: Near Field Microwave Imaging, Forward Problem, Inverse Problem, 

Image Reconstruction, Polarization Diversity, Alternating Minimization 
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ÖZ 

 

YAKIN ALAN MİKRODALGA GÖRÜNTÜLEME SİSTEMLERİNDE 

İLERİ VE GERİ PROBLEMLERİN ÇÖZÜMÜNE YÖNELİK YENİ BİR 

YAKLAŞIM 

 

 

Dalkılıç, Akın 

Doktora, Elektrik ve Elektronik Mühendisliği 

Tez Yöneticisi: Doç. Dr. Lale Alatan 

Ortak Tez Yöneticisi: Doç. Dr. Sevinç Figen Öktem Seven 

 

 

Ağustos 2023, 126 sayfa 

 

Günümüz yakın alan mikrodalga görüntüleme sistemlerinde, alıcı ve vericiler Çok 

Girdili Çok Çıktılı (ÇGÇÇ) konfigürasyonu ile düzenlenmektedir. Bu sistemlerde, 

görüntüleme bir ters problem olarak ele alınmaktadır. Ters problemin çözülebilir 

olması için ileri problemin bazı varsayımlarla oluşturulması gerekmektedir. Temel 

yaklaşımlardan biri, görüntülenecek cisim ile bulunduğu ortam arasındaki kontrast 

farkının az olduğunun varsayılmasıdır. Nesne ve görüntüleme sisteminin 

birbirlerinin uzak alanında olması da bir başka yaygın varsayımdır. Bu varsayımlar 

ters problemin çözümü için kritik olmalarıyla birlikte, çözümün doğruluğunu önemli 

bir şekilde kısıtlamaktadır. Çünkü, nesne özellikleri ve ölçüm modellemeleri 

genellikle gerçekçi olmamaktadır. Bu tez çalışması, yakın alan mikrodalga 

görüntüleme teknikleri alanında üç önemli katkı sunmaktadır. İlk olarak, akım 

yoğunluğu dağılımı ve  dielektrik ve öziletkenlik profili arasında bir optimizasyon 

problemi, sıralı minimizasyon tekniği kullanılarak ele alınmaktadır. Karşılaşılan alt 

optimizasyon problemleri ayrı olarak ele alınıp, dielektrik ve iletkenlik profili için 

toplam değişim düzenlileştirmesi kullanılarak önerilen yöntem, ters problemin 

verimli ve hızlı çözülmesini sağlamaktadır. İkinci olarak, çalışma ile literatürde 
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şimdiye kadar göz ardı edilmiş olan farklı anten polarizasyonlarının ve anten 

sayısının görüntüleme performansı üzerindeki etkisi incelenmektedir. Sonuçlar, 

alansal olarak sınırlı ortamlarda görüntüleme performansını iyileştirmek için 

polarizasyon çeşitliliğinin potansiyelini göstererek önemli uygulamalı sonuçlar 

sunmaktadır. Son olarak, önerilen yöntem ile antenlerin tam dalga analizlerinden 

elde edilen yakın alan örüntüleri verimli bir şekilde kullanılmakta, hesaplama 

karmaşıklığı aşılmakta ve bu sayede görüntü geriçatımı işlemi için pratik bir şekilde 

uygulanması sağlanmaktadır.  

 

Anahtar Kelimeler: Yakın Alan Mikrodalga Görüntüleme, İleri Problem, Ters 

Problem, Görüntü Geriçatımı 
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CHAPTER 1  

1 INTRODUCTION  

Microwave imaging of biological tissues has been an interesting topic for researchers 

over the past few decades [1]-[3]. The motivation behind the idea is to make use of 

the dielectric constant and conductivity difference between healthy and abnormal 

cells for the diagnosis of certain illnesses like breast cancer, brain stroke, etc. 

Microwave imaging has also found various application areas other than medical 

purposes such as surveillance, ground penetrating radars, behind-wall imaging 

systems and multi-layer dielectric material characterization [4]-[6]. Medical 

diagnosis is an attractive implementation area of microwave imaging for researchers 

since the malignant tissues are observed to have different electrical properties with 

respect to the healthy ones, as reported in [7] for brain tissues. The contrast difference 

is in terms of permittivity and/or conductivity of the tissues.  

In this study, main focus will be on the detection of brain stroke. Brain stroke is the 

disturbance of the blood supply to the brain. There are two main types of brain 

strokes: ischemic and hemorrhagic. Ischemic stroke occurs due to the blockage of 

blood supply by thrombosis or embolism. If any vessel in the brain bursts, blood 

flows into the volume around the vessel and creates pressure. This type of stroke is 

called “hemorrhagic”. The first response paramedical teams have three hours to 

diagnose the type of the stroke and implement the appropriate treatment [8]. 

Therefore, it is very crucial to be able to diagnose the stroke and decide the type of 

it on site locations before the patient is carried to the hospital. Current imaging 

systems such as computed tomography (CT), magnetic resonance imaging (MRI), 

etc., are successful in detection and identification of stroke, however; these systems 

are not fast, cost effective, portable and accessible by paramedical emergency service 
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members. Microwave imaging is a powerful candidate which can fulfill all the 

aforementioned requirements that current systems cannot. Furthermore, microwave 

imaging uses non-ionizing radiation at a safe level of power which is not the case for 

CT that utilizes the ionizing harmful radiation. 

A multi-input multi-output (MIMO) microwave imaging system consists of 

transmitter and receiver antennas placed around the region that needs to be imaged. 

Data from all receiver antennas are collected when one of the transmitter antennas is 

excited, and this procedure is repeated for all transmitter antennas and for all 

frequencies considered for the specific application. Then, this measured data is 

processed to obtain the dielectric constant and conductivity distribution within the 

imaging space. Data processing step involves two problems, namely forward and 

inverse problems. In the forward problem, given the dielectric constant and 

conductivity distribution of the imaging space, field values at receiver locations are 

computed when one of the transmitting antennas is excited. On the other hand, in the 

inverse problem, the dielectric constant and conductivity distribution is inferred from 

the measured data. It is obvious that the inverse problem requires the use of the 

forward problem. Therefore, a fast and accurate forward problem solver is one of the 

fundamental milestones of microwave imaging studies, since it is required for the 

formulation of the inverse problem and additionally provides “measured” field 

values in simulation environment without needing a real measurement setup. 

Another important role of having a powerful forward problem solver is that it 

enhances the performance of inverse problem solver since forward problem 

simulator can be used at any iteration step of the solution method. 

The forward problem to be solved in microwave imaging systems is the scattering of 

EM fields in near field region due to 3D scatterer objects when numerical techniques 

like method of moments and finite element method are employed. The induced 

current density distribution in the scatterer object is required to be calculated in the 

forward problem since it is an intermediate step to determine the scattered fields. The 

equation to calculate the induced currents from the given geometry of the scatterer 

and the incident fields is called state equation, whereas the equation that relates the 
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scattered fields at receiver antenna locations to induced currents is called data 

equation. 

In inverse problem solutions, Born approximation, which relies on replacing the total 

field with the incident field, is widely used during early studies in microwave 

imaging. By using Born approximation, the nonlinear inverse scattering problem 

takes a linear form such that the inter-relation between the unknowns is diminished. 

An iterative reconstruction method can be constructed where the total field at each 

iteration is approximated with scattered field calculated from the electrical 

parameters found in the previous iteration, and this method is called Born Iterative 

Method. General Born approximation assumes homogenous background. The 

distorted Born Iterative method studied in [31] and [32] assumes an inhomogeneous 

background and updates the background parameters at each iteration. This approach 

increases the convergence speed; however, it requires the update of Green’s function 

at each iteration and increases the computational cost.  

Back-projection algorithm is another image reconstruction technique that also 

linearizes the inverse problem by considering each point in the imaging space as an 

isolated point scatterer and neglecting multiple scattering between different cells of 

the distributed scatterer. In this approach, it is assumed that the normalized scattered 

signals are originated from a given point and if that pre-assumed scattering point 

does actually exist, a coherent summation of the signals results in large values, while, 

in other case, it gives a very small signal level which is considered as noise. By 

applying that calculation for each point on a 2D slice section, an image is obtained, 

and the existence and location of the scatterer can be estimated. The applications of 

this algorithm to brain imaging systems can be found in [12] and [14]. 

The confocal algorithm which is widely used to detect breast cancer tumors is a 

similar approach to back-projection algorithm. The main difference is the processing 

of time domain signals in the confocal algorithm [42], [61]. In this method, the 

backscattered signals at all antennas are time-shifted and added to create a synthetic 
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focus at each point in solution domain to identify the presence and location of strong 

scatterers. 

Born iterative method, back-projection method and confocal algorithm are based on 

the linearization of the nonlinear inverse problem, however, some studies 

demonstrate that direct solution of the nonlinear problem provides better resolution 

for the same frequency range [7], [8]. In the direct solution of the nonlinear inverse 

problem, an optimization problem is defined to minimize the error between the 

signals measured at the receiver antennas and the computed scattered fields at the 

receiver antenna positions by using the data and state equations derived for the 

forward problem. Iterative Gauss-Newton algorithm and conjugate gradient 

algorithm are the widely used methods to solve this optimization problem and their 

applications to microwave imaging can be found in [16] and [60], respectively.  

Note that, inverse problem is ill-posed due to the underdetermined nature of the 

problem since number of measured data is usually much smaller than the number of 

cells in the imaging domain, which requires the utilization of regularization methods 

to improve the conditioning of the problem. Tikhonov and Total Variation (TV) 

regularization methods are widely used in microwave imaging applications since 

both of them make use of the continuity of the electrical properties of the scatterer 

as prior information. Tikhonov regularization uses ℓ2-norm of the gradient of the 

dielectric constant and conductivity profile, whereas TV considers ℓ1-norm of it. 

This difference results in a smoothing effect for Tikhonov regularization. 

Consequently, TV regularization is more preferred when the application requires to 

preserve edge discontinuities. A comparison of these regularization techniques 

applied in the image reconstruction procedure in order to smooth the created image 

while preserving the edges is studied in [28] by V. L. Coli, et. al. In their study, it is 

stated that the relative error for dielectric properties distribution is significantly 

decreased with the implementation of regularization.  
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In the next section, the studies in the literature on microwave imaging of brain will 

be presented. 

1.1 Literature Review 

Chronogically, research in the literature regarding microwave imaging of brain can 

be classified into three groups, which are listed as, 

1. Feasibility studies 

2. Experimental studies 

3. Machine-Learning based studies 

Each group will be discussed in the following subsections. 

1.1.1 Feasibility Studies 

At the beginning period of utilizing microwave imaging for brain stroke detection, a 

couple of feasibility studies are reported in [7], [9] and [10] . In [7], Semenov S. and 

Corfield D. utilized microwave tomography (MWT) simulations on a simplified 2D 

head model (see Fig.1).  They suggest 0.5-1 GHz frequency band for the optimal 

operation. Moreover, they demonstrate the feasibility of microwave imaging for 

stroke detection via multi-frequency reconstruction which results in fairly better 

images when compared to single frequency implementation. They also noted that 

low frequency implies low resolution in classical far-field sense, however; non-linear 

near field imaging approaches for brain imaging are proposed as candidates for 

super-resolution images. Another super-resolution image reconstruction study by M. 

A. Ali and M. Moghaddam [8] also indicates that utilizing non-linear formulation, 

creates an inherent super resolution since the multiple scattering effects are taken 

into account at each reconstruction iteration.   
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Figure 1.1.  2D simplified head model with brain stroke [7] 

In [9], Ireland D. and Bialkowski M. held a study using a realistic 3D head phantom 

and Finite Difference Time Domain (FDTD) method. The anatomically realistic 

head phantom in the study is obtained from [11] and will be utilized for this thesis 

study. 

Another feasibility study by Scapaticci R., et.al. achieved successful image 

reconstruction from different 2D cuts of the brain for both ideal and non-ideal (noisy) 

conditions in simulation environment  [10]. The study also demonstrates the 

matching medium requirements and forbidden frequency zones with the help of 

simple transmission line model of multi-layer structure of the brain aiming the 

maximization of the energy penetrated into the head. It is also stated that the 

resolution of the images is related to the wavelength in the matching medium at 

corresponding frequency, not to the one in free space.  
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1.1.2 Experimental Studies 

Examples of experimental systems for brain imaging can be found in [12]-[20]. 

A real experimental system implementation with a realistic 3D head phantom is held 

in [12] by Mobashsher A.T. and Abbosh A. They built a wideband (1.1-3.4 GHz) 

system with a unidirectional antenna, a transceiver and image reconstruction and 

signal processing algorithms as shown in Figure 1.2. The head is rotated, and 

measurements are done at 32 separate positions on a full circle. Back-projection 

algorithm is applied for image reconstruction and the quality of the images is poor 

and the identification of the stroke is not possible without having the knowledge 

(image) of the healthy brain. The calibration procedure detailed in [12] is important 

for the removal of errors originating from measurement environment. Finally, they 

emphasize the time-domain characterization/performance control (fidelity factor) of 

the radiated pulse of the antenna for near-field operations. 

 

Figure 1.2.  Head imaging system constructed in [12] 

Another microwave system construction is conducted by Mohammed B. J., et. al. for 

head imaging in [13]. They prepared a realistic head phantom and configured a 
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platform that integrates a circular array of 16 exponentially corrugated tapered slot 

antennas operating in the band from 1 GHz to 4 GHz into the system. The back-

scattered signals are collected and transformed into time domain as an input to the 

confocal algorithm. The images obtained by the study are observed to be limited by 

the capability of the confocal algorithm. 

A portable microwave imaging system that applies back-projection algorithm in 

order to construct the image of the head is reported in [14] by Mobashsher A.T., 

Mahmoud A. and Abbosh A. The wideband (0.75 and 2.55 GHz) signals gathered 

from the system are transformed from frequency domain to time domain and delay-

and-sum back projection algorithm is utilized. The system includes a single 

wideband antenna and a realistic head phantom rotating on a platform such that 

reflection measurements are repeated at equiangular positions and used for the 

detection of the brain stroke. The radiation safety considerations are also examined 

in [14] and it is observed that the power emitted into the body is at a harmless level.  

A flexible cap is designed and fabricated by Alqadami A. S. M., et. al. in [15] in 

pursuance of a wearable microwave imaging system, which reduces the mismatch 

between the skin and antenna array by introducing a flexible high-permittivity 

matching layer, for the detection of brain stroke. The system consists of 16 antennas 

operating in 0.6-2.5 GHz frequency band. Images obtained in the study are observed 

to be satisfying in detection of brain stroke. 

An experimental setup that has 20 point sources placed on a circular array operating 

in the frequency band from 0.4 to 1.2 GHz is constructed by Bisio I., et. al. in [16] 

in order to retrieve the differential dielectric map of the human head which is 

generated due to increasing size of the stroke by time.  

In [17], Scapaticci R., et. al. present the design procedure of a low-complexity 

microwave imaging system for brain stroke monitoring so as to clarify the optimum 

parameters for the system like array configuration, positioning, number and 

polarizations of antennas. The findings of this study indicate that a microwave 

imaging system consisting of 24 antennas evenly distributed on a helmet at 
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approximately 0.4λg distance, where λg represents the wavelength in the matching 

medium, successfully meets the design requirements and effectively accomplishes 

the desired imaging objective. 

In [18] by Rodriguez-Duarte D. O., et. al., an experimental setup is designed and 

produced with an array of 22 antennas ellipsoidally placed around the head as shown 

in Figure 1.3 in order to obtain the differential scattering parameters to form the 

reconstructed images, resulting from the progressive expansion of a stroke over time. 

A multifrequency imaging algorithm is utilized with data gathered within the 

frequency range of 0.8 to 1 GHz. 

 

Figure 1.3. Hardware configuration of the suggested prototype in [18]  

Statistical data taken from S-parameter measurements of the antennas around the 

head is utilized for the detection of brain atrophy due to Alzheimer’s disease and 

reported in [19] by Saied I. M. and Arslan T. 

The importance of the pre-processing techniques at experimental imaging systems is 

demonstrated in [20] by Mustafa S., Mohammed B., and Abbosh A. The strong 

background reflection on a measured set of data is eliminated with two different pre-

processing techniques and results are compared with the original case where no pre-

processing implementation is held. The image quality is observed to increase with 

the techniques detailed in the paper. 
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Compressive sensing application in microwave imaging for brain stroke detection in 

[21] is considered in order to reduce number of frequency and recover time domain 

correlation (TDC) signals from these decreased frequency points. Then, the confocal 

algorithm is utilized for image reconstruction from recovered TDC signals. They 

reported that the same image quality is obtained with half the number of frequency 

points. 

1.1.3 Machine-Learning Based Studies 

Machine-Learning algorithms are applied for microwave imaging problems in order 

to increase the speed and provide the image reconstruction which is not feasible for 

systems utilizing iterative or direct forward and inverse problem solutions of near 

field radiation and scattering formulizations ([22]-[26]). Convolutional Neural 

Network (CNN) based image reconstruction algorithms are studied as in [26] by 

Chen G., et. al. that utilizes CNN as an assisting tool in order to increase the 

performance of the microwave imaging algorithm.   

The first clinical study is held by Persson, et. al. [27] with two prototype systems 

which are shown in Figure 1.4. They analyzed the measurements from the patients 

with known conditions with a machine-learning algorithm and created subspaces for 

signals that correspond to healthy, ischemic and hemorrhagic stroke conditions. With 

these prototypes, they can differentiate hemorrhagic and ischemic strokes and 

diagnose for the hemorrhagic stroke. However, the success of the prototypes with a 

99.9% sensitivity is around 30%, which is not acceptable for a diagnosis tool. 

A complete review by J. Liu, et. al in [59] on the current state of the aforementioned 

microwave imaging systems for brain stroke detection clearly indicates that all these 

methods are still in the early stages of development, and promising potential for 

future investigations. Moreover, the common point that all these techniques suffer 

from is discussed to be the lack of accurate and high-resolution stroke images. This 

deficiency is claimed to be due to shortage of smart unification of analysis methods 
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in the forward problem and the image reconstruction algorithms in the inverse 

problem. 

 

Figure 1.4. Prototype stroke detection systems used in first clinical studies [27] 

1.2 Contributions of This Thesis 

In this thesis, the core topic is the detection of brain strokes using a near field 

microwave imaging system. The well-defined forward and inverse problem 

structures will be the key points to increase the accuracy and quality of the images. 

There exist many microwave imaging systems developed by researchers as described 

and detailed in the previous sections of this chapter. During the implementation 

phase, almost all of these systems have some disadvantageous points, as far as the 

author’s knowledge, like being bulky, slow in creating the image or detecting the 

abnormality, high error rate for false detection, etc. Furthermore, there is no specific 

study that incorporates the radiation characteristics of antenna into the image 

reconstruction algorithm in order to construct a realistic model that considers all 

practical parameters of the realized system. This thesis study also refers to the 

original works of the authors in [73]. 

Three main contributions of this thesis study are summarized as:  

Within the scope of the thesis study, for image reconstruction, we address an 

optimization problem involving two variables: the current density distribution and 
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the dielectric and conductivity profile of the body. While previous research studies 

approached the problem with a single optimization or functional to minimize, we 

adopted the alternating minimization technique. In alternating minimization method, 

two independent optimization problems for the current density and dielectric and 

conductivity profiles are handled separately. At each solution step, the output of one 

inner step is used as input for the other step. Consequently, the size of the 

optimization problems is reduced, which results in more efficient and fast solution 

of the inverse problem. The minimization problem solved for the current density 

distribution incorporates terms from both the "state" and "data" equations, with a 

weighting coefficient between them. Due to the larger number of equations, the 

problem becomes well-conditioned, and it does not require regularization. Conjugate 

gradient method is used to solve this optimization problem. 

To tackle the ill-conditioned nature of the minimization problem corresponding to 

the dielectric and conductivity profile variable, we incorporated total variation 

regularization. This regularization method aids in stabilizing the optimization 

process and enhancing the robustness of the results. Among different optimization 

techniques, which are recently proposed to solve ill-conditioned optimization 

problems, constrained split augmented Lagrangian shrinkage algorithm (C-SALSA) 

is chosen to be implemented for its efficiency. In this context, our contribution lies 

in employing alternating minimization in conjunction with the contemporary 

solution technique C-SALSA. By combining these approaches, we achieve improved 

accuracy and efficiency in solving the ill-conditioned inverse problem, making our 

methodology an innovative and valuable addition to the field.  

In the course of conducting a comprehensive literature review, our research focused 

on a collection of studies presented under the "Experimental Studies" section which 

reveals that all of these studies have one common aspect: they are all based on the 

utilization of single-polarized antennas. This observation prompted us to explore the 

potential impact of different antenna polarization types and number of antennas on 

the overall imaging performance, a crucial aspect ignored in previous studies. We 

conducted a thorough investigation on the effects of variations on antenna 
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polarizations within the framework of this thesis. Our goal was to make it clear how 

polarization diversity and the number of antennas might influence the imaging 

outcomes. For this purpose, we set up an extensive array of experiments, comparing 

and analyzing the imaging results obtained from different polarization setups. One 

of the primary motivations behind this focused topic was to assess the feasibility of 

reducing the overall number of antennas while still maintaining satisfactory imaging 

performance. Upon the conclusion of our investigations, we arrived at some 

remarkable insights that have not been previously reported in the literature. The most 

notable revelation was that, when N dual-polarized antennas were employed, a 

noticeably better imaging performance was achieved in comparison to the scenario 

where 2N single-polarized antennas were used. It should also be noted that these two 

scenarios have exactly the same computational load for the image reconstruction 

algorithm developed in this thesis. This observation holds significant implications 

for the field, as it highlights the potential of polarization diversity and its remarkable 

effect in enhancing imaging results compared to spatial diversity. The significance 

of our findings possesses practical implications as well. We realized that the 

constraints related to the limited number of antennas that could be feasibly placed on 

the surface of the human head, often a challenge in practical imaging scenarios, could 

be effectively overcome by adopting dual-polarized antenna structures. This 

contribution represents important progress in antenna-based imaging techniques, 

opening up new possibilities for challenging and constrained settings with a powerful 

tool to achieve improved imaging results in real-world applications. 

In [45] and [62] detailed full-wave analyses of the imaging system together with the 

antennas are conducted. Their primary aim was to obtain realistic measured data 

within a simulation environment. The acquisition of such measured data is crucial 

for validating and benchmarking imaging algorithms and techniques; however, it is 

important to note that these analyses were not directly utilized for image 

reconstruction purposes due to the considerable computational load caused by the 

inclusion of the antennas into the simulation model. This computational complexity 

limits its practical implementation in iterative image reconstruction algorithms, 
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where multiple iterations are required for accurate and detailed image reconstruction. 

Consequently, employing their forward model approach in each iteration of the 

inverse problem is infeasible, prompting the search for an alternative and more 

efficient solution. Therefore, our research is focused on finding a novel formulation 

that could efficiently incorporate the near-field data obtained from individual 

antennas by full-wave analyses into the forward model and utilize it in the image 

reconstruction step. By combining the scattered field data and the near field pattern 

of antennas thorough reaction theorem, we compute port voltage values [63]. The 

incorporation of the induced port voltages, rather than the scattered field values, into 

our imaging algorithm enabled us to effectively use the near-field data, obtained 

from the full-wave analyses of isolated antennas, in the process of reconstructing the 

final images. 

In conclusion, our research not only highlighted the significance of employing 

realistic measured data obtained from antenna analyses in simulation environments 

but also provided a crucial solution to overcome the computational challenges in the 

image reconstruction process. 

This thesis is organized in the following manner: 

In Chapter 2, the forward problem part of the microwave imaging algorithm is 

explained together with formulations for the state and data equations of the specific 

problem handled in the thesis study.    

Chapter 3 is devoted to the inverse problem related topics including the definition of 

the problem, formulation of the optimization problem with an appropriate cost 

function, developed solution approach using alternating minimization and C-SALSA 

and details of the implementation of the imaging algorithm. 

In Chapter 4 of the thesis, a thorough and comprehensive exploration is presented, 

focusing on image reconstruction operations using Hertzian dipole antennas. This 

investigation employs various scenarios associated with antenna polarization 

diversity. Moreover, the chapter examines the configuration of dual-polarized 
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Hertzian antennas placed around a realistic head model. The results obtained from 

this examination are also detailed within the same chapter.  

In Chapter 5, microwave imaging results are obtained for the scenario where the 

antenna model is incorporated into the imaging system. The imaging is performed 

using the developed formulation taking into account the port voltage (S-parameter) 

values, and the related examinations and evaluations are presented. The results with 

antennas are thoroughly analyzed and discussed within this chapter. 

In Chapter 6, the thesis is concluded with final remarks, providing a brief summary 

of the key topics covered throughout the study. 
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CHAPTER 2  

2 FORWARD PROBLEM 

In literature, there are numerous studies on forward problem solution techniques 

starting from the early fundamental ones towards up-to-date advanced applications 

[34]-[49]. 

Method of Moments (MoM) technique is one of the major solution techniques which 

enables the handling of integral equations related to field expressions of 

electromagnetic scattering and implemented by various researchers [34]-[41]. In 

[34], Livesay and Chen use tensor integral equation solution by 3D MoM technique 

for the determination of electromagnetic fields induced in biological bodies which 

are modeled by cubic mesh elements. They give derivation of the tensor integral 

equation and matrix formulation for MoM application together with the details 

regarding principal value, singularity and uniqueness problems. Tetrahedral 

modeling is introduced by Schaubert et.al. in [35] for the electromagnetic scattering 

problem solution from inhomogeneous bodies. Tetrahedral elements bring flexibility 

in modeling of arbitrary volumetric shapes. Special basis functions are also defined 

to ensure the continuity of electric flux density at adjacent faces of tetrahedral 

elements. Another technique by Tsai et. al. for the realistic modeling of 3D 

volumetric dielectric objects is the utilization of polyhedral elements with MoM [36]. 

In their study, Modified Galerkin’s Approach is also introduced in order to decrease 

the computation time with an increased accuracy with respect to the original 

Galerkin’s method. Volume Integral Equation (VIE) is used for the solution of 

scattering problems of both 2D and 3D high-permittivity dielectric objects in [38] by 

Kottman and Martin. Their study introduces a novel formalism technique which is 

independent of the basis type and removes the singularity of Green’s tensor that 



 

 

18 

results accurate calculations of the scattered electromagnetic field due to high 

permittivity materials. 

Fast Multipole Method (FMM) is an integral-based computational technique 

developed by Rokhlin and Greengard [69]-[70]. There exist several studies that 

utilize FMM in solving forward and inverse problems related to microwave imaging 

as in [71]-[72]. 

Finite-Difference Time-Domain (FDTD) is another major forward problem solution 

method widely used in microwave imaging algorithms which require time domain 

electromagnetic fields like confocal algorithm [42], nonlinear super-resolution 

algorithm [43], etc. In [42] Li and Hagness simulated the scattering of 2D realistic 

breast model with cancer tumor illuminated by a monopole array of 18 elements 

using FDTD method.  Afterwards, the backscattered signals at all antennas are time-

shifted and added to create a synthetic focus at each point in solution domain. With 

this approach, they attempt to identify the presence and location of strong scatterers 

(breast cancer tumor in this case), not to reconstruct the complete dielectric profile. 

Nonlinear super-resolution imaging study by Ali and Moghaddam [43] utilizes 3D 

FDTD method for both forward and inverse problem solutions. It brings super-

resolution results since the method takes multi-reflections into account. 

Finite Element Method (FEM) is also applied in microwave imaging simulations in 

[44] and [45], where scattered near zone fields are calculated using FEM and then 

used in inverse problem solution as measured fields. 

The forward problem in the scope of this thesis study can be demonstrated with a 

simple model as shown in Figure 2.1. In that model, there exist a transmitting antenna 

and 3D scatterer object as the known parts of the problem. The measurement set (E-

field intensity values or port voltage values or S-parameters, etc.) at observation 

points, namely receiver points, is the main unknown of the problem. 
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Figure 2.1. Forward problem model for 3D EM scattering 

The integral equation for the scattered field, caused by the currents induced in the 

object (𝐽�̅�𝑞𝑣) is given by 

�̅�𝑠(�̅�) = ∫ �̿�(�̅�, �̅�′) ∙ 𝐽�̅�𝑞𝑣(�̅�
′)𝑑𝑣′

 

𝑣
     (1) 

where, 

�̿�(�̅�, �̅�′) =  − 𝑗𝜔𝜇0 [𝐼 ̿ +
1

𝑘0
2 𝛻𝛻]ѱ(�̅�, �̅�

′)     (2) 

ѱ(�̅�, �̅�′) =
exp (−𝑗𝑘0|�̅�−�̅�

′|)

4𝜋|�̅�−�̅�′|
     (3) 

𝑘0 = 𝜔√𝜇𝑜휀0        (4) 

𝐽�̅�𝑞𝑣(�̅�) =  𝜏�̅�𝑡(�̅�)               (5) 

𝐼 ̿is the unit dyad (idemfactor) and 𝜏 is the electrical properties parameter which is 

given as: 

𝜏(�̅�) = 𝜎(�̅�) + 𝑗𝜔휀0(휀𝑟(�̅�) − 1)    (6) 

휀0 , 𝜇0 



 

 

20 

where σ is conductivity, 휀𝑟  is relative permittivity of the volumetric scatterer body. 

The convention for time dependence in this study is taken as 𝑒𝑗𝜔𝑡 where 𝜔 = 2𝜋𝑓 

and 𝑓 is the operation frequency. Note that, the first del operator (𝛻) in equation (2) 

is not divergence operator. Therefore, dot product sign is not used between two 

consecutive del operators. After the application of the second del operator, we obtain 

a vector. Then, the first del operator acts on each component of this vector, resulting 

in a dyadic. 

Furthermore,  �̅�𝑡 in equation (5) is the total electric field inside the dielectric object 

which can be written as: 

�̅�𝑡(�̅�) = �̅�𝑖(�̅�) + �̅�𝑠(�̅�)     (7) 

where  �̅�𝑖 is the incident electrical field value created by the source in the absence of 

scatterer. 

 Combining equations (1), (5) and (7), we obtain 

∫ �̿�(�̅�, �̅�′) ∙ 𝐽�̅�𝑞𝑣(�̅�)𝑑𝑣
 

𝑣
−
𝐽�̅�𝑞𝑣(�̅�)

𝜏
= −�̅�𝑖(�̅�)                                    (8) 

By applying MoM algorithm detailed in [34], and presented in the next section of 

this chapter, equation (8) will be transformed into a matrix equation which is 

generally referred as the state equation. Before presenting the matrix equation, some 

variables will be defined to introduce the notation from continuous variables to 

discrete variables adopted throughout this thesis. To apply MoM, the scatterer region 

is divided into N cubic cells. Incident electric field and induced current vectors 

computed at the center of nth cell (�̅�𝑛) can be expressed as follows by using the 

discrete variables denoted by small letters. 

�̅�𝑖(�̅�𝑛) =  𝑒𝑥𝑛 
𝑖 �̂�𝑥 + 𝑒𝑦𝑛 

𝑖 �̂�𝑦 + 𝑒𝑧𝑛 
𝑖 �̂�𝑧                                          (9) 

𝐽�̅�𝑞𝑣(�̅�𝑛) =  𝑗𝑥𝑛 
𝑒𝑞𝑣�̂�𝑥 + 𝑗𝑦𝑛 

𝑒𝑞𝑣�̂�𝑦 + 𝑗𝑧𝑛 
𝑒𝑞𝑣�̂�𝑧    (10) 

The incident electric field intensity and induced current vectors are defined by using 

the above discrete variables as: 
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[𝑒𝑖] =

[
 
 
 
 
 
 
 
 
 
𝑒𝑥1
𝑖

⋮
𝑒𝑥𝑁
𝑖

𝑒𝑦1
𝑖

⋮
𝑒𝑦𝑁
𝑖

𝑒𝑧1
𝑖

⋮
𝑒𝑧𝑁
𝑖 ]
 
 
 
 
 
 
 
 
 

3𝑁𝑥1

 [𝑗𝑒𝑞𝑣] =

[
 
 
 
 
 
 
 
 
 
𝑗𝑥1
𝑒𝑞𝑣

⋮
𝑗𝑥𝑁
𝑒𝑞𝑣

𝑗𝑦1
𝑒𝑞𝑣

⋮
𝑗𝑦𝑁
𝑒𝑞𝑣

𝑗𝑧1
𝑒𝑞𝑣

⋮
𝑗𝑧𝑁
𝑒𝑞𝑣
]
 
 
 
 
 
 
 
 
 

3𝑁𝑥1

   (11) 

 �̃� and �̃�′ vectors are defined as follows in terms of the inverse of 𝜏 values at the 

center of nth cell (𝜏𝑛
−1), 

[�̃�] =  [
𝜏1
−1

⋮
𝜏𝑁
−1
]

𝑁𝑥1

 , [�̃�′] = [
�̃�
�̃�
�̃�
]

3𝑁𝑥1

   (12) 

and finally, diagonal matrices, �̃�  𝑑𝑖𝑎𝑔 and �̃�′𝑑𝑖𝑎𝑔, are defined as: 

[�̃�  𝑑𝑖𝑎𝑔] = [
�̃�1 0 0
0 ⋱ 0
0 0 �̃�𝑁

]

𝑁𝑥𝑁

,  [�̃�′𝑑𝑖𝑎𝑔] = [
�̃�′1 0 0
0 ⋱ 0
0 0 �̃�′3𝑁

]

3𝑁𝑥3𝑁

           (13) 

For the sake of completeness, it is appropriate to define the reciprocal counterparts 

of the above vectors and matrices in terms of electrical properties parameter 𝜏 as: 

[𝜏] =  [

𝜏1
 

⋮
𝜏𝑁
 
]

𝑁𝑥1

, [𝜏′] = [
𝜏
𝜏
𝜏
]

3𝑁𝑥1

              (14) 

[𝜏  𝑑𝑖𝑎𝑔] = [
𝜏1 0 0
0 ⋱ 0
0 0 𝜏𝑁

]

𝑁𝑥𝑁

,  [𝜏′𝑑𝑖𝑎𝑔] = [
𝜏′1 0 0
0 ⋱ 0
0 0 𝜏′3𝑁

]

3𝑁𝑥3𝑁

    _   

𝐺𝑆 matrix which is related to dyadic Green’s function for state equation is defined 

as: 

[𝐺𝑆] = [

𝐺𝑥𝑥
𝑆 𝐺𝑥𝑦

𝑆 𝐺𝑥𝑧
𝑆

𝐺𝑦𝑥
𝑆 𝐺𝑦𝑦

𝑆 𝐺𝑦𝑧
𝑆

𝐺𝑧𝑥
𝑆 𝐺𝑧𝑦

𝑆 𝐺𝑧𝑧
𝑆

]

3𝑁𝑥3𝑁

    (15) 
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entries of which will be given in the next section.  

By using all definitions of discrete variables, the state equation can be expressed in 

matrix form as follows, 

([𝐺𝑆] − [�̃�′
𝑑𝑖𝑎𝑔

]) [𝑗𝑒𝑞𝑣] = −[𝑒𝑖]      (16) 

After determining equation (16), which can be solved for the unknown induced 

current density 𝑗𝑒𝑞𝑣, the next step in the forward problem solution is to obtain the 

data equation which gives the radiated E-field intensity values at observation points, 

namely, the measured signals. By utilizing the volume equivalence theorem, we have 

equivalent current sources at dielectric object positions radiating into free space. 

Radiated scattered electrical field intensity values at observation points can be 

calculated as, 

�̅�𝑜𝑏𝑠(�̅�)  = ∭�̿�(�̅�, �̅�′) ∙ 𝐽�̅�𝑞𝑣(�̅�
′) 𝑑𝑣′      (17) 

where �̿� is free space Dyadic Green’s function defined in equation (2). It can be 

written in the following compact form, 

�̿�(�̅�, �̅�′) = −𝑗𝜔𝜇 [𝐼 ̿ +
1

𝑘2
𝛻𝛻]  𝑔(𝑅)                 

=  − 𝑗𝜔𝜇 {(
3

𝑘2𝑅2
+

3𝑗

𝑘𝑅
− 1) �̂��̂� + (1 −

𝑗

𝑘𝑅
−

1

𝑘2𝑅2
) 𝐼}̿ 𝑔(𝑅)    (18) 

where  𝑔(𝑅) =  
𝑒−𝑗𝑘𝑅

4𝜋𝑅
 and 𝑅 = |�̅� − �̅�′| 

Similar to the procedure presented for state equation, discrete variables for data 

equation need to be defined. The electric field observed at the mth receiver location 

can be written as: 

�̅�𝑜𝑏𝑠(�̅�𝑚) =  𝑒𝑥𝑚 
𝑜𝑏𝑠�̂�𝑥 + 𝑒𝑦𝑚 

𝑜𝑏𝑠�̂�𝑦 + 𝑒𝑧𝑚 
𝑜𝑏𝑠�̂�𝑧    (19) 

The observed electric field vector for M receivers can be written as: 
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[𝑒𝑜𝑏𝑠] =

[
 
 
 
 
 
 
 
 
 
𝑒𝑥1
𝑜𝑏𝑠

⋮
𝑒𝑥𝑀
𝑜𝑏𝑠

𝑒𝑦1
𝑜𝑏𝑠

⋮
𝑒𝑦𝑀
𝑜𝑏𝑠

𝑒𝑧1
𝑜𝑏𝑠

⋮
𝑒𝑧𝑀
𝑜𝑏𝑠]
 
 
 
 
 
 
 
 
 

3𝑀𝑥1

     (20) 

and the Green’s function matrix corresponding to data equation is defined as: 

   [𝐺𝐷] = [

𝐺𝑥𝑥
𝐷 𝐺𝑥𝑦

𝐷 𝐺𝑥𝑧
𝐷

𝐺𝑦𝑥
𝐷 𝐺𝑦𝑦

𝐷 𝐺𝑦𝑧
𝐷

𝐺𝑧𝑥
𝐷 𝐺𝑧𝑦

𝐷 𝐺𝑧𝑧
𝐷

]

3𝑀𝑥3𝑁

                                     (21) 

where 𝐺𝑝𝑞
𝐷  (p=x, y or z and q=x, y or z) are sub-matrices with (m,n)th entry 

corresponding to the value of the Green’s function given in equation (18) evaluated 

at the position of mth receiver due to a source at the nth cell.  

By approximating the volume integral given in equation (17) by multiplication with 

the volume of the unit cell (𝛥𝑉), equation (17) can be written in matrix form as:  

[𝑇][𝑗𝑒𝑞𝑣] = [𝑒𝑜𝑏𝑠]     (22) 

where T is radiation matrix whose elements are given as: 

 𝑇𝑚𝑛 = 𝛥𝑉𝐺𝑚𝑛
𝐷                (23) 

Matrix representation given in (22) completes the data equation part of the forward 

problem solution. 
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2.1 Solution of Forward Problem Via Method Of Moments 

2.1.1 Method of Moments (MoM) Basics 

In this section, a brief summary of Method of Moments (MoM) basics is presented. 

MoM is a general procedure for the solution of linear inhomogeneous equations 

([50],[51]) in the form of 

𝐿(𝑓) = 𝑔                                                (24) 

where L is a known linear operator, g is a known function and f is the function to be 

determined. In MoM, first, f is converted into a series sum of known functions called 

“basis” in the domain L,                                              

𝑓 ≅ 𝑓 =∑𝛼𝑛𝑓𝑛
𝑛

                                                      (25) 

where  𝛼𝑛’s are constants and 𝑓𝑛’s are basis functions. Next, the series sum 

approximation of 𝑓  is inserted into equation (24) and the below equation is obtained 

by making use of the linearity of the operator, 

∑𝛼𝑛𝐿𝑓𝑛

𝑁

𝑛=1

≅ 𝑔                                                              (26) 

Finally, the residual, difference between approximate and exact unknown function 

𝑓 , is minimized with a suitable inner product and weighting function set resulting 

below equation,   

∑𝛼𝑛〈𝑤𝑚, 𝐿𝑓𝑛〉

𝑁

𝑛=1

= 〈𝑤𝑚, 𝑔〉                                                   (27) 

Equation (27) can be written in matrix form as: 

[𝑍][𝛼] = [𝑔]                                             (28) 

where, 
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          [𝑍] = [

〈𝑤1, 𝐿𝑓1〉 〈𝑤1, 𝐿𝑓2〉   ⋯  
〈𝑤2, 𝐿𝑓1〉 ⋱ ⋮

⋮ ⋯  〈𝑤𝑀, 𝐿𝑓𝑁〉
]           (29)                        

[𝛼] =

[
 
 
 
 
 
 
𝛼1
𝛼2
.
.
.
𝛼𝑁
 ]
 
 
 
 
 
 

     and  [𝑔] =

[
 
 
 
 
 
 
〈𝑤1, 𝑔〉

〈𝑤2, 𝑔〉
.
.
.

〈𝑤𝑀, 𝑔〉
 ]

 
 
 
 
 
 

                   (30),(31) 

𝛼 vector can be calculated from equation (28) by using direct inverse of (29) or 

iterative calculation methods like conjugate gradient, etc. Once 𝛼 is determined, it is 

incorporated into (25) and approximate 𝑓 is obtained with the help of basis functions. 

2.1.2 Implementation of MoM for the Solution of Forward Problem 

The forward problem to be solved in this study is the scattering of EM fields in near 

field region due to 3D dielectric objects. This problem is first handled in [34] using 

cubic mesh elements and plane wave incidence in order to calculate the field 

intensities induced in biological bodies via Method of Moments. The basis functions 

in [34] are pulse functions and impulse function is chosen as testing function (point 

matching method). Following the solution steps starting with the definition of tensor 

integral equation for the scattered field and detailed in [34], the entries of the Green’s 

matrix for state equation (𝐺𝑆) in (16) are obtained for the non-diagonal terms as:  

𝐺𝑝𝑞
𝑆 (𝑚, 𝑛) =

−𝑗𝜔𝜇0𝑘0∆𝑉𝑛exp (−𝑗𝛼𝑚𝑛)

4𝜋𝛼𝑚𝑛
3 [(𝛼𝑚𝑛

2 − 1 − 𝑗𝛼𝑚𝑛
 )𝛿𝑝𝑞 + 

cos 𝜃𝑝
𝑚𝑛 cos 𝜃𝑞

𝑚𝑛(3 − 𝛼𝑚𝑛
2 + 3𝑗𝛼𝑚𝑛

 )], 𝑚 ≠ 𝑛     (32) 

where 

𝛼𝑚𝑛
 = 𝑘0𝑅𝑚𝑛

    𝑅𝑚𝑛
 = |�̅�𝑚

 − �̅�𝑛
 | 

cos 𝜃𝑝
𝑚𝑛 =

(𝑝𝑚−𝑝𝑛)

𝑅𝑚𝑛
  cos 𝜃𝑞

𝑚𝑛 =
(𝑞𝑚−𝑞𝑛)

𝑅𝑚𝑛
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�̅�𝑚
 = (𝑥𝑚, 𝑦𝑚, 𝑧𝑚) 𝑟𝑛 ̅ = (𝑥

𝑛, 𝑦𝑛, 𝑧𝑛) 

while the diagonal terms are given by 

 𝐺𝑝𝑞
𝑆 (𝑛, 𝑛) = 𝛿𝑝𝑞 [

−𝑗2𝜔𝜇0

3𝑘0
2 {𝑒−𝑗𝑘0𝑎𝑛(1 + 𝑗𝑘0𝑎𝑛) − 1} −

1

𝑗3𝜔𝜖0
]    (33) 

where, 

𝛼𝑛
 = (

3∆𝑉𝑛

4𝜋
)
1/3

    (34) 

Equations (32) and (33) can be combined in order to retrieve coupled Green’s matrix 

𝐺𝑝𝑞
  and modifying equation (16) the matrix form below is determined as: 

[𝐺𝑝𝑞
 ]

𝑁𝑥𝑁
= [𝐺𝑝𝑞

𝑆 ]
𝑁𝑥𝑁

[𝜏𝑑𝑖𝑎𝑔]𝑁𝑥𝑁
− [𝐼]𝑁𝑥𝑁𝛿𝑝𝑞  ; p,q=x,y,z    (35) 

where 𝐼 is an N-by-N identity matrix and 𝜏𝑑𝑖𝑎𝑔 was defined in equation (14). 

Arranging (35) for all values of p and q, we obtain 

[𝐺]3𝑁𝑥3𝑁 = [𝐺
𝑆]3𝑁𝑥3𝑁
 [𝜏𝑑𝑖𝑎𝑔

′ ]
3𝑁𝑥3𝑁

− [𝐼]3𝑁𝑥3𝑁             (36) 

Final linear matrix equation given in [34] is 

[𝐺][𝑒𝑡] = −[𝑒𝑖]       (37) 

where 𝑒𝑡 is total electrical field intensity vector inside the object, given as: 

[𝑒𝑡] =

[
 
 
 
 
 
 
 
 
 
𝑒𝑥1
𝑡

⋮
𝑒𝑥𝑁
𝑡

𝑒𝑦1
𝑡

⋮
𝑒𝑦𝑁
𝑡

𝑒𝑧1
𝑡

⋮
𝑒𝑧𝑁
𝑡 ]
 
 
 
 
 
 
 
 
 

3𝑁𝑥1

    (38) 

Inserting (36) into (37), equation (39) is determined,  

{[𝐺𝑆]3𝑁𝑥3𝑁
 [𝜏𝑑𝑖𝑎𝑔

′ ]3𝑁𝑥3𝑁
 − [𝐼]3𝑁𝑥3𝑁}[𝑒𝑡]3𝑁𝑥1 = −[𝑒𝑖]3𝑁𝑥1        (39) 
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Afterwards, by modifying (39), equation (40) is obtained as: 

{[𝐺𝑆]3𝑁𝑥3𝑁  − [�̃�𝑑𝑖𝑎𝑔
′ ]

3𝑁𝑥3𝑁
} [𝜏𝑑𝑖𝑎𝑔

′ ]
3𝑁𝑥3𝑁

[𝑒𝑡]3𝑁𝑥1 = −[𝑒𝑖]3𝑁𝑥1       (40) 

Combining equations (5) and (40), the matrix form of state equation (16) of the 

forward problem is obtained in (41) and completes the derivation steps as, 

{[𝐺𝑆]3𝑁 𝑥 3𝑁
 − [�̃�𝑑𝑖𝑎𝑔

′ ]
3𝑁𝑥3𝑁

} [𝑗𝑒𝑞𝑣]3𝑁 𝑥 1
 

 
= −[𝑒𝑖]3𝑁𝑥1   (41) 

The solution process can be started after evaluating all elements of 𝐺𝑆 matrix using 

above equations (32) and (33). The current density at each evaluated point can be 

obtained (from matrix form equation) by direct matrix solution or iterative inversion 

methods. 

2.1.3 Verification of Forward Problem Solver 

The forward problem solution detailed above is implemented using MATLAB under 

different conditions and the results are compared to the ones given in [34] and [52]. 

Furthermore, scattering by inhomogeneous objects are realized in MATLAB and the 

determined field values are compared to ANSYS HFSS simulation results. As a first 

verification step of the 3D EM scattering forward problem solver code, Sadiku’s 

animal head model [52], which is an approximated sphere constructed by cubic mesh 

elements (see Figure 2.2), is tested and the normalized power distributions at sample 

positions along the principal axes are shown in Figure 2.3 together with the original 

work. As seen from Figure 2.3, the results are consistent with each other. 
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Figure 2.2. Approximate Spherical Animal Head Model 

 

Figure 2.3. Power distributions in principal (x-y-z) axes of the head model 
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Afterwards, the performance of the forward problem solver is examined by 

comparing the results of examples in [34]. In the first case in [34], the electric field 

at the center of a cube (with edge length of 4cm) is determined for different 

frequencies and relative dielectric constant values. As seen in Table 2.1, both results 

from [34] and 3D MoM code developed in this study are same up to 3 decimal points. 

Table 2.1. Comparison of results of original [34] and this work 

f  

(Hz) 
εr 

|Ecenter| 

(V/m) 

[8] 

This 

work 

107 5 0,4172 0,4173 

106 5 0,4172 0,4173 

103 5 0,4172 0,4173 

103 20 0,1124 0,1124 

103 51.7 0,0503 0,0503 

In the second case, a dielectric layer is illuminated by a plane wave and the field 

distribution along the object is determined. The model of the problem is given in 

Figure 2.4. The electric field distribution normalized to incident field, 𝑒 
𝑛𝑜𝑟𝑚,  is 

obtained and the root mean squared error (RMSE) between two studies is calculated 

by the formula,  

𝑅𝑀𝑆𝐸 = [
1

𝑁
∑ (𝑒𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙

𝑛𝑜𝑟𝑚

𝑖
− 𝑒𝑓𝑝𝑠

𝑛𝑜𝑟𝑚

𝑖
 )2𝑁

𝑖=1 ]
1/2

                              (42) 

where 𝑒𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙
𝑛𝑜𝑟𝑚  and 𝑒𝑓𝑝𝑠

𝑛𝑜𝑟𝑚  are the electric field distributions normalized to incident 

fields from the original study in [34] and forward problem solver developed in this 

study, respectively. RMSE calculated for the model in Figure 2.4 is 0.29% which 

reveals that there is a very good agreement between the original work and this study 

for this specific case. Exact values for the distributions of 𝑒𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙
𝑛𝑜𝑟𝑚  given in [34] and 

𝑒𝑓𝑝𝑠
𝑛𝑜𝑟𝑚  determined by the forward problem solver are presented in Appendix A for 

further inspection.  
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Figure 2.4. Model of the scattering problem in [34] 

The third case studied in [34]  is to illuminate the same dielectric slab by rotating it 

90o around z-axis so that the incident electric field becomes tangential to air-

dielectric interface as shown in Figure 2.5. 

 

Figure 2.5. Model of the scattering problem in [34] with different excitation 

a 

c 

b 

�̅�𝑖 = �̂�𝑒−𝑗2𝜋(
𝑧

100
)
  

𝑓𝑟𝑒𝑞 = 300 𝑀𝐻𝑧  

𝜎 = 1
𝑚ℎ𝑜

𝑚
      𝜖𝑟 = 70 

𝑎 = 0.5 𝑐𝑚      𝑏 = 4 𝑐𝑚      𝑐 = 6 𝑐𝑚  
�̅�𝑖  

a 

b 

c 

�̅�𝑖  
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RMSE values calculated for the distribution of x-component and z-component of E-

field normalized to incident field, obtained by [34] and our study are 0.23% and 

0.61%, respectively, which also implies a good agreement for both cases. As in the 

previous case, exact values for the distributions of 𝑒𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙
𝑛𝑜𝑟𝑚  given in [34] and 𝑒𝑓𝑝𝑠

𝑛𝑜𝑟𝑚  

determined by the forward problem solver are presented in Appendix 1 for further 

inspection for the third case as well. 

Above examples demonstrate the capability of the 3D MoM code for solving the 

forward scattering problem for homogeneous elements with different shapes. The 

objects are modeled using uniform cubic mesh elements. In order to test the 

performance of the solver for inhomogeneous objects, cubic scatterers are created 

which have different relative permittivity value for the center and outer layers. 

ANSYS HFSS simulations are taken as reference in order to examine the 

performance of the 3D MoM solution. Inhomogeneous cubic object model in HFSS 

(see Figure 2.6) is illuminated by an x-polarized plane wave propagating in +z-

direction at 1 GHz. 

 

Figure 2.6. Inhomogeneous cube and incident field (plane wave) modeled in HFSS  
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The simulation is run for a dielectric contrast of 1.6/1 between layers such that inner 

dielectric layer has relative permittivity of 휀𝑟 = 8 while outer layer has 휀𝑟 = 5. At 

x=y=0, the percentage error between the results of developed code and HFSS 

simulations are given in Figure 2.7 for different mesh sizes (2.5mm (0.023𝜆𝑔), 5mm 

(0.047𝜆𝑔) and 10mm (0.094𝜆𝑔) where 𝜆𝑔 is the guided wavelength in the inner 

layer.) used in the MoM code. As seen from the figure, increasing the mesh 

resolution favors the performance of the 3D MoM solver as expected. The 

percentage error of E-field on yz-plane at the center of the object is shown in Figure 

2.8 for mesh size 2.5mm. These results reveal that maximum relative error regions 

concentrate around the boundary between inner and outer regions neglecting the 

maximum error points at the corners of the outer layer. 

 

Figure 2.7. Relative Error for Total Electric Field distribution along z-axis of 

inhomogeneous cube model for different mesh sizes with respect to HFSS solution  
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Figure 2.8. Percentage error of 3D MoM referenced to HFSS simulation for low 

dielectric contrast case 

Table 2.2. Matrix solution times of 3D MoM Solver for different mesh size and 

solution methods 

 3000 unknowns 12288 unknowns 

Solution type 

Matrix 

solution 

time (sec) 

Number 

of 

iterations 

Residual 

(Limit:10-8) 

Matrix 

solution 

time (sec) 

Number 

of 

iterations 

Residual 

(Limit: 10-8) 

Direct Inverse 

Multiplication 
1,24 - - 36,44 - - 

Biconjugate 

Gradient (BiCG) 

Method 

1,4 34 8,60 x10-9 20,39 33 8,70 x10-9 

Conjugate Gradient 

Squared (CGS) 

Method 

0,83 18 5,80 x10-9 12,12 19 7,80 x10-9 

Biconjugate 

Gradient Stabilized 

(BiCGstab) 

Method 

0,88 20 9,40 x10-9 14,24 23 1,70 x10-9 

Biconjugate 

Gradient Stabilized 

(l) (BiCGstab-l) 

Method 

0,81 9 9,30 x10-9 11,74 9 3,60 x10-9 

 



 

 

34 

Moreover, a study on matrix solution time is held and listed in Table 2 for 10x10x10 

and 16x16x16 cubic mesh elements which corresponds to 3000 and 12288 

unknowns, respectively. Matrix solution time is an important performance parameter 

that dominates the overall solution time of 3D MoM applications, which also affects 

the efficiency of the imaging algorithm. For direct inversion and various iterative 

methods listed in Table 2.2, matrix solution time is determined, and it is observed 

that as the size of the problem increases direct inversion become very inefficient 

while other methods reach the solution very fast with a few iterations. Consequently, 

Biconjugate Gradient Stabilized (l) (BiCGstab-l) Method [65] is chosen for the 

solution of MoM matrix equation. 

2.2 Determination of Scattered/Total Field Quantities at Measurement 

Locations     

Up to this point, the scattered field intensities in the cubic meshes of the dielectric 

object under test are calculated in the forward problem solver and compared with the 

results of the same problems given in [34] and solved by HFSS. In order to have a 

complete forward problem solver, the scattered field quantities outside the object are 

required to be calculated.  

At the first step of the forward problem solver, the equivalent current densities which 

are assumed to exist and radiate into free space are obtained by the solution of state 

equation (16). Afterwards, the radiation problem from known sources is solved by 

the data equation given in (22) which leads us to the fields at real observation points 

outside the body. The field quantities at those points determined from forward 

problem solver and HFSS simulation software are compared and presented in the 

next sections. 
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2.2.1 Hertzian Dipole Excitation 

In the previous sections, the incident field defined for scattering problem solution 

via 3D MoM is plane wave which is an appropriate choice at the beginning of the 

code verification period. However, in the real-world implementation of the imaging 

system, there exist near field radiation signals emitted from corresponding antennas 

around the head of the person who is suspected of having brain stroke. Therefore, a 

more realistic radiation source, Hertzian dipole, is preferred in the forward problem 

solution in order to obtain the scattered and total E-field intensities at the sensor 

points around the head. The results of the forward problem solver in terms of 

incident, scattered and total E-field strength values are compared with the ones from 

HFSS simulations, and they are observed to be consistent with each other. This result 

also reveals that the forward problem solver is powerful when the near field 

conditions are valid which is very crucial in order to have a robust imaging system.  

Radiated field of a z-directed Hertzian dipole with length 𝑑 and current 𝐼 is given as:              

�̅�(�̅�) = 𝜂0
𝑗𝑘𝐼𝑑

4𝜋𝑟
𝑒−𝑗𝑘𝑟 {�̂� [

1

𝑗𝑘𝑟
+ (

1

𝑗𝑘𝑟
)
2

] 2 cos 𝜃 + 𝜃 [1 +
1

𝑗𝑘𝑟
+ (

1

𝑗𝑘𝑟
)
2

] sin 𝜃}   (44) 

In order to test the forward problem solution with Hertzian dipole, an HFSS model 

is prepared. There exist 9 sensing locations on an arc separated by 5 degrees rotation 

from each other at the same radius from the source position (r=170mm) as shown in 

Figure 2.1. The comparison of developed code in MATLAB for the solution of 

forward problem and HFSS simulation is realized at these points at f=2 GHz in terms 

of total E-field magnitude and phase and corresponding graphs are given in Figure 

2.10 and Figure 2.11, respectively, for mesh sizes of 10 mm (0.184𝜆𝑔) and 20mm 

(0.368𝜆𝑔). It is observed from the results presented in Figure 2.10 and Figure 2.11 

that as the mesh resolution of forward solver is increased, the agreement with HFSS 

simulation increases as expected. 
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Figure 2.9. HFSS model for Hertzian Dipole incident wave  

 

Figure 2.10. Comparison of forward problem solver (MATLAB) and HFSS 

simulation for Hertzian Dipole excitation - Magnitude  
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Figure 2.11. Comparison of forward problem solver (MATLAB) and HFSS 

simulation for Hertzian Dipole excitation - Phase 

2.2.2 Modification on Data Equation to Handle Polarization and 

Orientation of Receiver Antennas 

In realistic scenarios, transmitter and receiver antennas will be placed around the 

head, distributed over an ellipsoid surface. In all of the experimental studies in 

microwave imaging of brain, linearly polarized antennas are used. Therefore, 

received signal at an antenna will be the linear combination of all three components 

(x,y,z) of the electric field with weighting coefficients determined by the position 

and orientation of the corresponding receiver antenna on the ellipsoid surface. This 

linear transformation is performed by modifying the radiation matrix 𝑇 given in (22). 

Multiplication with 𝑇 matrix gives all three components of the electric field at M 

receiver positions. After modifying T matrix, the appropriate combination of three 

components will result only one field value for each receiver according to its 

polarization. Modified radiation matrix 𝑇𝑚 is obtained in the following manner. 

First, receiver antennas polarization matrix 𝑃𝑟, each column of which is x, y and z 
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components of the polarity (𝑝𝑟
𝑥, 𝑝𝑟

𝑦
 and 𝑝𝑟

𝑧), is constructed with respect to the 

configuration of receiver antenna polarizations, such that, 

𝑃𝑟 = [𝑝𝑟
𝑥 𝑝𝑟

𝑦
𝑝𝑟
𝑧] = [

𝑝𝑟1
𝑥
 

𝑝𝑟1
𝑦

 
𝑝𝑟1
𝑧
 

⋮ ⋮ ⋮
𝑝𝑟𝑀
𝑥

 
𝑝𝑟𝑀
𝑦

 
𝑝𝑟𝑀
𝑧

 

]

𝑀𝑥3

   (45) 

Diagonalizing the column polarity vectors and combining as shown below, final 

polarization multiplier matrix is obtained as: 

𝑃𝑟
𝑓𝑖𝑛

= [𝑝𝑟
𝑥
𝑑𝑖𝑎𝑔

𝑝𝑟
𝑦

𝑑𝑖𝑎𝑔
𝑝𝑟
𝑧
𝑑𝑖𝑎𝑔]𝑀𝑥3𝑀

     (46) 

where, 

𝑝𝑟
𝑞

𝑑𝑖𝑎𝑔
= [

𝑝𝑟1
𝑞

 
0 0

0 ⋱ 0
0 0 𝑝𝑟𝑀

𝑞

 

]

𝑀𝑥𝑀

for   𝑞 = {𝑥, 𝑦, 𝑧}    (47) 

Modified radiation matrix 𝑇𝑚 is calculated as: 

[𝑇𝑚]𝑀𝑥3𝑁 = [𝑃𝑟
𝑓𝑖𝑛
]
𝑀𝑥3𝑀

[𝑇]3𝑀𝑥3𝑁    (48) 

which results the modified data equation 

[𝑇𝑚]𝑀𝑥3𝑁[𝑗𝑒𝑞𝑣]3𝑁𝑥1 =
[𝑒𝑜𝑏𝑠]𝑀𝑥1                                   (49) 

This modification is valid for single polarized receiver antennas. When dual 

polarized antennas are utilized, the modification should be applied for each 

polarization, resulting in an electric field vector of size 2𝑀 × 1.  

2.3 Relation Between Measured Field Intensity and Antenna Port Voltage 

Values 

In a physical imaging system, the measured quantities are only the voltage values at 

the receiver antenna ports or S-parameters of the transmitting-receiving antenna pairs 

which gives the voltage ratios at/between the ports for incoming and outgoing signals 
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under certain conditions. In order to observe the applicability of sensing the E-field 

level at corresponding antenna positions instead of including the antennas in the 

solution and determining the voltage signal levels at the ports, a couple of 

simulations with HFSS are realized and the results are presented below. 

As a first observation, the voltage ratios (S21) and E-field ratios (E2/E1) are compared 

for one transmitting and one receiving antenna pair which are placed on the same 

plane (co-planar arrangement) as shown in Figure 2.12. A probe-fed patch antenna 

operating at 1.64 GHz, with a dimension of 100mm x 100mm, is utilized in HFSS 

simulations. E-field values are obtained over a line standing on the center of the patch 

antenna surfaces aligned in polarization direction (x-direction). 

  

Figure 2.12. Co-planar arrangement of 2-antenna system 

 

The results of the simulation are given in Figure 2.13. The position of “10mm” in x-

axis on the graphs is the place where the feed probe of patch antenna stands in that 

axis. With this simulation, it is observed that the ratios of E-field and port voltages 

are fairly close to each other especially in magnitude and at the feed probe position 

in x-axis, however, there is no agreement in terms of phase values. 
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Figure 2.13. Comparison of voltage and E-field ratios for co-planar arrangement 

Since the voltage (and naturally E-field) values are at a very low level due to the co-

planar arrangement of 2-antenna system, there may possibly occur solution errors 

due to solution inaccuracy. Therefore, a face-to-face arrangement is also tested in 

terms of same parameters for co-planar arrangement case (see Figure 2.14) and the 

results given in Figure 2.15 show that the magnitudes of the voltage and E-field ratios 

at feed probe position are very close to each other. Nonetheless, the phase 

characteristics are incompatible for that case as well 
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Figure 2.14. Face-to-face arrangement of 2-antenna system 

 

Figure 2.15. Comparison of voltage and E-field ratios for face-to-face arrangement 
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In order to gather deeper intuition about the phenomena investigated above, a more 

realistic scenario is studied which utilizes an 8-element patch antenna array shown 

in Figure 2.16. With this configuration, the ratio of the E-field ratios (En/Em) to 

voltage ratios (Vn/Vm), given as (En/Em)/ (Vn/Vm), for different pairs of array 

elements are compared and presented in Figure 2.17 and Figure 2.18 along the line 

on x-axis. X-axis position of “10mm” defines the position of feed probe. As seen 

from the results, the agreement between different antenna pairs is moderately weak 

which makes it clear that the forward problem solver algorithm is necessarily 

required to incorporate the voltages at the antenna ports, or S-parameters of the 

system, which are actual and only measurement results in a real physical system.  

  

Figure 2.16. 8-element Octagonal Patch Antenna Array 

Ant 1 
Ant 2 

Ant 3 

Ant 4 

Ant 5 
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Figure 2.17.  Octagonal Antenna Array E-field ratio to voltage ratio comparison for 

different antenna pairs – Magnitude 

 

Figure 2.18. Octagonal Antenna Array E-field ratio to voltage ratio comparison for 

different antenna pairs – Phase 
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To calculate the voltage at the receiving antenna ports from the electric field values 

at the antenna aperture reaction theorem will be utilized. As a first step for the 

application of reaction theorem, consider an antenna excited by a current source. 

Assume that when the antenna is excited with 𝐼0, the current density induced on a 

surface enclosing the antenna (S) is 𝐽�̅�𝑝
𝑖𝑛𝑐. Next, consider a transmitter and receiver 

antenna pair. When the transmitter antenna is excited with 𝐼0 the open circuit voltage 

measured at the receiver antenna is 𝑉𝑜𝑐. Moreover, denote the electric field intensity 

distribution on the enclosing surface S of the receiver antenna as �̅�𝑎𝑝
𝑖𝑛𝑐. Then, by using 

reaction theorem, 𝑉𝑜𝑐 can be expressed as ([64]):      

𝑉𝑜𝑐 =  
1

𝐼0
∫𝐽�̅�𝑝

𝑖𝑛𝑐 ∙ �̅�𝑎𝑝
𝑖𝑛𝑐𝑑𝑆                                                      (50) 

The current density on the aperture can be determined by the formula, 

𝐽�̅�𝑝
𝑖𝑛𝑐 = �̂�  × �̅�𝑎𝑝

𝑖𝑛𝑐      (51) 

where, �̂� is the unit vector normal to surface S, and �̅�𝑎𝑝
𝑖𝑛𝑐 is the magnetic field 

intensity on antenna aperture which can be obtained by the full wave EM simulations 

as a characterization process of each individual antenna element in the imaging 

system. Therefore, the near field radiated fields obtained through full-wave analysis 

of the antenna is incorporated into the forward model. �̅�𝑎𝑝
𝑖𝑛𝑐 is also available from the 

same HFSS simulation. Note that 𝐽�̅�𝑝
𝑖𝑛𝑐 and �̅�𝑎𝑝

𝑖𝑛𝑐 data is required over a closed surface. 

However, in order to increase computational efficiency, using an open surface close 

to the antenna aperture is preferred. The size and location of this surface are 

determined based on the results presented in [66]. For the patch antenna given in 

previous examples, an 120mm x 120mm aperture is chosen to be at a distance of 

5mm from the antenna divided into Ns number of samples. The results are used to 

compute 𝑉𝑜𝑐 for a face-to-face antenna configuration shown in Figure 2.19. A row 

vector of size 1x3Ns is defined for the aperture current density distribution, 𝑗𝑎𝑝
 , 

corresponding to each component of the current density at each sampling point. 
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Similarly, a column vector of size 3Nsx1 is defined for the incident electric field 

intensity at the aperture, 𝑒𝑎𝑝
𝑖𝑛𝑐. Then the open circuit voltage is obtained as:  

𝑉𝑜𝑐 =
∆𝑆

𝐼0
[𝑗𝑎𝑝
 ][𝑒𝑎𝑝

𝑖𝑛𝑐]      (52) 

where ∆𝑆 is the area of a mesh on the aperture. 

First, two antennas are placed parallel to each other (Figure 2.20(a)) and the 𝑉𝑜𝑐 

corresponding to this case is used as a reference (𝑉𝑜𝑐
𝑟𝑒𝑓

) value for normalization. 

Then, one of the antennas are rotated up to 40𝑜  (Figure 2.20(b)) and 𝑉𝑜𝑐 values are 

computed. Then, these values are divided to 𝑉𝑜𝑐
𝑟𝑒𝑓

to obtain 𝑉𝑜𝑐 ratio values. Similarly, 

S21 values for each angular position are obtained through HFSS simulations and S21 

ratio values are obtained with reference to 0𝑜. These ratios are presented and 

compared in Figure 2.21.  

As observed from Figure 2.21, both the magnitude and phase characteristics of S21 

and calculated 𝑉𝑜𝑐 ratios are in a good agreement with each other which makes the 

approach feasible in order to reach a realistic image reconstruction model. 

Furthermore, it implies that suggested port voltage calculation step is essential to be 

integrated into the forward solution algorithm which is one of the main contributions 

of this study. 
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Figure 2.19. HFSS simulation model  

 

Figure 2.20. Arrangement of antenna pair as; (a) parallel (b) 40o rotated  
(a)                                                              (b) 
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(a) 

 

(b) 

Figure 2.21. Comparison of Voc and S21 ratios: (a) magnitude and (b) phase  
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2.3.1 Derivation of Data Equation in Terms of  Antenna Port Voltages/S-

Parameters 

First, the formulation constructed to obtain the S21 parameter when there exists a 

scatterer between two antennas will be presented. Then, this formulation will be 

generalized for M number of receivers and K number of transmitters. When 

Antenna-k is transmitting and Antenna-m is receiving, the open circuit voltage 

induced in Antenna-m  in presence of the scatterer, 𝑉𝑜𝑐
𝑚𝑘, can be computed from the 

total fields at the aperture of the second antenna as: 

𝑉𝑜𝑐
𝑚𝑘 =

∆𝑆

𝐼0
[𝑗𝑎𝑝,𝑚
 ][𝑒𝑎𝑝,𝑚

𝑖𝑛𝑐,𝑘 + 𝑒𝑎𝑝,𝑚
𝑠𝑐𝑎𝑡,𝑘]     (53) 

where  𝑒𝑎𝑝,𝑚
𝑖𝑛𝑐,𝑘

 is the electric field distribution on the mth aperture in the absence of the 

scatterer and 𝑒𝑎𝑝,𝑚
𝑠𝑐𝑎𝑡,𝑘

 is the scattered electric field distribution on the mth aperture 

computed by the data equation when kth transmitter is excited. In order to express the 

S-parameter (S21) in terms of open circuit voltage, the self-induced open circuit 

voltage values for transmitter antenna in the absence of the scatterer is defined as the 

reference voltage, 𝑉𝑜𝑐
𝑟𝑒𝑓,𝑘

, as: 

𝑉𝑜𝑐
𝑟𝑒𝑓,𝑘

=
∆𝑆

𝐼0
[𝑗𝑎𝑝,𝑘
 ][𝑒𝑎𝑝,𝑘

𝑖𝑛𝑐,𝑘]         (54) 

Finally, Smk parameter can be obtained as: 

𝑠𝑚𝑘
 =

𝑉𝑜𝑐
𝑚𝑘

𝑉𝑜𝑐
𝑟𝑒𝑓,𝑘               (55) 

When there are K transmitters, the aperture field column vector is extended to be a 

matrix to incorporate field values due to excitation of each transmitter. Each column 

of this matrix, 𝐸𝑎𝑝,𝑚
𝑖𝑛𝑐 , corresponds to field values due to excitation of each transmitter 

[𝐸𝑎𝑝,𝑚
𝑖𝑛𝑐 ] = [𝑒𝑎𝑝,𝑚

𝑖𝑛𝑐,1  𝑒𝑎𝑝,𝑚
𝑖𝑛𝑐,2  … 𝑒𝑎𝑝,𝑚

𝑖𝑛𝑐,𝐾]
3𝑁𝑠×𝐾

    (56) 
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Similar procedure is applied to obtain the scattered field distribution matrix, 𝐸𝑎𝑝,𝑚
𝑠𝑐𝑎𝑡 , 

when there is a scatterer. 

The open circuit voltage at mth receiver due to excitation of each transmitter results 

in a row vector, 𝑉𝑜𝑐
𝑚, of size 1xK as: 

[𝑉𝑜𝑐
𝑚]1×𝐾 =

∆𝑆

𝐼0
[𝑗𝑎𝑝,𝑚
 ]

1×3𝑁𝑠
[𝐸𝑎𝑝,𝑚

𝑖𝑛𝑐 + 𝐸𝑎𝑝,𝑚
𝑠𝑐𝑎𝑡 ]

3𝑁𝑠×𝐾
         (57) 

Similarly, the reference voltage becomes a row vector, 𝑉𝑜𝑐
𝑟𝑒𝑓

, as: 

[𝑉𝑜𝑐
𝑟𝑒𝑓
]
1×𝐾

=
∆𝑆

𝐼0
[𝑗𝑎𝑝,𝑘
 ]

1×3𝑁𝑠
[𝐸𝑎𝑝,𝑘

𝑖𝑛𝑐 ]
3𝑁𝑠×𝐾

         (58) 

Finally, the S-parameter row vector can be obtained by element-by-element division 

of 𝑉𝑜𝑐
𝑚 vector to 𝑉𝑜𝑐

𝑟𝑒𝑓
vector. Expanding the matrices for M receivers, we obtain 

[𝑉𝑜𝑐
 ]𝑀×𝐾 =

∆𝑆

𝐼0
[𝑗𝑎𝑝
 ]

𝑀×3𝑀𝑁𝑠
[𝐸𝑎𝑝

𝑖𝑛𝑐 + 𝐸𝑎𝑝
𝑠𝑐𝑎𝑡]

3𝑀𝑁𝑠×𝐾
           (59) 

where  

[𝑗𝑎𝑝
 ]

𝑀×3𝑀𝑁𝑠
= [

[𝑗𝑎𝑝,1
 ]

1×3𝑁𝑠
⋯ [𝑗𝑎𝑝,1

 ]
1×3𝑁𝑠

⋮ ⋱ ⋮
[𝑗𝑎𝑝,𝑀
 ]

1×3𝑁𝑠
⋯ [𝑗𝑎𝑝,𝑀

 ]
1×3𝑁𝑠

]    (60) 

 

[𝐸𝑎𝑝
𝑖𝑛𝑐]

3𝑀𝑁𝑠×𝐾
= [

[𝐸𝑎𝑝,1
𝑖𝑛𝑐 ]

3𝑁𝑠×𝐾

⋮
[𝐸𝑎𝑝,𝑀

𝑖𝑛𝑐 ]
3𝑁𝑠×𝐾

]

 

      (61) 

To perform the division to reference voltages by matrix multiplications, a diagonal 

normalization matrix is constructed by using the reference open circuit voltage 

vector as: 

[𝑉𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒]
𝐾×𝐾

= [𝑑𝑖𝑎𝑔(𝑉𝑜𝑐
𝑟𝑒𝑓)]

−1
               (62) 
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Finally, the S-parameter matrix can be obtained as:  

[𝑆𝑝𝑎𝑟𝑎]𝑀×𝐾 =
[𝑉𝑜𝑐

 ]𝑀×𝐾[𝑉
𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒]

𝐾×𝐾
                 (63) 

Note that, although the antennas used in the MIMO array are identical, the 

characterization of each antenna is done individually, and aperture field distributions 

are found separately to include different scattering effects associated with the 

specific position of the corresponding antenna.  

Below results are presented as a verification of the above formulation derived for S-

parameters and antenna port voltages calculated by the utilization of reaction 

theorem. A dual polarized antenna array of 21 elements (42 ports in total) on an 

ellipsoidal surface (see Figure 2.22) is investigated for the verification process. One 

element in the array (Antenna 11 in this case) is chosen as the transmitter and the 

rest are receivers. By following the steps detailed above, S-parameter values ( S(m)(11) 

for m=1 to 42) for each receiver antennas are calculated and given in Figure 2.23. 

The calculation for the reference open circuit voltage is done for both scenarios that 

there exists a scatterer in the system (Figure 2.22)  and in the absence of the scatterer. 

The results of these two scenarios are presented in  Figure 2.23 in comparison with 

the results obtained from the full-wave analysis of the whole system in HFSS.  It is 

observed that the reference input open circuit voltage values do not differ if there 

exists a scatterer or not. Both calculated S-parameter characteristics are in good 

agreement with the S-parameter values directly gathered from HFSS simulations.  



 

 

51 

 

Figure 2.22. Ellipsoidal placement of patch antennas, measurement case with 

object and excitation at Port 11 

  

Figure 2.23. Measured and calculated S-parameter values  
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CHAPTER 3  

3 INVERSE PROBLEM 

In the inverse problem of this study, the goal is to infer the electrical properties of 

the object under test, which is the brain structure in our case, using the acquired near-

field measurements. We develop an alternating minimization approach to solve this 

inverse problem. We first present the formulation of the inverse problem and then 

the solution approach we developed, together with the implementation details.  

3.1 Definition of State and Data Equations 

For the sake of traceability, we first revisit the state and data equations obtained in 

Chapter 2 for the forward problem. The state equation as given in (16) and (41) is 

([𝐺𝑆] − [�̃�′
𝑑𝑖𝑎𝑔

]) [𝑗𝑒𝑞𝑣] = −[𝑒𝑖]     (64) 

where 𝐺𝑆 is the Green’s matrix, 𝑗𝑒𝑞𝑣 is the unknown equivalent current density 

vector, 𝑒𝑖 is the incident electrical field intensity inside the object, �̃�′𝑑𝑖𝑎𝑔 is the 

diagonal matrix formed using the unknown electrical properties parameter 𝜏, details 

of which are given in equation (14). The data equation as given in (22) is 

[𝑇][𝑗𝑒𝑞𝑣] = [𝑒𝑜𝑏𝑠]             (65) 

where 𝑇 is the radiation matrix  and 𝑒𝑜𝑏𝑠 is the observed electrical field intensity 

vector at receiver points. Alternatively, in the image reconstruction process, it is 

possible to relate 𝑒𝑜𝑏𝑠 directly to the S-parameter measurements using equation (63) 

as presented in Chapter 2. As a result, the measured S-parameter values obtained for 

the realistic case, where the near-field radiation patterns of the antennas are required 

to be considered, can be incorporated into the data equation efficiently. 
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In the inverse problem, the main goal is to estimate the unknown electrical properties 

of the object as captured in �̃�′𝑑𝑖𝑎𝑔 by using equations (64) and (65). Because the 

current density vector 𝑗𝑒𝑞𝑣 in these equations is also unknown, we should jointly 

solve these equations also for 𝑗𝑒𝑞𝑣. An alternating minimization approach is used for 

this purpose as explained in the next section. Also note that the model in (64) is a 

nonlinear model due to the multiplication of the unknown electrical properties 

parameter with the unknown equivalent current density vector. Hence, we have a 

nonlinear inverse problem which is more difficult to solve compared to the linear 

ones.  

3.2 Formulation and Solution of the Inverse Problem via Alternating 

Minimization 

Since we have a nonlinear ill-posed inverse problem, we exploit prior knowledge 

about the unknown �̃� and 𝑗𝑒𝑞𝑣 in the form of regularization. This leads to the 

minimization of the following cost function:  

𝑚𝑖𝑛�̃�′ ,𝑗𝑒𝑞𝑣 {‖[𝑇][𝑗
𝑒𝑞𝑣] − [𝑒𝑜𝑏𝑠]‖2

2 + 𝛼 ‖([𝐺′] − [�̃�′
𝑑𝑖𝑎𝑔

]) [𝑗𝑒𝑞𝑣] + [𝑒𝑖] ‖
2

2

}  +

  𝜆�̃�′𝑅(�̃�
′) + 𝜆𝑗𝑒𝑞𝑣𝑅(𝑗

𝑒𝑞𝑣)    (66) 

Here 𝑅(�̃�  ) and 𝑅(𝑗𝑒𝑞𝑣) are regularization functions and 𝜆�̃�′ and 𝜆𝑗𝑒𝑞𝑣  are 

regularization parameters for the variables �̃�′ and 𝑗𝑒𝑞𝑣, respectively.  

To solve the minimization problem in equation (66), we use an alternating 

minimization (coordinate descent) approach. That is, we first solve the minimization 

problem over 𝑗𝑒𝑞𝑣 with �̃�′ fixed, then solve for �̃�′  with 𝑗𝑒𝑞𝑣 fixed and repeat these 

iterations until a stopping criterion is satisfied. Hence, the following optimization 

problems are successively solved over each variable while fixing the other: 

𝑚𝑖𝑛𝑗𝑒𝑞𝑣 {‖[𝑇][𝑗
𝑒𝑞𝑣] − [𝑒𝑜𝑏𝑠]‖2

2 + 𝛼‖([𝐺𝑆] − [�̃�′
𝑑𝑖𝑎𝑔

]) [𝑗𝑒𝑞𝑣] + [𝑒𝑖] ‖
2

2

+

𝜆𝑗𝑅(𝑗
𝑒𝑞𝑣)}       (67) 
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𝑚𝑖𝑛�̃�′ {‖([𝑗𝑑𝑖𝑎𝑔
𝑒𝑞𝑣 ][�̃�′] − [𝐺𝑆][𝑗𝑒𝑞𝑣]) − [𝑒𝑖]‖

2

2
} + 𝜆𝜏𝑅(�̃�′)              (68)  

The first one is to update 𝑗𝑒𝑞𝑣 and the second one is to update �̃�′ . Here 𝑗𝑑𝑖𝑎𝑔
𝑒𝑞𝑣

 is the 

diagonal matrix formed by the elements of the vector 𝑗𝑒𝑞𝑣 as follows: 

[𝑗𝑑𝑖𝑎𝑔
𝑒𝑞𝑣 ] = [

𝑗1
𝑒𝑞𝑣 0 0

0 ⋱ 0
0 0 𝑗3𝑁

𝑒𝑞𝑣
]    (69) 

Note that �̃�′ which is previously demonstrated in equation (13) can also be expressed 

as:  

[�̃�′] = [

[𝐼]𝑁𝑥𝑁
[𝐼]𝑁𝑥𝑁
[𝐼]𝑁𝑥𝑁

] [�̃�]𝑁𝑥1     (70) 

where [𝐼]𝑁𝑥𝑁 is an NxN identity matrix. Inserting (69) into (67), the final form of 

the optimization problem for updating �̃� is obtained as: 

 𝑚𝑖𝑛�̃� {‖([𝑗𝑑𝑖𝑎𝑔
𝑒𝑞𝑣 ] [

[𝐼]𝑁𝑥𝑁
[𝐼]𝑁𝑥𝑁
[𝐼]𝑁𝑥𝑁

] [�̃�] − [𝐺𝑆][𝑗𝑒𝑞𝑣]) − [𝑒𝑖]‖

2

2

} + 𝜆�̃�𝑅(�̃�)  (71) 

An outer iteration limit is defined for the alternating minimization approach together 

with an inner iteration limit for the update of each variable, �̃� and 𝑗𝑒𝑞𝑣. As the 

stopping criterion for the iterations, two conditions are checked: either the percentage 

change in each variable drops below a predefined value, or the limit for the maximum 

number of iterations is reached. 

Note that it seems possible to utilize only data equation for the solution of 𝑗𝑒𝑞𝑣, 

however, this problem cannot be uniquely and correctly solved without additional 

information since it is under-determined due to the limited number of measurements 

at receiver locations compared to the excess number of unknowns in the imaging 

domain. Therefore, the state equation is also incorporated into the joint minimization 
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problem which transforms the problem into an over-determined one and provides 

reasonable results. 

In the simulations, it is required that the forward problem solver is run first in order 

to provide the measurement data necessary for the inverse problem solver, which are 

namely the observed scattered field or S-parameters, Green’s matrix and incident 

field values without object present. 

3.3 Iterative Solution Method Based on C-SALSA and Implementation 

Details  

3.3.1 Constrained Split Augmented Lagrangian Shrinkage Algorithm (C-

SALSA) 

Constrained Split Augmented Lagrangian Shrinkage Algorithm (C-SALSA) 

proposed by Afonso et al. uses an augmented Lagrangian method, specifically the 

alternating direction method of multipliers (ADMM), and variable splitting to 

provide a general-purpose efficient algorithm for solving linear inverse problems 

with regularization [54]. In order to follow the notation of the algorithm in [54], in 

this section, the convention for matrices and vectors are provided differently from 

the rest of this thesis, such that capital and small bold letters represent matrices and 

vectors, respectively. 

For an inverse problem with a noisy observation 𝒚, unknown image 𝒙, and forward 

model 𝒚 = 𝑩𝒙 + 𝒏 with 𝑩 being the system matrix and 𝒏 being noise, C-SALSA 

algorithm solves the following constrained optimization problem [54]: 

min
𝒙
∅(𝑷𝒙)      𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜     ‖𝑩𝒙 − 𝒚‖2

2 ≤ ε   (72) 

where ∅ ∶  ℝ𝑛 → ℝ̅ = ℝ {−∞,+∞}   is a regularization function, and ε ≥ 0 is a 

parameter which depends on the noise variance. An equivalent unconstrained 

problem formulation is also given [54] as:  
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min
𝒙

1

2
‖𝑩𝒙 − 𝒚‖2

2  + 𝜆 ∅(𝑷𝒙)                                  (73) 

for some 𝜆 > 0. Note that both the optimization problem for updating �̃� in equation 

(71) and the optimization problem for updating 𝑗𝑒𝑞𝑣 in equation (67) are in this 

unconstrained form, and hence can be solved using the C-SALSA algorithm.  

When we choose the regularization term ∅(𝑷𝒙) as ‖𝑷𝒙‖1 to impose total variation 

(TV) regularization, the algorithmic steps of C-SALSA are as given in Table 3.1. 

The parameters 𝜅, ε, µ should be chosen properly to enable convergence to the 

desired solution as discussed in the next section. 

Table 3.1. Algorithmic steps of C-SALSA method 

Algorithm C-SALSA 

1. 𝑆𝑒𝑡 𝑘 = 0, 𝑐ℎ𝑜𝑜𝑠𝑒 𝜅, ε, µ > 0, 𝒗0
(1)
 , 𝒗0

(2)
 , 𝒅0

(1)
 , 𝒅0

(2)
    

2. repeat 

3. 𝒓𝑘
 = 𝜅𝑷𝐻(𝒗𝑘

(1) + 𝒅𝑘
(1) ) + 𝑩𝐻(𝒗𝑘

(2) + 𝒅𝑘
(2)
 ) 

4. 𝒖𝑘+1 = (𝜅 𝑎𝑷
𝐻𝑷 + 𝑩𝐻𝑩)−1𝒓𝑘 

5. 𝒗𝑘+1
(1) = 𝜓Ø

µ

(𝑷𝒖𝑘+1 − 𝒅𝑘
(1)) = 𝑠𝑜𝑓𝑡 (𝑷𝒖𝑘+1 − 𝒅𝑘

(1),
1

µ
) 

6. 𝒗𝑘+1
(2) = 𝜓𝑙𝐸(𝜀,𝐼,𝑦)(𝑩𝒖𝑘+1 − 𝒅𝑘

(2)) 

                        

= 𝒚 + 

{
 
 

 
 ∈

𝑩𝒖𝑘+1 − 𝒅𝑘
(2) − 𝒚

‖𝑩𝒖𝑘+1 − 𝒅𝑘
(2) − 𝒚‖

2

, 𝑖𝑓 ‖𝑩𝒖𝑘+1 − 𝒅𝑘
(2) − 𝒚‖

2
>  ε 

𝑩𝒖𝑘+1 − 𝒅𝑘
(2) − 𝒚, 𝑖𝑓 ‖𝑩𝒖𝑘+1 − 𝒅𝑘

(2) − 𝒚‖
2
≤  ε

 

7. 𝒅𝑘+1
(1) = 𝒅𝑘

(1) − 𝑷𝒖𝑘+1 + 𝒗𝑘+1
(1)

 

8. 𝒅𝑘+1
(2) = 𝒅𝑘

(2) − 𝑩𝒖𝑘+1 + 𝒗𝑘+1
(2)

 

9. k ⃪k+1 

10. until stopping criterion is satisfied. 
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C-SALSA algorithm is implemented in MATLAB with TV regularization. In the 

initial experiments, this algorithm is used for the solution of each subproblem in the 

alternating minimization approach to successively update �̃� and 𝑗𝑒𝑞𝑣. To solve the 

optimization problem in (67) for 𝑗𝑒𝑞𝑣, the variables in the C-SALSA algorithm are 

defined as follows: 

𝑩 = [
[𝑇]

√∝ [𝐺𝑆 − �̃�′𝑑𝑖𝑎𝑔]
]  

𝒚 = [
[𝑒𝑜𝑏𝑠]

−√∝ [𝑒𝑖]
]                                                                                                     (74) 

𝒙 = [ 𝑗𝑒𝑞𝑣]   to be determined 

𝒖𝒌: iterative solution for 𝒙  

𝑷 =  𝑷𝒋𝒆𝒒𝒗 ,  derivative operator calculated over 𝑗𝑒𝑞𝑣.   

𝒗𝟎
(1)
= 𝑷𝒖𝟎, 𝒗𝟎

(2)
= 𝑩𝒖𝟎 , 𝒅𝟎

(1)
, 𝒅𝟎

(2)
= 0  

𝛼: weighting coefficient 

To solve the optimization problem in (70) for �̃�, the variables in the C-SALSA 

algorithm are defined as follows: 

 𝑩 = [[𝑗𝑑𝑖𝑎𝑔
𝑒𝑞𝑣

] [

[𝐼]𝑁𝑥𝑁
[𝐼]𝑁𝑥𝑁
[𝐼]𝑁𝑥𝑁

]] ,        

𝒚 = [𝐺𝑆] [𝑗𝑒𝑞𝑣] + [𝑒𝑖], 

𝒙 =  �̃� to be determined,                       (75) 

𝒖𝒌:  iterative solution for 𝒙, 

             𝑷 =  𝑷�̃�,  derivative operator calculated over �̃�,  

𝒗𝟎
(1)
= 𝑷𝒖𝟎,𝒗𝟎

(2)
= 𝑩𝒖𝟎, and 𝒅𝟎

(1)
, 𝒅𝟎

(2)
= 0 

 

Sample results obtained with the developed solution method are presented in the 

following sections. 
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3.3.2 Parameter Selection 

The parameters of the algorithm (𝜅, µ, ε and 𝛼) should be properly chosen and 

optimized for each problem when we deal with an imaging system with different 

characteristics such as different number of antennas, placement of antennas, 

polarization variety, object size, operating frequency, etc. Therefore, for each 

alternating minimization step, the coefficient 𝜅, the threshold parameter µ are 

optimized using a grid search. To achieve this, the relative error is calculated by the 

following formula: 

𝑒𝑘 =
‖𝑥𝑘−𝑥𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙‖2

2

‖𝑥𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙‖2
2          (76) 

where 𝑥𝑘 and 𝑥𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 are the estimated and original distributions of the current 

density (𝑗𝑒𝑞𝑣) or electrical properties parameter (�̃�) of the object. Then, two-

dimensional error plots for a range of 𝜅 and µ values are obtained, and the optimum 

𝜅 − µ pair is chosen as the grid corresponding to minimum error. 

Noise related parameter ε is determined by evaluating the ℓ2 norm of differences 

between 𝑒𝑜𝑏𝑠 values acquired from HFSS simulations and values computed 

analytically in MATLAB. The weighting factor 𝛼, which is the measure of the 

contribution of two distinct minimization terms to estimate 𝑗𝑒𝑞𝑣, is determined after 

a few iterations once the other parameters are set as described above.  

For the first step that updates the current density distribution, the optimal parameters 

are obtained as 𝜅𝑗 = 10
−6 and  µ𝑗 = 100 as shown in Figure 3.1, which presents the 

error for the current density distribution for different values of 𝜅𝑗 and µ𝑗. In this step, 

the permittivity and conductivity distribution is assumed to be known exactly. Using 

their true values, parameter optimization is performed only for updating the single 

variable, 𝑗𝑒𝑞𝑣. 
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Figure 3.1. Error for 𝑗𝑒𝑞𝑣distribution with respect to C-SALSA parameters 𝜅𝑗 and 

µ𝑗  

Above procedure for parameter selection is repeated for the update step of the  

variable �̃�. The optimal values of the coefficient 𝜅 and the threshold parameter  µ are 

determined as 𝜅�̃� = 100 and µ�̃� = 1000 as shown in Figure 3.2 which presents the 

error for �̃� for different values of 𝜅�̃� and µ�̃�.  It should also be noted that as seen in 

Figure 3.1 and Figure 3.2 the error is not too sensitive to the parameter selection as 

desired. Hence the parameters can be selected from a relatively broad region without 

much change in the performance. The weighting coefficient 𝛼 is found to be 10−4. 
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Figure 3.2. Error for �̃� distribution with respect to C-SALSA parameters 𝜅�̃� and µ�̃� 

After parameter selection, alternating minimization method is executed for image 

reconstruction using C-SALSA algorithm for the update steps. To evaluate the 

convergence speed of the algorithm, for each variable, relative change is defined 

with the formula 

𝛥𝑘 =
‖𝑥𝑘−𝑥𝑘−1‖2

 

‖𝑥𝑘−1‖2
         (77) 

where 𝑥 is either the current density (𝑗𝑒𝑞𝑣) or electrical properties parameter (�̃�) of 

the object and 𝑘 is the iteration number. Figure 3.3 illustrates the relative change in 

the current density and electrical properties parameter (�̃�) values with respect to 

iterations, along with the relative errors at each iteration. 



 

 

62 

  

Figure 3.3. (a) Relative change and (b) relative error with respect to iterations 

Using C-SALSA approach for both alternating minimization steps increases the 

computation time. Since the problem related to the current density variable is 

relatively well-determined as it involves both state and data equations, we can omit 

the regularization term, 𝑅(𝑗𝑒𝑞𝑣), for the current density from equation (67) and 

employ a simple iterative solver like least squares (LS) (instead of C-SALSA) for 

the first update step. This will speed up the overall reconstruction algorithm and also 

simplify the parameter selection procedure. For comparison, this approach is applied 

to the same problem above, and relative change and relative error results are 

presented in Figure 3.4. The threshold value shown in the figure is used to stop the 

algorithm when relative change drops below this threshold. As it is observed from 

Figure 3.3 (b) and Figure 3.4 (b), this faster approach results in better relative errors 

for both variables. Therefore, this method is pursued to solve the inverse problem in 

this thesis. That is, the first alternating minimization step for updating the current 

density is solved using LS solver (Conjugate-Gradient) without employing 

regularization, and the second alternating minimization step for updating the 

electrical properties is solved using C-SALSA solver as discussed above. 
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Figure 3.4. (a) Relative change and (b) relative error distributions with respect to 

iterations 
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CHAPTER 4  

4 IMAGE RECONSTRUCTION WITH HERTZIAN DIPOLE ANTENNAS  

After formulating the forward and inverse problems, it is necessary to test the 

performance of the image reconstruction algorithm under different observation 

scenarios. The studies in this thesis have been conducted starting from simple 

configurations and progressing towards a more complex setting that closely 

resembles a realistic head model. In these investigations, first, Hertzian dipole 

antennas have been employed since they both exhibit near-field radiation 

characteristics and can be expressed analytically, such that they effectively and 

efficiently fit into the solution method. The impact of antenna placement and 

polarization types on the imaging performance has also been thoroughly examined 

at the end of this chapter. All simulations are performed at 1 GHz. 

4.1 Simple Transmitter and Receiver Antenna Array Configurations 

First, a simple configuration is studied and to obtain 3D image of a scatterer in the 

shape of rectangular prism, receiver and transmitter antennas are placed on all faces 

of a prism in order to gather a meaningful scattering information all-around the 

object. The effect of number of antennas and the polarization of antennas are studied 

in the following two sub-sections. 

4.1.1 Performance Analysis with Different Number and Arrangement of 

Transmitter and Receiver Antennas  

In order to compare the image reconstruction performances of different transmitter 

and receiver antenna arrangements, a number of simulations are performed, details 

of which are given in Table 4.1. 
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Table 4.1. Configuration details of various Tx/Rx antenna arrangements 

Configuration 
No. 

Number 
of Faces  

Number of Tx/Rx 
Antennas on Each 

Face 

Total Number 
of Tx/Rx 

Antennas 

Antenna 
Array 

Topology 
on Each 

Face 

1 6 4 24 2 x 2 (2D) 

2 4 4 16 2 x 2 (2D) 

3 4 4 16 4 x 1 (1D) 

4 4 2 8 2 x 1 (1D) 

5 4 1 4 - 
 

The placement of the antennas and the object with respect to the above 

configurations are shown between Figure 4.1 and Figure 4.5. Blue and pink points 

represent transmitters and receivers, respectively. We consider a 3D scatterer object 

that consists of 8x8x2 cubic cells. There is a region of 2x2x2 cells occupied by blood 

(휀𝑟
𝑏𝑙𝑜𝑜𝑑 = 61.065 , 𝜎𝑟

𝑏𝑙𝑜𝑜𝑑 = 1.583) at the center of the object, whereas the 

remaining space is filled with white matter (휀𝑟
𝑤ℎ𝑖𝑡𝑒𝑚𝑎𝑡𝑡𝑒𝑟 = 38.578, 𝜎𝑟

𝑤ℎ𝑖𝑡𝑒𝑚𝑎𝑡𝑡𝑒𝑟 =

0.622) .  
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Figure 4.1. Transmitting and Receiving Antennas - Configuration No.1 (6 Faces x 

4 Antennas - 2D Array) 

 

Figure 4.2. Transmitting and Receiving Antennas - Configuration No.2 (4 Faces x 

4 Antennas - 2D Array) 
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Figure 4.3. Transmitting and Receiving Antennas - Configuration No.3 (4 Faces x 

4 Antennas - 1D Array) 

 

Figure 4.4. Transmitting and Receiving Antennas - Configuration No.4 (4 Faces x 

2 Antennas - 1D Array) 
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Figure 4.5. Transmitting and Receiving Antennas - Configuration No.5 (4 Faces x 

1 Antenna) 

The image reconstruction process is employed for all configurations defined above 

and the relative error characteristics are given in Figure 4.6. As it is observed from 

Figure 4.6, the minimum relative error for both 𝑗𝑒𝑞𝑣 and 𝜏 distributions is obtained 

by Configuration No.1, which employs Tx/Rx antennas placed on all six faces of the 

cubical object with a 2x2 array topology. It is also inspected that as the total number 

of antennas decreases, the relative errors exhibit an increasing trend. The comparison 

of configurations having the same number of antenna pairs, reveals the effect of the 

antenna array topology. Despite the fact that both 4 faces x 4 antennas - 2D  array 

and 4 faces x 4 antennas - 1D array configurations have the same number of Tx and 

Rx antennas, 2D (2x2) array topology provides more spatial information and gives 

more accurate results. Relative change characteristics for different configurations are 

also presented in Figure 4.7. From the figure, it can be concluded that the number of 

antennas and their topology do not have a significant effect on the convergence of 

the results. 
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Figure 4.6. Relative error characteristics of 𝑗𝑒𝑞𝑣 and 𝝉 distributions for different 

source arrangements 

 

Figure 4.7. Relative change characteristics of 𝑗𝑒𝑞𝑣  and 𝝉 distributions for different 

source arrangements 
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4.1.2 Performance Analysis with Different Antenna Polarization 

Configurations 

Up to this point, receiver antennas placed around the object are assumed to be 

polarization independent radiators, while the transmitter antennas are z-polarized 

only. In other words, at the receiving antenna positions, all components of electrical 

field vector are considered as measured field values. However, in the realistic 

scenario, the radiators have specific polarization characteristics for both transmitting 

and receiving situations. In order to have a practically applicable image 

reconstruction algorithm, the polarization characteristics of the transmitting and 

receiving antennas are incorporated into the forward solution algorithm. First of all, 

near field radiation pattern of a Hertzian dipole antenna which has arbitrary 

polarization at an arbitrary position in the space (see equation (44)) is utilized by the 

help of the Symbolic Math Toolbox of MATLAB.  Afterwards, it is straightforward 

to define the position and polarization of the antennas arbitrarily with respect to that 

formulation. The forward and related inverse problem solutions are studied for 

different antenna polarization configurations in order to observe and compare the 

performance of the image reconstruction algorithm under different scenarios. The 

configuration named as “Polarization 1” is demonstrated in Figure 4.8. Transmitter 

and receiver antenna pairs have the same polarity. It is important that the polarization 

components are selected from the tangential components on the related object faces. 
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Figure 4.8. Transmitter/Receiver Antennas Single Polarization Configuration 

(Polarization 1) 

“Polarization 2” is constructed by the complement of the “Polarization 1” which is 

also tangential on the object face for each antenna (See Figure 4.9). 
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Figure 4.9. Transmitter/Receiver Antennas Single Polarization Configuration 

(Polarization 2) 

“Dual Polarization” configuration is also implemented in order to observe the effect 

of the dual polarized transmitters and receivers on the performance of the image 

reconstruction algorithm (see Figure 4.10).  
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Figure 4.10. Transmitter/Receiver Antennas Dual Polarization Configuration 

A single polarized antenna arrangement consisting of only normal components is 

called “Polarization 3” and shown in Figure 4.11. 

 

Figure 4.11. Transmitter/Receiver Antennas Single Polarization Configuration 

(Polarization 3) 

y (m) 

x (m) 

z (m) 

y 

(m) x (m) 

z (m) 



 

 

75 

Finally, the combination of all single polarized configurations called as “Triple 

Polarization” is also studied in order to compare the image reconstruction 

performance (see Figure 4.12).  

 

Figure 4.12. Transmitter/Receiver Antennas Triple Polarization Configuration 

Relative change and relative error characteristics of the predicted distributions for 

current density (𝑗𝑒𝑞𝑣) and electrical properties parameter (𝜏) of the object are 

presented between Figure 4.13 and Figure 4.16 with respect to different antenna 

polarization configurations defined above. 
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Figure 4.13. Relative change characteristics of predicted 𝑗𝑒𝑞𝑣 distribution over 50 

iterations for different polarization configurations 

  

Figure 4.14. Relative error characteristics of predicted 𝑗𝑒𝑞𝑣  distribution over 50 

iterations for different polarization configurations 
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Figure 4.15. Relative change characteristics of predicted τ distribution over 50 

iterations for different polarization configurations 

 

Figure 4.16. Relative error characteristics of predicted τ distribution over 50 

iterations for different polarization configurations 
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The above results reveal that a single polarized antenna arrangement that is 

composed of one of the tangential components on the object face (Pol-1 and Pol-2) 

gives similar results for 𝜏 distribution. Dual Polarization solution is better in terms 

of error characteristics performance as expected since the number of measurements 

is doubled with respect to single polarization case. The results of Polarization 3 are 

slightly worse than Polarization 1 and Polarization 2 solutions as expected since 

tangential field components on a closed surface involve more information than the 

normal components. For the Triple Polarization case, the error terms for 𝑗𝑒𝑞𝑣 and 𝜏 

are not considerably better than Dual Polarization solution. Hence, it is not worth 

increasing the computational complexity by using triple polarization, but it is worth 

for the computational cost introduced by dual polarization. 

In terms of computation cost, incorporating a second polarization on an existing 

single polarized antenna system is equal to doubling the number of antennas in the 

system. In this study, the performance parameters for two different scenarios which 

are equal in computational cost, are determined and compared. In the first case, there 

are 10 dual polarized antennas around the cubical object (see Figure 4.17), while 

there exist 20 single polarized antennas for the second case as shown in Figure 4.18. 

The main difference between the two cases is diversity in polarization and spatial 

distribution. 
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Figure 4.17. Transmitter/Receiver Antennas Polarization Configuration (Dual 

Polarized 10 Antennas) 

 

Figure 4.18. Transmitter/Receiver Antennas Polarization Configuration (Single 

Polarized 20 Antennas) 
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According to the results given in Figure 4.19 to Figure 4.22, there is no significant 

difference between the two configurations in terms of relative change characteristics 

for both 𝑗𝑒𝑞𝑣  and τ variables. On the other hand, the dual polarized N-antennas 

configuration, where N is equal to 10, gives better error values when compared to 

single-polarized 2N antennas, especially in terms of τ variable. Therefore, it is noted 

that polarization diversity gives better results than the spatial diversity under same 

calculation cost conditions. 

 

Figure 4.19. Relative change characteristics of predicted 𝑗𝑒𝑞𝑣 distribution over 50 

iterations for different polarization configurations 
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Figure 4.20. Relative error characteristics of predicted 𝑗𝑒𝑞𝑣 distribution over 50 

iterations for different polarization configurations 

 

Figure 4.21. Relative change characteristics of predicted τ distribution over 50 

iterations for different polarization configurations 
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Figure 4.22. Relative error characteristics of predicted τ distribution over 50 

iterations for different polarization configuration 

In order to conduct a visual evaluation of the reconstructed images by single 

polarized and dual polarized configurations, contrast characteristics for relative 

permittivity and conductivity profiles are calculated by the formula 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡𝑛 =
|𝛼𝑛,𝑟𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑒𝑑−𝛼𝑛,𝑤ℎ𝑖𝑡𝑒𝑚𝑎𝑡𝑡𝑒𝑟|

|𝛼𝑛,𝑤ℎ𝑖𝑡𝑒𝑚𝑎𝑡𝑡𝑒𝑟|
                                     (78) 

where 𝛼𝑛 is the value of either relative permittivity 휀𝑟 or conductivity 𝜎 of nth cell. 

Note that, to detect the type of brain stroke, the important thing is the shape of the 

region with blood. Hence, rather than the absolute permittivity and conductivity 

values obtained after reconstruction, the contrast values with respect to healthy brain 

tissues (white matter) are more important. 
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As it is observed in in Figure 4.23 and Figure 4.24, the maximum contrast values and 

better detection performance are gathered by the dual polarized configuration which 

makes it superior when compared to its single polarized counterpart having the same 

calculation cost for the imaging system. 

 

Figure 4.23. (a) Original relative permittivity distribution; relative permittivity 

contrast images for (b) dual polarization with 10 antennas, (c) single polarization 

with 20 antennas 

 

Figure 4.24. (a) Original conductivity distribution; conductivity contrast images for 

(b) dual polarization with 10 antennas, (c) single polarization with 20 antennas 

4.2 Realistic Transmitter and Receiver Antenna Array Configuration 

The main concern of the study is to construct a robust imaging system which is 

feasible and applicable to realistic scenarios. In order to realize such a system, 

antennas around the head are required to be positioned on a helmet-like surface 

conforming the shape of the human head. Furthermore, it is also necessary to have a 
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compact system which is not the case for the current bulky imaging systems like x-

ray and MRI. Statistical data for the physical characteristics of the human head is 

given in [58] as demonstrated in Figure 4.25. The relevant parts of the head are 

“Bitragion breadth”, “Glabella to back of head” and “Sellion to top of head”, detailed 

definitions of which are also given in Figure 4.25. 

 

Figure 4.25. Physical characteristics of human head [58]  
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As it is observed from Figure 4.25, the best conforming geometrical shape for the 

human head is an ellipsoid. Therefore, it is critical to place the transmitting and 

receiving antennas on an ellipsoidal surface maintaining the polarization 

characteristics.  

Mathematical expression for the ellipsoidal surface can be defined as follows, 

𝑥2

𝑎2
+
𝑦2

𝑏2
+
𝑧2

𝑐2
= 1        (79) 

together with the parametric equations below: 

𝑥 = 𝑎 sin 𝜃 cos ∅ 

𝑦 = 𝑏 sin 𝜃 sin∅         (80) 

𝑧 = 𝑐 cos 𝜃        for   ∅ ∈ [0,2𝜋) and 𝜃 ∈ [0, 𝜋] 

where a, b and c are half axes in x, y and z directions, respectively, which are 

determined with respect to the physical characteristics of human head. 

Antenna element positions and polarization configurations are determined as in the 

following manner. First of all, elliptical curves shown in Figure 4.26 as blue lines 

are obtained analytically utilizing the parametric equations (80) for constant v values. 

The positions of the antennas are calculated on these lines after stating the number 

of antennas on each line. The separation is accomplished in an equiangular approach. 

Afterwards, the polarizations are defined for each antenna. Three main components 

of the polarization term are determined as follows. The polarization called Pol-1 is 

along with the tangential vector at antenna position on the corresponding elliptical 

curve. Pol-2 polarization is perpendicular to Pol-1 and tangential on ellipsoidal 

surface while Pol-3 is the polarization that is perpendicular to the surface at each 

antenna position. 
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Figure 4.26. Antenna positions and polarization definitions on ellipsoidal surface 

Realistic ellipsoid surface definition, referencing to [58], and the replacement of 

antennas on that surface are accomplished. The antennas have the options to exhibit 

single, dual, or triple polarizations. In Figure 4.26, antennas on an ellipsoidal surface 

and the cubical object to be imaged are presented.  

As an example, 21 Hertzian dipole antennas are arranged on this ellipsoidal surface 

in dual polarized configuration covering an object that consists of 8x8x2 voxels in x, 

y and z directions, respectively. The length of the voxel in each direction is 8.8 mm. 

The region between the object and ellipsoidal surface is air and it is assumed to be 

known during the image reconstruction of the object. The scattering object is defined 

as shown in Figure 4.27 such that it consists of two separate blood regions and white 

matter medium filling the rest of the scatterer. The distribution given in  Figure 4.27 

is same for both of the two slices along z-direction. The relative permittivity and 

conductivity values obtained by using the ellipsoidal antenna configuration are 

presented in Figure 4.28 for the top slice along z-direction. It can be concluded from 

x (mm) 

y (mm) 

z (mm) 



 

 

87 

the figures that the larger blood region is easily detectable, and the smaller blood 

region can be visually detected as well. It is important to note that, the ellipsoidal 

antenna arrangement and dual polarization configuration provide a resolution of 

about 1 voxel which is 8.8 mm, together with minimum detectable size of 8.8mm as 

well. 

 

Figure 4.27. Model of the scatterer representing white matter and blood regions 

 

Figure 4.28. Original and reconstructed relative permittivity, conductivity and 

contrast distributions 
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4.3 Image Reconstruction with Realistic Head Model 

As the goal of this thesis is to construct a near-field microwave imaging system for 

brain stroke detection, the image reconstruction studies are necessarily to be held 

using a realistic head model. Therefore, The Zubal head phantom MRI database is 

used in this study for the construction of a 3D numerical head model [11]. This 

dataset comprises 128 slices, where each slice contains 256 × 256 cubical elements 

of voxel size 1.1 × 1.1 × 1.4 mm, a sample view for a transverse cut is given in Figure 

4.29. All parts of the brain are indexed separately and a table matching the indexes 

to different tissues of the brain is presented to the user which helps to implement 

electromagnetic simulations of human brain. 

 

Figure 4.29. Zubal Head Phantom 3D view 

The relative permittivity and conductivity distribution of the related brain tissues at 

1 GHz are obtained from [67] as follows:  
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Table 4.2. Relative permittivity and conductivity of brain tissues at 1 GHz [67] 

Tissue 

Relative 

Permittivity Conductance Tissue 

Relative 

Permittivity Conductance 

Skin 40,936 0,900 Eyeball 55,017 1,206 

Skull 12,363 0,156 Cerebral Falx 44,201 0,993 

Bone 

Marrow 5,485 0,043 Teeth 12,363 0,156 

Cerebral 

fluid 68,439 2,455 Tongue 55,017 0,975 

Gray 

Matter 52,282 0,985 Blood 61,065 1,583 

White 

Matter 38,578 0,622 Spinal Cord 32,252 0,600 

Fat 5,447 0,054 Skeletal Muscle 54,811 0,978 

Trachea 41,779 0,802 Gland 59,470 1,079 

Cartilage 42,317 0,829 Esophagus 64,797 1,232 

 

The sagittal, frontal and transverse central cuts of the original data by [11] along with 

the permittivity and conductivity values mapped from Table 4.2 are presented in  

Figure 4.30. As the cell size of the original data is much smaller than the required 

values for brain stroke imaging, modifications are implemented on the data to reduce 

the resolution and bring it to around 10mm, which is the required and mostly studied 

resolution for brain stroke [68]. As a result, a head model consisting of 32x32x20 

cubic cells in x, y and z dimensions and an edge length of 8.8mm for each cubic cell 

is created. The sagittal, frontal and transverse sections of the head model are shown 

in Figure 4.31. Smoothing is applied to manipulate some distortions caused by the 

resolution reduction, and the modified model presented in Figure 4.32 is obtained.  
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Figure 4.30. Sagittal (a), frontal (b) and transverse (c) cuts of human head tissue 

permittivity distribution from original data [11] (256x256x128 cells) 

 

Figure 4.31 Sagittal (a), frontal (b) and transverse (c) cuts of human head tissue 

permittivity distribution with 32x32x20 cells 
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Figure 4.32. Sagittal (a), frontal (b) and transverse (c) cuts of human head tissue 

permittivity distribution with 32x32x20 cells (Smoothed) 

In order to simulate the case with brain hemorrhage, a number of cells with the 

relative permittivity and conductivity values of blood are inserted inside the created 

head model. Detailed visuals representing brain stroke are provided in the following 

figures. Figure 4.33 shows the top view of the placement of 21 dual-polarized 

Hertzian dipole antennas with a transverse section representing the bleeding region. 

In Figure 4.34, the same scenario is presented with sagittal, frontal, and transverse 

sections of head from an isometric view. 

In the scope of the thesis, the developed microwave imaging algorithm is executed 

using the realistic head model and Hertzian dipole antennas placed on an ellipsoidal 

surface around this model as detailed above. The obtained results, shown in Figure 

4.35 and Figure 4.36, demonstrate the contrast images clearly indicating the region 

with brain stroke. This confirms that the image reconstruction algorithm developed 

in this thesis performs effectively with the realistic head model as well. 

(a) (b) (c) 
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Figure 4.33. Top view of the placement of Hertzian dipole antennas and a 

transverse section of the head with the bleeding region 

 

Figure 4.34. Isometric view of the placement of Hertzian dipole antennas and 

sagittal, frontal, and transverse sections of head with the bleeding region 
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Figure 4.35. Original relative permittivity and reconstructed contrast images for the 

brain stroke detection 

 

 

Figure 4.36. Original conductivity and reconstructed contrast images for the brain 

stroke detection 
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CHAPTER 5  

5 IMAGE RECONSTRUCTION WITH PATCH ANTENNAS 

5.1 Image Reconstruction with Dual Polarized Patch Antennas 

This study is carried further by incorporating real antennas into the image 

reconstruction system. First of all, a dual polarized patch antenna is designed in order 

to implement the simulations on a realistic base. As a first step, a single polarized 

patch antenna in Figure 5.1 is designed which exhibits the return loss characteristics 

in Figure 5.2. A probe-fed square patch antenna is modeled in HFSS, which has 

dimensions as, dielectric width of 56 mm, metal patch length of 31.26 mm and 

dielectric thickness of 1.9 mm. 

 

Figure 5.1. Single polarized patch antenna model 
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Figure 5.2. Return loss characteristics (S11) of single polarized patch antenna  

The operating frequency bandwidth of the patch antenna above is increased by 

inserting a second parasitic patch layer as presented in Figure 5.3. The second 

parasitic patch is on another dielectric layer of 1.9 mm thickness and has an edge 

length of 31.42 mm. The relatively wide-band return loss characteristics of dual 

patch antenna is demonstrated in Figure 5.4. 

 

Figure 5.3. Single polarized dual patch antenna model 
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Figure 5.4. Return loss characteristics (S11) of single polarized dual patch antenna  

Finally, the second polarization is gained by casting a second port orthogonal to other 

port with respect to z-axis as given in Figure 5.5. Return loss characteristics of this 

model is given in Figure 5.6. 

  

Figure 5.5. Dual-polarized dual-patch antenna model 
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Figure 5.6. Return loss characteristics (S11 and S22) of dual-polarized dual-patch 

antenna model  

The ellipsoidal arrangement defined in Section 4.2 of this thesis is implemented for 

the designed patch antenna and the below realistic image reconstruction system is 

achieved in order to be utilized for the algorithms developed in this thesis, shown in 

Figure 5.7 and Figure 5.8. 
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Figure 5.7. Ellipsoidal placement of patch antennas, measurement case with object  

 

Figure 5.8. Ellipsoidal placement of patch antennas, measurement for incident 

fields (calibration and characterization)  

The procedure for HFSS simulations can be summarized as follows. Firstly, 

characterization simulations are conducted for the case without any scatterer, and the 

𝑃𝑜𝑟𝑡 26 
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field values obtained from these simulations are stored in order to be utilized later. 

When the scatterer object is introduced, the simulations are repeated, and S-

parameter values are obtained as measurement data. Subsequently, the 

characterization and measurement data obtained from HFSS simulations are fed into 

the image reconstruction algorithm, as described in Section 2.3.1 and Section 3.1, 

the image reconstruction process is performed. 

Regarding HFSS simulations, two important points should be highlighted. Firstly, 

for accurate calculation of the field values to be stored as simulation results, special 

mesh operations are required to be defined at the relevant regions, which include the 

volume where the object is located and the area where field samples are taken at the 

antenna apertures (see Figure 5.9). The simulations are required to be executed after 

defining the mesh operations. 

 

Figure 5.9. Mesh operations regions (blue) defined for accurate simulation results 

in HFSS 

Secondly, the polarity vectors of the antenna ports must be predefined to be 

compatible with each other. If no prior definition is applied, there can be a 180-

degree phase difference in excitation between the simulations performed with and 

without the scatterer at some ports (see Figure 5.10). To prevent this situation and 

avoid potential processing errors, the polarity of all ports should be defined during 

the port assignment process. 



 

 

101 

 

Figure 5.10. Port polarity definitions with 180-degree phase difference with respect 

to each other on the coaxial port at HFSS 

After completing the steps for preparation, the simulations are conducted for two 

scenarios: one without the scatterer object and the other with the scatterer object. The 

scatterer object is modeled as previously shown in Figure 4.27. The data obtained 

from the simulations is fed into the image reconstruction algorithm developed within 

the scope of this thesis. The relative permittivity, conductivity, and contrast 

distributions presented in Figure 5.11 and Figure 5.12 have been obtained. According 

to these results, the region representing the brain stroke can be successfully detected 

visually. 

 

Figure 5.11. Relative permittivity distributions – original, reconstructed and 

contrast profiles obtained by the imaging system with dual polarized patch 

antennas 
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Figure 5.12. Conductivity distributions – original, reconstructed and contrast 

profiles obtained by the imaging system with dual polarized patch antennas  

5.2 Image Reconstruction with Dual Polarized Patch Antennas under 

Noise 

In this section, the impact of noise on the image reconstruction performance is 

investigated. The simulation data obtained in a noiseless environment in Section 5.1 

of this thesis, is manipulated by adding a noise on measured S-parameter data as 

follows. To begin with, the mean power level (Ps) is computed in dB from the S-

parameter matrix, excluding the diagonal elements. Afterwards, signal-to-noise ratio 

(SNR), which is the ratio between the desired voltage or power of a signal to the 

undesired signal or the power of the background noise, for the system is defined in 

dB. Subsequently, a complex Gaussian noise distribution with a variance of (Ps - 

SNR) is introduced to the initial S-parameter distribution. SNR level for the system 

in this study is determined as 20 dB. The effect of the given noise on the measured 

S-parameter characteristics is investigated for the case where Port 26, demonstrated 

in Figure 5.7, is excited and the rest are receivers. S-parameter characteristics with 

noise for this specific scenario is obtained for 100 cases with random Gaussian noise 

samples as depicted in Figure 5.13. 
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Figure 5.13. Measurement samples with (dashed lines) and without (thick solid 

black line) noise at receiver ports (excitation port no: 26) (SNR= 20 dB) 

The image reconstruction steps are repeated for this measurement data with noise 

and relative permittivity, conductivity, and related contrast distributions resulting 

from this study are presented in Figure 5.14 and Figure 5.15. 

 

Figure 5.14. Relative permittivity distributions – original, reconstructed and 

contrast profiles obtained by the imaging system with dual polarized patch 

antennas with noise (SNR=20 dB) 
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Figure 5.15. Conductivity distributions – original, reconstructed and contrast 

profiles obtained by the imaging system with dual polarized patch antennas with 

noise (SNR=20 dB) 

For the sake of traceability, the contrast images for both cases, with and without 

noise, are also given together in Figure 5.16. As seen in the figure, the distribution 

in the region with blood is more homogeneous for the case without noise compared 

to the noisy one. However, the images reveal that the image reconstruction algorithm 

of this thesis study is robust against noise, which might be due to the utilization of 

regularization in optimization. The results for the noisy operation are consistent with 

and of acceptable quality when compared to the results acquired in the noiseless 

scenario. 
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Figure 5.16. Contrast images for reconstructed relative permittivity and 

conductivity profiles – (a) without noise (b) with noise (SNR=20 dB) 
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CHAPTER 6  

6 CONCLUSION 

In this thesis, we focused on the detection of brain strokes using a near-field 

microwave imaging system. Our main goal is to improve the accuracy and quality of 

images by addressing the forward and inverse problem structures. Through a 

comprehensive literature review, we observed that existing microwave imaging 

systems have disadvantages such as bulkiness, slow image creation, high false 

detection rates, and a lack of consideration for practical parameters. 

Definitions and derivations of the methodology and formulations related to forward 

and inverse problems and obtaining regarding state and data equations constitute the 

first milestones of this thesis study.  Afterwards, implementation of the image 

reconstruction algorithm under various scenarios was an important challenge when 

we face the difficulties and borders of the current technique which is required to be 

understood and overcome in order to enhance the performance of near-field 

microwave imaging systems.  

This thesis contributes in three main ways: 

Firstly, we proposed an innovative image reconstruction approach using an 

alternating minimization technique, addressing two optimization variables: current 

density distribution and dielectric and conductivity profiles. By combining this 

approach with total variation regularization and the constrained split augmented 

Lagrangian shrinkage algorithm (C-SALSA), we achieve improved accuracy and 

efficiency in solving the ill-conditioned inverse problem. 

Secondly, in contrast to previous studies utilizing single-polarized antennas, we 

investigated the impact of different antenna polarization types and the number of 

antennas on imaging performance. We conducted extensive experiments and found 
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that utilizing dual-polarized antennas resulted in better imaging performance 

compared to using twice as many single-polarized antennas. This finding offers 

practical implications for overcoming constraints related to limited antenna 

placement on the human head, opening up new possibilities for improved imaging 

in real-world scenarios. 

Thirdly, while previous research conducted detailed full-wave analyses of the 

imaging system and antennas, we found that directly using this data in iterative image 

reconstruction algorithms posed computational challenges. Therefore, we developed 

a novel formulation that efficiently incorporates the near-field data obtained from 

individual antennas into the forward model, enabling us to utilize this data effectively 

in the image reconstruction process. 

Comparing the resultant performance of the image reconstruction algorithm of this 

thesis study originating from aforementioned contributions with the results reported 

in the literature, the image resolution (minimum dimension of the stroke region 

and/or minimum distance between two separate stroke regions), which is a key 

parameter since it determines the minimum observable stroke region, is observed to 

be better in this study. In details, image reconstruction studies in the literature ([18], 

[33], and [74]) reveal the image resolution as greater than 10 mm. However, the 

resolution obtained in this thesis study (see Figure 4.28) is 8.8 mm, which is better 

than the results found in the literature. 

In terms of number of frequencies of the measurements, it is evident that the quality 

of the images gets better as more information is gathered by multi-frequency system 

compared to single frequency operation as in this thesis study. Moreover, by 

capturing data from various frequency components, it becomes easier to differentiate 

between different materials and detect abnormal variations in electrical properties in 

the imaging domain. This can be particularly advantageous for detecting and 

identifying the stroke with greater accuracy. However, wideband frequency range 

imaging generates a larger amount of data that requires more sophisticated 
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processing techniques. Signal processing and image reconstruction becomes more 

complex, which may require more computational resources and efficient algorithms. 

Overall, this thesis enhances our understanding of brain stroke detection using near-

field microwave imaging and demonstrates the way for future research and practical 

applications in the field. The findings presented here offer valuable insights for 

researchers and practitioners, indicating critical points for further advancements in 

microwave imaging technology.  

In future studies, a comprehensive system analysis can be conducted using a realistic 

head model and antenna elements together. For the head modeling, employing more 

complex mesh types such as tetrahedral or hexahedral elements, in contrast to cubic 

elements, which reduce the complexity of solving the forward problem and 

accelerates the process, could lead to enhanced outcomes if a more efficient solution 

approach is devised. For the antenna part, increasing the frequency bandwidth or 

utilizing dual-band operation also has the potential to yield significantly improved 

results. 
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APPENDICES 

A. Comparative Analysis for the Results of Forward Problem Solver and 

Reference Studies 

For the second case in [34] detailed in Section 2.1.3 (Figure 2.4), The electric field 

distribution normalized to incident field values at each sampling point for the 

reference study [34] are given in Appendix Figure 1. The counterpart of these values 

calculated by the algorithm developed in this study is also presented in Appendix 

Figure 2 arranged in the same manner.  

 

Appendix Figure 1. Reference results from [34] for the model in Figure 2.4 
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Appendix Figure 2. Implemented electric field distribution normalized to incident 

field 

For the third case observed in [34] and detailed in Section 2.1.3, distribution of x-

component of electric field referenced to the incident field obtained by both [34] and 

our study is demonstrated in Appendix Figure 3, the field values of z-component E-

field normalized to incident field are shown in Appendix Figure 4. 
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Appendix Figure 3. Distribution of x-polarized total electric field normalized to 

incident field: (a) Reference study [34] and (b) This study 

 

 

Appendix Figure 4. Distribution of z-polarized total electric field normalized to 

incident field: (a) Reference study [34] and (b) This study 
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