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A B S T R A C T

Conic Multivariate Adaptive Regression Splines (CMARS) is a very successful method for modeling nonlinear
structures in high-dimensional data. It is based on MARS algorithm and utilizes Tikhonov regularization and
Conic Quadratic Optimization (CQO). In this paper, the open-source R package, cmaRs, built to construct
CMARS models for prediction and binary classification is presented with illustrative applications. Also, the
CMARS algorithm is provided in both pseudo and R code. Note here that cmaRs package provides a good
example for a challenging implementation of CQO based on MOSEK solver in R environment by linking R to
MOSEK through the package Rmosek.
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. Motivation and significance

Data mining (DM) is a well-known process of discovering hidden
nformation in huge data sets. Extensively used predictive DM methods
nclude Generalized linear models (GLMs), classification and regression
rees (CART), artificial neural networks (ANN), support vector ma-
hines (SVM) and multivariate adaptive regression splines (MARS) [1–
]. Convex MARS (CMARS), a relatively new such method, is developed
ased on MARS [5], which constructs the regression function in two
teps by searching through the data with the help of the piecewise
inear functions, called basis functions (BFs). In the backward step,
enalized residual sum of squares (PRSS) is constructed using the
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E-mail addresses: fatma.yerlikaya@atilim.edu.tr (Fatma Yerlikaya-Özkurt), ceydayazici86@gmail.com (Ceyda Yazıcı), ibatmaz@metu.edu.tr (İnci Batmaz).

largest set of BFs formed in the forward step. Next, PRSS is turned
into a Tikhonov regularization problem, and then, solved by the conic
quadratic programming (CQP), using interior point methods (IPMs) [6–
8]. This well-conditioned estimation procedure provides a trade-off
between the highest accuracy and the smallest complexity leading to
stable and robust results.

In the last decade, several studies have been conducted to eval-
uate performance of the CMARS algorithm against other well-known
ones. In a rigorous comparison study, the performances of CMARS and
MARS methods are statistically compared by using a cross-validation
(CV) approach on several real-life data sets with different features,
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Table 1
The CMARS algorithm in pseudo code.
Step 1: Forward step
Require: Maximum number of BFs

(

𝑀𝑚𝑎𝑥
)

; degree of interaction
Initialize the first BF to one, 𝜓1(𝒙𝟏) = 1 and the set of BFs, ℘ =

{

𝜓1
}

1 repeat
2 Initialize current minimum lack of fit (lof) value, 𝑙𝑜𝑓𝑚𝑖𝑛, to infinity
3 for each BF 𝑀 = 2 to 𝑀 =𝑀𝑚𝑎𝑥
4 for each not covered variable index, 𝜅𝑀𝑗 , 𝑗 = 1 to 𝑝

5 for each possible knot location, 𝜏𝜅𝑀𝑗 ∉
{

𝑥𝜅𝑀𝑗 | 𝜓𝑚
(

𝑥𝜅𝑀𝑗
)

> 0
}

6 compute 𝑙𝑜𝑓 :
min𝜽

(

∑𝑀−1
𝑚=1 𝜃𝑚𝜓𝑚(𝒙

𝑚) + 𝜃𝑀𝜓𝑚(𝒙𝑚)
[

𝑥𝜅𝑀𝑗 − 𝜏𝜅𝑀𝑗
]

+
+ 𝜃𝑀+1𝜓𝑚(𝒙𝑚)

[

𝜏𝜅𝑀𝑗 − 𝑥𝜅𝑀𝑗
]

+

)

,

7 if 𝑙𝑜𝑓 < 𝑙𝑜𝑓𝑚𝑖𝑛 then 𝑙𝑜𝑓𝑚𝑖𝑛 = 𝑙𝑜𝑓 ; 𝑚∗ = 𝑚; 𝜅𝑚∗

𝑗 = 𝜅𝑚𝑗 ; 𝜏𝜅𝑚∗𝑗 = 𝜏𝜅𝑚𝑗
8 end for
9 end for
10 create a new pair of BFs as in Eq. (3)
𝜓𝑀 (𝒙𝑀 ) ← 𝜓𝑚∗ (𝒙𝑚∗ )

[

𝑥𝜅𝑚∗𝑗 − 𝜏𝜅𝑚∗𝑗
]

+
, 𝜓𝑀+1(𝒙𝑀+1) ← 𝜓𝑚∗ (𝒙𝑚∗ )

[

𝜏𝜅𝑚∗𝑗 − 𝑥𝜅𝑚∗𝑗
]

+
11 append them to the set of BFs, ℘ ∶= ℘ ∪

{

𝜓𝑀 , 𝜓𝑀+1
}

12 end for
13 until 𝑀 > 𝑀𝑚𝑎𝑥
Step 2: Backward step
Require: A set of upper bound values, 𝑍, for Eq. (6)
14 for each upper bound value, 𝑧, in 𝑍
15 for each existed element in ℘ formed in Step 1, line 11
16 for the order of derivative, |𝜶|, one and two
17 for each predictor associated with the BF given in ℘

18 take the partial derivatives, 𝐷𝜶𝑟,𝑠𝜓𝑚(𝒕𝑚) ∶=
𝜕|𝜶|𝜓𝑚

𝜕𝛼1 𝑡𝑚𝑟 𝜕
𝛼2 𝑡𝑚𝑠

(𝒕𝑚)
19 end for
20 end for
21 for all observations 1 to 𝑁
22 calculate the diagonal elements of 𝑳 matrix in Eq. (5)
23 end for
24 end for
25 Prepare: constraints ‖

‖

𝒚 − 𝝍(𝒅)𝜽‖
‖2 and ‖𝑳𝜽‖2 in Eq. (6)

26 solve the CQP problem in Eq. (6) to obtain an estimate of unknown parameters
27 end for
28 compute ‖

‖

𝒚 − 𝝍(𝒅)𝜽‖
‖2 and ‖𝑳𝜽‖2 in Eq. (6)
e.g. size and scale, obtained from a well-known machine learning data
repository University of California at Irvine (UCI) [7,9]. Here, the
method-free measures are used to evaluate the performances of the
models developed according to the following criteria: accuracy, com-
plexity, stability, robustness and efficiency. Moreover, performances
of the two methods on noisy data are also evaluated by a Monte
Carlo simulation study. Results of the study reveal that, in general,
CMARS produces more accurate, robust and stable models than MARS
method, highlighting its superiority in various aspects, including use of
higher order interaction and modeling different data structure. Besides,
CMARS overperforms mostly on large-size and -scale data sets as well
as on a simulated noisy data set. Furthermore, CMARS’ performance is
also compared to those of CART, generalize additive models (GAMs),
infinite kernel learning (IKL), random forest (RF), ANN, SVM, and
GLMs by using several real-life and simulation data sets having different
characteristics [10–17]. All of these comparative studies indicate that
CMARS is a powerful predictive DM method and a strong alternative
to the others [18]. These results encourage us to develop the cmaRs
package in R to make it open to the interested DM researchers freely
to let them benefit from its superior prediction characteristics.

2. Software description

2.1. The CMARS algorithm

In nonparametric regression, the form of prediction model is given
as

𝑦 = 𝑓 (𝒙) + 𝜖, (1)

where 𝑦 is the response; 𝒙 = (𝑥1, 𝑥2,… , 𝑥𝑝)𝑇 is a vector of predictors;
𝜖 is the error term with mean zero and finite variance. When the
2

Fig. 1. A flowchart for the installation of cmaRs package for Windows.

MARS model is of concern, 𝑓 (𝒙) in Eq. (1) is represented as a linear
combination of the intercept and the BFs as follows [6,7]

𝑦 = 𝜃0 +
𝑀𝑚𝑎𝑥
∑

𝑚=1
𝜃𝑚𝜓𝑚(𝒙𝑚) + 𝜖. (2)

Here, 𝜃𝑚 (𝑚 = 1, 2,… ,𝑀𝑚𝑎𝑥) is an unknown coefficient of the 𝑚th BF;
𝒙𝑚 = (𝑥1, 𝑥2,… , 𝑥𝑝)𝑇 is the predictor vector of the 𝑚th BF; 𝜓𝑚 is the
𝑚th BF defined as

𝜓𝑚(𝒙𝑚) ∶=
𝐾𝑚
∏

𝑗=1
[𝑠𝜅𝑚𝑗 ⋅ (𝑥𝜅𝑚𝑗 − 𝜏𝜅𝑚𝑗 )]+, (3)

where [𝑞]+ ∶= max {0, 𝑞}; 𝐾𝑚 is the number of truncated linear func-
tions; 𝑥𝜅𝑚𝑗 is the input variable corresponding to the 𝑗th truncated linear
function; 𝜏𝜅𝑚𝑗 is the knot value corresponding to the variable 𝑥𝜅𝑚𝑗 ; 𝑠𝜅𝑚𝑗
is +1 or −1 [5]. The largest set of BFs that may lead to overfitting
is collected as a result of the forward step of MARS algorithm. To
find optimal MARS model, in a backward step, the BFs with the
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Table 2
Input to cmaRs function.
Input Default Definition

formula – Define dependent and predictor variables

data – Define data frame

classification FALSE Construct a model for prediction or binary
classification when it is TRUE

threshold.class 0.5 Classify predicted values for binary classification

degree 1 Specify highest degree of interactions

nk 20 Specify maximum number of BFs (i.e. 𝑀𝑚𝑎𝑥)

Auto.linpreds FALSE Define predictor in a truncated linear function
form given in Eq. (3)
Table 3
Functions of cmaRs package.
Function Called by Definition

cmaRs Main function Creates a cmaRs object with the input in Table 2

cmaRs.fit cmaRs Prepare data for CMARS modeling, create BFs, construct
CMARS model and calculates performance measures

derivative_one cmaRs.fit Take derivative of main effect BFs with respect to the
predictor and assign it to symbolic derivative matrix (DMS)

derivative_more_than_one cmaRs.fit Take partial derivatives of interaction effects BFs with
respect to predictors and assign it to DMS matrix

identical_function cmaRs.fit Prepare DMS matrix for evaluation

mosek_optimization cmaRs.fit Based on Rmosek [19,20] estimate CMARS model
parameters for different 𝑧 values
u
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lowest contribution to the model are removed by using generalized
cross-validation (GCV) criteria given in Eq. (4).

𝐺𝐶𝑉 =
1
𝑁

∑𝑁
𝑖=1

(

𝑦𝑖 − 𝑓 (𝒙𝑖)
)2

(

1 − 𝑀𝑚𝑎𝑥+𝜗×(𝑀𝑚𝑎𝑥−1)∕2
𝑁

)2
, (4)

n which 𝜗 is the penalizing parameter, 𝑁 is the number of observations
nd (𝑀𝑚𝑎𝑥 − 1)∕2 is the number of BF knots [21,22].

CMARS, a relatively new nonparametric regression method, is based
n the first part of the MARS algorithm [5]. In backward step, a
ikhonov regularization problem is formed as follows [7,23]

‖

‖

𝒚 − 𝝍(𝒅)𝜽‖
‖

2
2 + 𝜆 ‖𝑳𝜽‖

2
2 . (5)

ere, 𝑳 is a diagonal (𝑀𝑚𝑎𝑥 + 1) × (𝑀𝑚𝑎𝑥 + 1) matrix that based on
he values of first and second partial derivatives of model functions.
oted that this problem is based on the tradeoff between both accuracy,

hat is, a small sum of error squares, and not too high complexity.
his tradeoff is established through the penalty parameter 𝜆. This is
continuous and convex optimization problem, and solved by the CQP

s follows [7,24]

min
𝑡,𝜽

𝑡,

ubject to ‖

‖

𝒚 − 𝝍(𝒅)𝜽‖
‖2 ≤ 𝑡,

‖𝑳𝜽‖2 ≤ 𝑧. (6)

ultiple solutions are obtained for 𝑍 consisting of different 𝑧 values de-
ermined based on the data set, by using IPMs [8]. Note also that since
he second constraint in Eq. (6) is for smoothness and does not give
ompletely different results for different z values, the first constraint
ominates in construction of the final model. Indeed, accuracy of the
redictive models is important and critical as it determines the quality
f the predictions. Therefore, predictive accuracy is of the main interest
or decision-making. Note here that MARS provides the same tradeoff
n using GCV measure. Tikhonov regularization problem solved by the
QP, however, also considers the stability, in other words, robustness
r well-conditionedness, leading CMARS to give more stable and robust
esults. The CMARS algorithm, consisting of two steps, is presented in
seudo code in Table 1.
3

T

2.2. Installation of cmaRs

In order to construct a CMARS model by using the cmaRs package,
the packages listed in the dependencies part of the metadata table
should be made readily available in the R environment. The cmaRs
package developed here is a good example for a challenging imple-
mentation of CQP based on MOSEK solver in R environment by linking
R to MOSEK [19] through the package Rmosek. Because Rmosek is
sed as an interface to MOSEK, here, it needs special attention to start
he installation without errors [25]. A flowchart for the installation of
maRs package for Windows is given in Fig. 1. Please visit https://
ocs.mosek.com/latest/rmosek/install-interface.html for other systems
nd detail of the installation.

.3. Software functionalities

cmaRs is a package written in R language to construct CMARS
odels for prediction and binary classification. It needs several inputs

o be provided by the user ( Table 2). After defining the inputs, the
maRs object of type S3 in R, is created with object-oriented program-
ing approach to construct a CMARS model through the main function,
maRs, which has the same name with the package, and then, other

unctions are defined on top of it ( Table 3). In addition, this package
ncludes several methods and accessors operating on cmaRs object to
rovide end users specific output on demand such as BFs, parameter
stimates, fitted values, 𝐋 matrix, Symbolic Derivative Matrix (DMS),
ymbolic Variable Name Matrix (VARMS) and 𝑧 value of the final
odel (see Table 4 for complete list). Here, DMS contains derivatives

f a given expression with respect to a specified variable, obtained
y using a symbolic differentiation program (D) which operates on
xpression trees or forests to produce new formulas [26]. On the other
ide, VARMS contains variable names whose derivatives exist in the
MS. Note that 𝐋, DMS, VARMS matrices mentioned are low-level

unctions created in the implementation of the algorithm, which may
e useful for the interested researches to improve the cmaRs package
urther (see Section 4). In the next section, some code snippets are
resented to illustrate the use of them. For more detailed examples
ne can refer to the vignette of the package [27]. Ultimately, the
inal model is constructed and related performance measures shown in

able 4 are calculated and presented.

https://docs.mosek.com/latest/rmosek/install-interface.html
https://docs.mosek.com/latest/rmosek/install-interface.html
https://docs.mosek.com/latest/rmosek/install-interface.html
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Table 4
Methods and accessors of cmaRs package with their output for the end users.

Model Method Output Accessors

Prediction Summary(obj) Residual Sum of Squares (RSS) obj$RSS

Correlation between actual and predicted response values (r) obj$r

Multiple coefficient of determination (R2) obj$R2

Plot(obj) Scatterplot of actual versus predicted response values –

scatterplot of actual response values versus order of the
observations

–

Scatterplot of actual response values versus standardized
residuals

–

Predict(obj, data) Fitted values of the prediction model for given data obj$fitted.values

Binary classification Summary(obj) Misclassification Rate (MCR) obj$MCR

Percentage of Correct Classification (PCC) obj$PCC

Precision obj$precision

Recall obj$recall

Specificity obj$specificity

Area Under ROC Curve (AUC) obj$AUC

Plot(obj) ROC curve: a plot of Recall (true positive rate) versus
(1-Specificity: false positive rate) at different classification
thresholds

–

Predict(obj, data) Probabilities of the fitted binary classification models obj$fitted.values

Prediction/ No method BFs of fitted model obj$bf.cmars

Binary classification Available Parameter estimates of fitted model obj$coefficients

L matrix obj$L

DMS matrix obj$DMS

Symbolic variable name matrix (VARMS) whose derivative
exists in DMS matrix

obj$VARMS

TRUE for a binary classification model; FALSE otherwise obj$classification

Number of BFs in model obj$number.of.BF
√

𝑧 values obj$final.sqrtz

Name of response obj$response.name

Ordinary residuals obj$residuals

Response values obj$y
g
w
(

D
c
t
h
f
B
v

o
f

3. Illustrative examples

3.1. An application for prediction

To exemplify the use of cmaRs package for prediction, a real-life
data set, Concrete Slump Test, is selected from the machine learning
repository UCI [9]. One of the output variables (28-day Compressive
Strength) and seven input variables are used to build the predictive
CMARS model. For this purpose, data is first standardized to prevent
different scale effects on the results (preddata.std in cmaRs pack-
ge). To give some information regarding the data set, correlation
atrix of all attributes ( Table 5) and distribution of the output variable

Fig. 2) are obtained. Response variable is slightly right skewed and
nput variables are not severely correlated at all (correlations ≤ 0.6).
ext, to evaluate performance of the model, it is split into train (80%)
nd test (20%) data sets randomly (Listing 1, lines 1–5). In this section,
efer to Listing 1 when code lines mentioned. Then, the CMARS model
s fit to the train data (Line 6). Note that the best model obtained as

result of selected configurations and setting the upper bound value
f the CQP problem 𝑧 to 24.3 is printed (Line 7). In the package, 𝑧
alues are defined in the range [0.1, 100], which satisfies the needs of
any problems. Both configuration parameters, degree and nk, and

he upper bound value 𝑧, are determined by trial and error approach
fter several plausible attempts.

Once the prediction model is built, some measures for its perfor-
ance are automatically listed as the output of the cmaRs package (
able 4). Besides, it can also produce three different scatter plots at
nce for train (Line 10, Fig. 3). Moreover, the same for the test data is
4

iven in Fig. 4. Results show that the model developed performs quite
ell for the given data set ( Table 6). Last but not least, the fitted values

Line 8) and the test data predictions (Line 9) can also be calculated.
Furthermore, all of the BFs in the CMARS model, the corresponding

MS, VARMS and 𝐋 matrices, fitted values and the parameter estimates
an simply be obtained on demand by calling relevant accessors on
he object created (see Lines 11–14 for illustrative examples). Note
owever that DMS and VARMS matrices are automatically created only
or the last BF of the model. To obtain these matrices for the other
Fs, some modifications are needed in the code (see last Section in the
ignette) [27].

Depending on the successful results of the model developed, later,
ne can combine train and test data sets and remodel it to obtain the
inal predictive model.

1 > library(caret) # install package caret to
be able to use createDataPartition
function

2 > set.seed(222) # set a seed number to be
able to reproduce the same data set

3 > training.samples <- createDataPartition(
preddata.std$Compressive_Strength, p =
0.8, list = FALSE) # generate random
indices for creating train data set

4 > train.dat <- preddata.std[training.samples,
] # create train data set

5 > test.dat <- preddata.std[-training.samples,
] # create test data set
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Table 5
The correlation matrix of all attributes for Concrete Slump Test data set.

Cement Slag Fly_ash Water SP Coarse_Aggr Fine_Aggr Compressive_Strength

Cement 1 −0.2436 −0.4865 0.2211 −0.1064 −0.3099 0.0570 0.4457
Slag −0.2436 1 −0.3226 −0.0268 0.3065 −0.2238 −0.1835 −0.3316
Fly_ash −0.4865 −0.3226 1 −0.2413 −0.1435 0.1726 −0.2829 0.4444
Water 0.2211 −0.0268 −0.2413 1 −0.1555 −0.6022 0.1146 −0.2542
SP −0.1064 0.3065 −0.1435 −0.1555 1 −0.1042 0.0583 −0.0379
Coarse_Aggr −0.3099 −0.2238 0.1726 −0.6022 −0.1042 1 −0.4885 −0.1607
Fine_Aggr 0.0570 −0.1835 −0.2829 0.1146 0.0583 −0.4885 1 −0.1545
Compressive_Strength 0.4457 −0.3316 0.4444 −0.2542 −0.0379 −0.1607 −0.1545 1
Fig. 2. Distribution of the output variable of Concrete Slump Test data.
Fig. 3. Scatter plots of predictive CMARS model developed using train data.
6 > cmars.mod.pred <- cmaRs(Compressive_
Strength(*@\asciitilde@*)., degree = 3,
nk = 28, Auto.linpreds = FALSE, data =
train.dat)
5

7 > summary(cmars.mod.pred)
8 > predict(cmars.mod.pred, train.dat)
9 > predict(cmars.mod.pred, test.dat)

10 > plot(cmars.mod.pred)
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Fig. 4. Scatter plots of predictive CMARS model developed using test data.
Table 6
Performance of CMARS models developed in illustrative examples.
Performance measures Prediction model Binary classification model

R2 r RSS AUC MCR PCC Precision Recall Specificity

Train 0.9926 0.9963 0.6778 0.9742 0.0987 0.9013 0.9547 0.8846 0.9294
Test 0.9547 0.9814 0.4706 0.9959 0.0354 0.9646 1.0000 0.9437 1.0000
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11 > cmars.mod.pred$bf.cmars
12 > cmars.mod.pred$DMS
13 > cmars.mod.pred$VARMS
14 > cmars.mod.pred$L

isting 1: R snippets for CMARS prediction

.2. An application for binary classification

Another example is carried out for binary classification DM func-
ion, and CMARS is applied to the Breast Cancer Wisconsin (Diagnostic)
ata set [9] to diagnose if breast cancer is malignant or benign. Again,
ll predictors are standardized first (classdata.std in the cmaRs
ackage). Next, only one of the highly correlated predictors, namely
6, x8, x11, x14, x15, x17, x21, x22, x24, x27, x28,
29, x30, are retained in the data set to develop valid models.
he correlation matrix of selected input variables (Table 7) and class
istribution of the binary response variable are obtained as below
Listing 2). Thus, the model for the standardized data with the selected
redictors (Listing 3, Lines 1–5) is constructed. In this section, refer to
isting 3, when the code snippet lines are mentioned.

1 > Frequency = table(datanew$y)
2 > Percentage = round(percent.table(datanew$y)

, 2)
3 > Table = rbind(Frequency , Percentage)
4 > Table
5 0 1
6 Frequency 357.00 212.00
7 Percentage 62.74 37.26

isting 2: R snippets for running class distribution of the binary
esponse variable
6

After this stage, the data set is split as above for model validation
Lines 6–11), and the CMARS model is obtained on the train data
et (Line 12). For the best model, degree and nk are defined as 4
nd 10, respectively. Here, the assignment classification = TRUE
ndicates that we attempt to construct a binary classification model. Be-
ides, the upper bound value of the CQP for the corresponding CMARS
odel is determined to be 𝑧 = 1, which gives the maximum value

or the AUC measure. Also, the model displayed contains main and
p to three degrees of interaction effects. Eventually, the performance
f the CMARS model built can be evaluated for the default threshold
alue (i.e. 0.5) by the following well-known classification performance
easures automatically provided by the cmaRs package (Line 13) (
able 4). It is however possible to convert the fitted values to classes
y redefining the threshold value, e.g. 0.25 (Line 15). The best CMARS
odel obtained for binary classification application is given in Listing
. Moreover, to illustrate the performance of the model, the ROC curve
an also be drawn (Line 14, Fig. 5). In addition to this, the same plot
or test data is also given in Fig. 6.

Results indicate that classification capability of the CMARS model
uilt is very good, and the model captures the main structure of data
ell. Furthermore, all of the BFs in the CMARS model, the corre-

ponding DMS, VARMS and 𝐋 matrices, fitted values and the model
arameter estimates can simply be obtained on demand by calling on
he object created (see Lines 16–17 for illustrative examples). In the
nd, train and test data sets can be merged and refit to obtain ultimate
MARS model for classification of malignant or benign breast cancer.

1 > library(caret) # install package caret to
be able to use createDataPartition
function

2 > colnr <- c(6, 8, 11, 14, 15, 17, 21, 22,
24, 27, 28, 29, 30) # create a vector of
predictor numbers to be used

3 > whole_colnr <- c(1, colnr + 1) # create a
vector of column numbers to be used
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Table 7
The correlation matrix of selected input variables for Breast Cancer Wisconsin data set.

x6 x8 x11 x14 x15 x17 x21 x22 x24 x27 x28 x29 x30

x6 1 0.8311 0.4975 0.4557 0.1353 0.5705 0.5353 0.2481 0.5096 0.8163 0.8156 0.5102 0.6874
x8 0.8311 1 0.698 0.6903 0.0277 0.4392 0.8303 0.2928 0.8096 0.7524 0.9102 0.3757 0.3687
x11 0.4975 0.698 1 0.9518 0.1645 0.3324 0.7151 0.1948 0.7515 0.3806 0.5311 0.0945 0.0496
x14 0.4557 0.6903 0.9518 1 0.0752 0.2709 0.7574 0.1965 0.8114 0.3851 0.5382 0.0741 0.0175
x15 0.1353 0.0277 0.1645 0.0752 1 0.2687 −0.2307 −0.0747 −0.1822 −0.0583 −0.1020 −0.1073 0.1015
x17 0.5705 0.4392 0.3324 0.2709 0.2687 1 0.1869 0.1002 0.1884 0.6626 0.4405 0.1978 0.4393
x21 0.5353 0.8303 0.7151 0.7574 −0.2307 0.1869 1 0.3599 0.9840 0.5740 0.7874 0.2435 0.0935
x22 0.2481 0.2928 0.1948 0.1965 −0.0747 0.1002 0.3599 1 0.3458 0.3684 0.3598 0.2330 0.2191
x24 0.5096 0.8096 0.7515 0.8114 −0.1822 0.1884 0.9840 0.3458 1 0.5433 0.7474 0.2091 0.0796
x27 0.8163 0.7524 0.3806 0.3851 −0.0583 0.6626 0.5740 0.3684 0.5433 1 0.8554 0.5325 0.6865
x28 0.8156 0.9102 0.5311 0.5382 −0.1020 0.4405 0.7874 0.3598 0.7474 0.8554 1 0.5025 0.5111
x29 0.5102 0.3757 0.0945 0.0741 −0.1073 0.1978 0.2435 0.2330 0.2091 0.5325 0.5025 1 0.5378
x30 0.6874 0.3687 0.0496 0.0175 0.1015 0.4393 0.0935 0.2191 0.0796 0.6865 0.5111 0.5378 1
Fig. 5. ROC curve for binary classification CMARS model developed using train data.
Fig. 6. ROC curve for binary classification CMARS model developed using test data.
4 > datanew <- classdata.std[, whole_colnr] #
create a new data set containing
independent predictors only
7

5 > datanew$y <- as.factor(datanew$y) # convert
response column in the new data set from
numeric to factor
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6 > set.seed(20) # set a seed number to be able
to reproduce the same data set

7 > training.samples <- createDataPartition(
datanew$y, p = 0.8, list = FALSE) #
generate random indices for creating
train data set

8 > train.dat <- datanew[training.samples, ] #
create train data set

9 > test.dat <- datanew[-training.samples, ] #
create test data set

10 > train.dat$y <- as.integer(as.character(
train.dat$y)) # return train data
response value in character object as
integer object

11 > test.dat$y <- as.integer(as.character(test.
dat$y)) # return test data response value
in character object as integer object

12 > cmars.mod.clss <- cmaRs(formula = y (*@\
asciitilde@*) ., data = train.dat,
classification = TRUE, degree = 4, nk =
10, Auto.linpreds = FALSE)

13 > summary(cmars.mod.clss)
14 > plot(cmars.mod.clss)
15 > cmars.mod.clss <- cmaRs(formula = y (*@\

asciitilde@*) ., data = train.dat,
classification = TRUE, degree = 4, nk =
10, threshold.class = 0.25, Auto.linpreds
= FALSE)

16 > cmars.mod.clss$fitted.values
17 > cmars.mod.clss$coefficients

Listing 3: R snippets for CMARS binary classification

y = +0.9265
+0.038 * pmax(0,x24 -0.771777)
-0.6864 * pmax(0,0.771777-x24)
+0.1048 * pmax(0,0.771777-x24)*

pmax(0,x28 -0.121611)
-0.0671 * pmax(0,0.771777-x24)*

pmax(0,0.121611-x28)
+0.1678 * pmax(0,x21+0.0101774)*

pmax(0,0.771777-x24)
+0.1454 * pmax(0,-0.0101774-x21)*

pmax(0,0.771777-x24)
+1.0821 * pmax(0,x21+0.0101774)*

pmax(0,x22+0.640589)*
pmax(0,0.771777-x24)

-12.5033 * pmax(0,x21+0.0101774)*
pmax(0,-0.640589-x22)*
pmax(0,0.771777-x24)

Listing 4: The best CMARS model for binary classification application

4. Impact

CMARS has successfully been applied in diverse fields from health,
finance, energy, geology to meteorology [18]. Some examples include
predicting credit default [11], modeling precipitation [28] and atmo-
spheric effects on satellite images [29], diagnosing Alzheimer’s dis-
ease [30], inpainting [16], predicting earthquake [31], forecasting
natural gas consumption [32–34]. In spite of its dazzling prediction
properties and remarkable success in applications and comparative
studies, it could not be able to make a splash it deserves mainly due
to difficulties in coding the CMARS algorithm. To the best of our
knowledge, the cmaRs package is the first publicly available software
enabling implementation of the CMARS method. CRAN statistics show
that cmaRs was downloaded 10012 times between 2-10-2023 and
23-02-2021 when the first version (0.1.0) is uploaded. With easy ac-
cessibility of this package, we are sure that it will be utilized much
more by the DM researchers [2–4,35–38].
8

On the other hand, cmaRs package introduced here includes only
basic features of the CMARS method. However, it has already been
improved further to cover several other advanced features as well. To
illustrate, BCMARS algorithm is developed to reduce the complexity
of the CMARS models by using bootstrapping technique [39]. RC-
MARS, on the other hand, enables modeling random variables [35].
Yet, another one, SCMARS, is developed to reduce the runtime of
CMARS algorithm by using self-organizing maps [40]. In addition, it
is also adapted into a wide frame of advanced methods of statistics and
applied mathematics [41–43]. The cmaRs package can also be further
upgraded such that the new versions can functionate these advanced
abilities on demand. Note that one can refer to the vignette of cmaRs
package to activate functions useful for code developers.

5. Conclusions

DM is the process of capturing patterns which may exist in data
collected from various sources. CMARS method developed recently is
based on the MARS algorithm by using Tikhonov regularization and
CQP. It is a very successful statistical learning method, especially,
for extracting nonlinear structures in high-dimensional data. Several
studies have been conducted to evaluate and compare its performance.
Results indicate that it is a powerful alternative, especially, when the
prediction accuracy and/or large size and scale data sets are of the main
interest. Depending on its apparent achievement, we aim to make the
cmaRs package freely available to the interested DM researchers to
let them take the advantage of its remarkable features. In this paper,
we introduce the package cmaRs, where the CMARS algorithm is
implemented, in both pseudo and R code with illustrative examples.
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