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Abstract: In recent years, intensive water use combined with global climate change has increased
fluctuations in freshwater lake levels, hydrological characteristics, water quality, and water ecosystem
balance. To provide a sustainable management plan in the long term, deep learning models (DL) can
provide fast and reliable predictions of lake water levels (LWLs) in challenging future scenarios. In
this study, artificial neural networks (ANNs) and four recurrent neural network (RNN) algorithms
were investigated to predict LWLs that were applied in time series such as one day, five days, ten days,
twenty days, one month, two months, and four months ahead. The results show that the performance
of the Long Short-Term Memory (LSTM) model with a prediction of 60 days is in the very good range
and outperforms the benchmark, the Naïve Method, by 78% and the ANN at the significance level
(p < 0.05) with an RMSE = 0.1762 compared to other DL algorithms. The RNN-based DL algorithms
show better prediction performance, specifically, for long time horizons, 57.98% for 45 days, 78.55%
for 60 days, and 58% for 120 days, and it is better to use a prediction period of at least 20 days with
an 18.45% performance increase to take advantage of the gated RNN algorithms for predicting future
water levels. Additionally, microcystin concentration was tightly correlated with temperature and
was most elevated between 15 and 20 m water depths during the summer months. Evidence on LWL
forecasting and microcystin concentrations in the context of climate change could help develop a
sustainable water management plan and long-term policy for drinking water lakes.

Keywords: sustainable water level management; deep learning models; microcystin; climate change

1. Introduction

Depending on climatic, geographic, geological, social, and economic factors, each
location has its own water quality and quantity challenges. Additionally, ongoing global
warming and meteorological patterns are likely to disrupt the temporal and spatial balance
of water, leading to freshwater scarcity and impeding the achievement of the United
Nations Sustainable Development Goals around the world. Modeling studies suggest that
there will be a paradigm shift in the distribution of freshwater on the planet by 2050 [1,2].
Therefore, a sound water management plan, developed using reliable forecasting models,
is essential for implementing sustainable water use and conserving water resources in a
given basin or region.

Turkey experiences frequent droughts that significantly reduce surface and groundwa-
ter resources, including wetlands and lakes [3,4]. Drought conditions affect standing water
bodies when there is a reduction in surface runoff and in stream inputs. Droughts typically
coincide with hot weather, which causes evaporation to increase significantly during dry
periods. The effects of drought include a decrease in water levels in what is usually a
very fertile littoral zone. This can leave aquatic fauna (e.g., mussels, snails, and flora)
stranded in the area. The increased water temperature associated with drought can lead to
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stratification, increased salinity, and reduced oxygen levels. In some cases, the combination
of high temperatures with low oxygen may lead to the extinction of fish species [5].

Uncontrolled drinking water supplies and inadequately managed water reservoirs
pose a significant threat to developing and densely populated cities. Lake Sapanca, for
example, is an important source of fresh water supply for the cities of Sakarya and Kocaeli
and is also used by several bottled water companies for commercial purposes. The prospects
of the reservoir appear to be affected by climate change and recent droughts, which could
negatively impact several parts of the region and its ecosystems [6], as well as water quality
associated with cyanobacteria and microcystin [7]. Because of the multitude of factors that
affect the surface area of a lake, one of the most critical hydrologic problems is estimating
the water level of a lake before it reaches its threshold. Hydrological models have certain
limitations in terms of providing accurate predictive results [8] due to the complex nature
of hydrological and meteorological variables as well as the temporal and spatial properties
of an individual catchment. Therefore, it is vital to develop more reliable predictive models
that can accurately and reliably estimate the future water level of a lake.

There are two different approaches for LWL prediction in the literature. The most
prominent approach follows the physical process, and the emerging approach focuses on
data-driven methodologies, which focus on historical datasets to predict future values.
Data-driven methods simulate the LWL in addition to the factors affecting it using scientific
computer models. Different types of models have been developed to promote specific
cases. For instance, Chang and Chang evaluated the model with Support Vector Regression
(SVR) and an Adaptive Neuro-Fuzzy Inference System (ANFIS) [9]. Liu et al. presented a
multivariate conditional model based on copulas to predict water level and improve spatial
precipitation estimation [10]. Wang et al. applied SVR to simulate the causality between
LWL and the quantity of water discharged from the reservoir [11]. Statistical methods
and Artificial Intelligence (AI) techniques are two common data-driven approaches to
solving LWL prediction problems [12]. These methods include multiple regression, pattern
recognition, neural network techniques, time series methods, and probability features [13].

During the recent decade, a variety of contemporaneous techniques have been applied
to compare the predictive performance of the algorithms. For example, Ghorbani et al.
investigated the ability of the Genetic Programming (GP) and ANN models to predict LWLs
in Australia, and reported accurate predictions with good agreement [14]. To predict LWLs
at Lake Urmia in Iran, Talebizadeh and Moridnejad employed the ANN and ANFIS [15].
The ANFIS algorithm has better accuracy compared to the ANN model, as shown by the
uncertainty analysis. In another study, neural network, neural fuzzy, and GP models were
applied to estimate the LWL on a daily basis [16]. The results showed that each of the
three models accurately predicted the LWL. Buyukyildiz et al. developed a series of AI
models, Multilayer Perceptron (MLP), hybridized SVR with Particle Swarm Optimization
(PSO), a Radial Basis Neural Network, and ANFIS, to predict LWLs [17]. Their results
show that the hybrid model SVR-PSO is a reliable predictive model. Similarly, for three
upstream rivers on the east coast of Malaysia, water levels for the next five hours were
successfully estimated using an ANN [18]. To predict the LWL, Yadav and Eliza used
a Support Vector Machine (SVM) and Wavelet [19]. The results of the study showed
that the model implemented to predict future values of the reservoir was more accurate
compared to regression models. Despite the successful attempts to use machine learning
(ML) methods in these studies, there are certain inherent limitations in the algorithms
used in the literature [20]. For instance, in ANNs, the rules that could explain underlying
methods are not given. In terms of fuzzy logic, setting precise, fuzzy enrollment limitations
and parameters can be difficult and the fuzzy justification is not always correct. Regression
models show that as the number of variables increases, their accuracy decreases. The
regression models work better when there are fewer variables. Lastly, training a deep
learning model requires a lot of computing power, which leads to the need for powerful
GPUs and a large amount of RAM. Another potential drawback is an overfitting issue that
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arises when a model performs poorly on newly untrained data after being overtrained on
training data.

The most used time series prediction model with statistical analysis that is conducted
by scholars for lake level prediction is the Autoregressive Integrated Moving Average
(ARIMA) model [21,22]. It can be expressed in several ways, including as Moving Average
(MA), Autoregressive (AR), or hybrid AR or MA, known as Autoregressive Moving Average
(ARMA) or Seasonal Autoregressive Integrated Moving Average (SARIMA) [23]. The
SARIMA model, on the other hand, has the advantage of requiring fewer model features
to explain the structure of time series that exhibit nonstationarity in seasons and between
seasons [24]. Unlike ML methods, which often require multiple features as input, this
is an important simplification [22]. The artificial neural network (ANN) algorithm is a
widely used ML method for water flow modeling, water quality assessment, and water
level prediction in the field of hydrology and water resources [18,25–27]. In addition, some
research papers have presented a hybrid ANN-ARIMA model [28,29].

Review of the aforementioned studies shows that various models for LWL prediction
have different findings and highlight their estimation uncertainty. Some scholars have used
time series techniques for predicting various areas such as energy price, stock price, and
corporate sales forecasts, which are critical to the global economy [30,31], including weather,
environment, hydrology, and geological phenomena [32,33] in recent years. Nearly all of
them concluded that the time series forecasting methods provide more accurate results
compared to the benchmark models.

The recurrent neural network (RNN)-based deep learning (DL) approach is proposed
in this paper as a state-of-art technique for examining the LWL that would improve the
prediction performance. DL networks, which differ from conventional approaches in that
they allow computer models consisting of numerous layers to learn representations of data
consisting of multiple levels of abstraction, replicate the functioning of the human brain [34].
The approach of DL has been used for object recognition, speech recognition, and visual
object recognition including genomics and drug discovery [35]. The extraordinary success
of supervised RNN-based DL algorithms for conducting recognition studies directed the
use of RNN-based algorithms in multivariate time series studies. The LWL studies also
have time series data due to their nature and attract hydrologists to exploit the power of
these DL algorithms in their future time series prediction studies. However, the application
of DL models for LWLs is limited and is the focus of this study in order to overcome several
drawbacks of the available approaches to predict LWLs, such as the large number of input
variables and their uncertainty. The motivation behind this study is to provide an effective
prediction technique for water managers to handle drinking water supply availability
in lakes before reaching an alarming level. The limited water supply in lakes not only
causes frequent drought experiences and water shortages, but also causes a decrease in
water quality.

In this work, novel gated RNN-based algorithms are used to build a model that can
predict the future LWL to support drought mitigation and reservoir management. In
addition, this study aims to help fill the gap in the literature regarding the selection of
DL models and the evaluation of the performance of LWL prediction algorithms by using
Naïve Benchmarks and the Diebold–Mariano test. As far as the authors are aware, there
is no other study that focuses on the comparison between algorithms for multivariate
prediction studies with different time lags.

2. Materials and Methods
2.1. Case Study Area

Lake Sapanca extends between the latitudes of 40◦41′–40◦44′ E and the longitudes
of 30◦09′–30◦20′ N in the northwestern part of Turkey (Figure 1). It is located between
two cities: the western part of the lake is in Kocaeli and the eastern end is within the
provincial border of Sakarya. It is a 16 km (east–west) and 5 km (north–south) long tectonic
fresh water source that provides the drinking water needs of both cities. It has a surface
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area of 46 km2 and a reasonable depth of 30 m. It has a volume of about 1.3 billion m3. The
greatest depth of the lake basin is 54 m, and its catchment area is 250 km2 [36]. The Lake is
surrounded by southern mountains and northern hills.
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Figure 1. Lake Sapanca area and its catchment with river basins.

The transitional climate found in the Sapanca basin is influenced by the Black Sea
and Mediterranean climates. While the basin exhibits characteristics of both the Black Sea
and Mediterranean climates, it may also display elements of a continental climate due
to its interaction with an intermediary air system. Despite the warm and rainy winters
experienced in the basin, summers are comparatively less hot and dry than what is typically
observed in the Mediterranean region.

Figure 1 depicts the catchment area of Lake Sapanca and its sub-basins, which consist
of 12 streams that inflow to Lake Sapanca. The lake has a controlled outflow with Cark
Creek, which regulates the maximum LWL to prolong water retention in the lake. The
seasonal precipitation, water withdrawal, and surface outflow results in inter-annual LWL
variations of 2.28 m, between 29.90 and 32.18 m above sea level. The lake is noteworthy
because it supplies potable water to the provinces of Sakarya and Kocaeli. It is also believed
that the lake basin will eventually meet the bottled water needs of Istanbul. Although
the basin area does not include any industrial regions, 23% of the basin area is used as
cultivated land mainly covered by ornamentals and fruit orchards, and 9.5% is used as
settlement land. The remaining basin area is covered by 65% of forest land and 2.5% as
natural land. The water needs of urban, agricultural, and industrial sectors have caused
Lake Sapanca basin’s water quantity and quality to worsen. Whereas the mean growth rate
of the population in Turkey is 0.8%, the population growth rate of the basin has increased
from 1.5% to 3.5% in the last 20 years [37]. The rapid growth in the population of the
basin is adversely affecting the quantity and quality of the water. Despite the fact that
the lake is in a transitional stage from oligotrophic to mesotrophic, its ecological status is
deteriorating as the water level drops below the lake’s surface discharge during droughts,
and point and nonpoint runoff flows in from numerous sources [20]. The lake’s ecological
state deteriorates primarily as a result of unchecked agricultural operations and household
wastewater leakages in the vicinity. In addition, the droughts that periodically occur cause
the lake’s water quality and quantity to deteriorate [6].
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2.2. Dataset Description

Several characteristics are used in the literature to evaluate future LWLs. The most com-
monly used features in the literature are precipitation (17%), LWL, and evaporation [20].
Other major features used by researchers include discharge [38], temperature [39], in-
flow [40], streamflow and humidity [41], wind speed and solar radiation [42], and volume
and area [43].

The State Hydraulic Works and Turkish State Meteorological Service, through their
river monitoring program for Lake Sapanca, provided the data examined for this study.
LWL, maximum temperature, minimum temperature, average temperature, precipitation,
and withdrawal were the features that were supplied (Table 1). Among these, withdrawal
feature includes water withdrawal for industrial, agricultural, and domestic use. Mea-
surements were taken daily between 2012 and 2023, with occasional missing data. The
interpolation technique was used to complete the missing data.

Table 1. Dataset Features.

Inputs: Output:

Maximum Temperature LWL
Minimum Temperature
Average Temperature
Precipitation
Withdrawal

Time series data are a collection of values generated over a period of time in continuous
or discrete time units. Numerous research has demonstrated the effectiveness of time
series prediction as a control and early warning system. Time series prediction seeks to
forecast upcoming changes across time at observation locations. The dataset employed
in this research, as shown in Figure 2, is a typical multivariate time series that typically
contains real-valued LWL and meteorological information in addition to water removal
from the reservoir. One can spot abnormalities in the LWL, meteorological, and hydrological
data by carefully examining the graph. However, only annual and seasonal patterns of
change are seen in the temperature data. Distribution data from LWL are compatible to
meteorological data, especially in annual precipitation. Additionally, water withdrawals
show an increasing trend over time (Figure 2).
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As shown in Figure 2, during prolonged drought, the LWL drops below the discharge
elevation at the surface, which is 29.90 m above sea level in Lake Sapanca. Data from
LWL indicate that in years of low precipitation, LWL decreases. Higher precipitation in
the last decade (2015–2018) coincides with LWLs above the lake’s discharge elevation. In
addition, higher maximum temperatures and low precipitation in recent years reduce
LWLs to the surface runoff elevation during dry periods (Figure 2). Low precipitation
also increases water demand, while low temperatures decrease water use. In addition,
increasing population and industrialization are related to water withdrawal from the lake.
Therefore, multivariate time series data that include freshwater demand and meteorological
characteristics are critical for predicting lake water levels.

2.3. Data Preprocessing

The dataset was created on a daily basis with monthly stacks and converted to a time
series format to be used as a predictive model. The dataset contains several missing points
that prevent the model from running. Although the dataset has small gaps, some columns
contain large blanks. The large gaps that are located either at the beginning or at the end of
the dataset were removed from the dataset. Other missing data were interpolated using
the linear method. Among the features, maximum temperature, minimum temperature,
average temperature, and withdrawal do not have any missing values. The only missing
values are included in the features of precipitation (0.7%) and water level (3.03%). Therefore,
the dataset can be used for an RNN-based neural network study with minimal bias with
the interpolation method due to its negligible missingness rate. No outlier was detected
using the interquantile range method and expert opinions. The data were used after the
necessary preprocessing steps had been performed.
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Due to the sequential nature of time series, the data should be used to assign the
training, validation, and test sets. The daily hydrological and meteorological data collected
at the lake basin from 11 October 2012 to 4 August 2023 were used to train, validate, and
test the algorithms. The dataset was divided into training, validation, and test sets with
60%, 20%, and 20% proportions, respectively, to cover the high/low values in the training
and test subsets to determine the optimal pattern for the data and to improve the model’s
validity. To avoid overfitting and to include all seasons in the dataset, dry and wet seasons
were included in all sets created. The lag values used in the study are 1, 5, 10, 20, 30, 45, 60,
and 120. The lag values were determined considering the seasonal cycles in terms of wet
and dry seasons. After 120 days, the LWL values arrive for the next seasonal cycle, which
causes the Naïve Method to become overly optimistic.

2.4. Model Descriptions

The RNN is the ancestor of gated recurrent-based networks. Due to time delays
during the backpropagation error in the learning stage of the RNN-based network, it was
established as a remedy for the gradient explosion issue. At each time step, gated RNNs
predict the label of an activity. To predict an activity label, any number of previous time
steps can be merged. The gated RNN model networks have been shown to be a significant
model in the past and are capable of learning from sequential inputs. They can effectively
learn from sequences of different lengths and capture long-term dependencies.

There are 4 different gated RNN networks used in this study: LSTM, GRU, Stacked
LSTM, and Bidirectional LSTM.

The gates and feedback loops used by LSTM are self-trained using the input data. By
incorporating a gate mechanism, the LSTM network, a particular architecture created to
simulate dynamic temporal and spatial sequences, is able to more precisely resolve long-
range dependencies [12]. The LSTM network is made up of a number of memory blocks
connected by layers made up of a collection of memory cells with recurrent connections
(Figure 3). LSTM has three multiplicative units: input, output, and forget gates. Through
the hyperbolic tangent function, sigmoid function, and regulatory filter, the input gate
transforms the information. The forget gate erases the less important information. The
output gate selects the pertinent data from the active cell. The LSTM layer uses the following
mathematical operation to determine the output variable [20]:

σ(t) =
1

1 + e−t tanh(t) =
(

et − e−t

et + e−t

)
(1)

ft = σ
(

W f (ht−1, Xt) + B f

)
(2)

it = σ(Wi(ht−1, Xt) + Bi) (3)

ot = σ(Wo(ht−1, Xt) + Bo) (4)

where ft is the forgotten variable, it the input variable, and ot the output variable. Xt
indicates the values that the feature receives at t time, and ht−1 is the output cell of the
previous cell. Inside the LSTM cell, memory is indicated by ct−1. W is the weight matrix,
and B is the term bias. The sigmoid function (σ), the hyperbolic tangent function (tanh),
processes the Xt variable and the h variable from the previous learning.
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Figure 3. Basic structure of LSTM and GRU algorithms.

While GRU has two gates, it requires less memory and runs faster than LSTM. GRU
is computationally more efficient than LSTM because the structure is simpler and more
straightforward. The input gate and the forgetting gate are combined into one update
gate and simplified (Figure 3). GRU has two activation functions and one tanh function.
Therefore, GRU is able to build a long-term memory similar to the LSTM, but has the
advantage of having fewer parameters and a faster training speed than the LSTM. GRU
uses the following equations to determine the output variables [20]:

r = σ(Wr(ht−1, Xt) + UrXt) (5)

z = σ(Wz(ht−1, Xt) + UzXt) (6)

c = tanh(Wc(ht−1 × r) + UcXt ) (7)

ht = (z ∗ c) + ((1− z)× ht−1) (8)

where tanh and σ are the hyperbolic tangent and logistic sigmoid functions, respectively,
and r and z are vectors for the activation values of the update and reset gates, respectively.
Wr, Ur, Wz, Uz, Wc, Uc represent the weight matrix.

The RNN is the ancestor of gated recurrent-based networks. Due to time delays during
backpropagation error in the learning process of the RNN model network, gated structures
were established as a remedy for the gradient explosion problem [44]. At each time step,
gated RNN networks predict the label of an activity. To predict an activity label, any
number of previous time steps can be merged [45]. The gated RNN model networks have
proven to be a significant model in the past and are capable of learning from sequential
inputs. They can effectively learn from sequences of different lengths and capture long-
term dependencies [46]. Stacked LSTM is a variant of LSTM with multiple LSTM layers
containing multiple memory cells that give the model the ability to capture the structure of
time series and combine the learned representation of previous layers while providing a
higher level of abstraction for the final results [47]. This structure contributes to the model’s
ability to learn higher-level temporal representations, but can lead to degradation problems
due to the low convergence rate of the LSTM layers, although this error is different from
the vanishing gradient problem. Another variation of the LSTM is the Bidirectional LSTM,
in which the input currents of the LSTM flow in both directions so that information from
both the input and output sides can be used [48]. The use of both forward and reverse
information improves the accuracy of this model and supports improved learning for
long-term dependency data.

hn = LSTMforward
(

in, →
hn−1

)
⊗ LSTMbackward

(
in, ←

hn+1

)
(9)
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where hn = new state, in = input, hn−1 = output of past state, hn+1 = output of future state,
and the ⊗ symbol represents the concatenation operation.

Lastly, the RNN algorithms are also compared against ANN, which is the most used
neural network algorithm for LWL studies [20]. A massively parallel-distributed informa-
tion processing system called an ANN mimics the function of the neuron network in the
human brain. Human learning is a result of neurons, and ANNs employ this important
feature for ML.

An NN is made up of several nodes, or basic processing units. The mathematical
functions and network architecture make up the ANNs. The architecture is made up of
the arrangement of nodes in a specific way. Typically, the nodes are organized in layers
that facilitate the flow of information from the input layer to the output layer. Between the
input and output layers, there may be multiple hidden levels. The network’s capacity to
represent more complicated events is enhanced by the hidden layers.

2.5. Hyperparameters

This study uses the Tensorflow Keras (2.11.0) libraries to implement the proposed
different RNN-based networks, with Tensorflow as the backend [49]. The implementation
of ANN, LSTM, GRU, Stacked LSTM, and Bidirectional LSTM layers in the algorithm
uses the sequential approach. The loss function is set as “MAE” and the optimizer as
“Adam” since these hyperparameters do not have a significant impact on the performance
of the algorithm. However, the hyperparameters such as neuron number, epoch, batch size,
number of previous time steps, and number of layers are optimized. The hyperparameters
in the algorithms that have the best performance are briefly listed in Table 2.

Table 2. Optimized hyperparameter values of algorithms.

ANN LSTM GRU Stacked LSTM Bidirectional LSTM

Neuron number 128 128 64 128 32
Epoch 250 100 100 100 50
Batch size 64 128 128 128 128
Number of layers 1 2 2 2 2
Prediction period 45 60 60 60 60

The optimized hyperparameter values in Table 2 are different for the different algo-
rithms. However, all RNN-based algorithms performed the best when the number of layers
was 2 and the prediction period was 60 days.

2.6. Evaluation Metrics

A significant number of researchers in the literature prefer Root Mean Squared Error
(RMSE), Mean Squared Error, Mean Absolute Percentage Error (MAPE), Mean Absolute
Error (MAE), R2, or R as evaluation metrics to compare their algorithms with the base
model or with other algorithms [20]. These metrics account for more than 50% of the
evaluation metrics in the literature. On the other hand, there are less favorable evaluation
metrics used by some researchers, including Nash–Sutcliffe Efficiency [42], accuracy [50],
Mean Relative Error [20], and Percent Bias [51].

The goal of model performance determination is to verify the accuracy and precision
of the proposed model and to determine the difference rate so that it can be used with
confidence [52]. The evaluation metrics chosen for this study are RMSE and MAPE. The
RMSE value shows the root of the squares of the average differences between predicted
and observed values. Lower RMSE values indicate higher model performance and better
correlation between observed and predicted values. Equation (10), discussed in more detail
below, was used as a performance measure in the evaluation of the model.

RMSE =

√
∑n

i−1(Pi −Qi)

n
(10)
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where “Σ” stands for sum, Pi is the expected value for the dataset’s ith observation, Qi is
the actual value for that observation, and “n” denotes sample size.

The exactness of a forecasting approach is determined by a statistic called Mean
Absolute Percentage Error (MAPE). In order to determine how accurate the predicted
quantities are in relation to the actual numbers, the value represents the mean of the
absolute percentage errors for every value in a dataset. MAPE necessitates the usage of
data values apart from zero and is frequently useful for large-scale data analysis. MAPE
is a simple metric; a 10% MAPE indicates that, irrespective of whether the variance was
positive or negative, the average difference between the expected and actual amounts
was 10%. Lower MAPE values indicate higher model performance and better correlation
between observed and predicted values. The MAPE formula used to calculate the error
rate is in Equation (11)

MAPE =
1
m∑m

i=1

∣∣∣∣Yi − Xi
Yi

∣∣∣∣ (11)

where “Σ” stands for sum, Xi is the expected value for the dataset’s ith observation, Yi is
the actual value for that observation, and “m” denotes sample size.

Although the performance of the model is evaluated using the RMSE and MAPE
values, the comparison of forecast accuracy is made using the Naïve Method. The Naïve
Benchmark is one of the most commonly used method for comparing time series forecasting
models because it is easy to compute and understand [53]. In this approach, each forecast
is equated to the last observed value for the intended time step. The performance of the
algorithm is considered successful if the RMSE or MAPE value is lower than the RMSE or
MAPE results of the Naïve Method. The reason for such a comparison is that the RMSE or
MAPE values for earlier time steps are always lower than for further time steps due to their
proximity to the actual values. For this reason, the performance of further time periods
(i.e., 60 days and 120 days) cannot be compared using only the RMSE or MAPE values
themselves. To compare all time values, performance is evaluated using the percentage
increase in RMSE compared to the RMSE score or difference in MAPE values over the
Naïve Method.

Yt = Yt−n (12)

where Yt is the forecast value at time t and Yt−n is the value at the previous nth day
To determine whether the proposed algorithms are successful enough to be used

as a prediction method, the prediction results of the algorithms are also compared. The
Diebold–Mariano significance test was used to control the algorithm differences and their
significance at p-value < 0.05, as described by Van der Heijden et al. [53]. If the p-value of
the test is less than 0.05, the prediction accuracies are significantly different from each other.
This approach gives the impression that the sophisticated procedure is only recommended
if it is significantly better than the benchmark, not only if it has better accuracy statistics.
This also implies that there is a significant difference between the prediction results and
that the proposed algorithms cannot be used interchangeably.

A graphical representation of the entire modelling process with the flowchart applied
to predict LWL in this study is shown in Figure 4.
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2.7. Water Quality Indicator

In freshwater habitats, temperature and light intensity are the most important meteo-
rological factors determining algal photosynthesis and algal blooms [54]. Toxin production
behavior of freshwater algal species is strongly influenced by environmental conditions. As
an indicator of biological water quality, monthly microcystin measurement data at various
depths from the surface to 20 m during the period from March 2019 to April 2023 were sub-
jected to statistical analysis. Computer-based models require long-term data to make more
reliable and accurate predictions for the future. Therefore, the Mann–Kendall trend analysis
test is used with environmental time series. In this test, the null hypothesis assumes that
there is no trend and the alternative hypothesis assumes that there is a trend. Furthermore,
Spearman rank correlation analysis was applied to determine the relationship between key
meteorological parameters and the concentration of the cyanobacterial growth byproduct
microcystin since microcystin concentrations did not follow a normal distribution.

3. Results

This study uses the ANN and four different RNN-based deep learning algorithms
to compare their forecasting accuracy from day 1 to day 120 ahead, based on RMSE and
MAPE values, the Naïve Method, and Diebold–Mariano test results. The ANN, LSTM,
GRU, Stacked LSTM, and Bidirectional LSTM algorithms were successfully trained and
validated, and compared with test data consisting of 3004 lines to evaluate the model’s
reliability for the unknown dataset. Table 3 presents the performance of LWL prediction
of the investigated ANN and RNN algorithms from day 1 to day 120 ahead forecasting.
These results show that all investigated ANN and RNN algorithms showed excellent
prediction accuracy in the 1 day to 10 day ahead prediction scenario with RMSE values
of <0.1 m. On the other hand, in the 60 day ahead scenarios, the LSTM algorithm had
the best performance value for training and testing with an RMSE = 0.1762 m, while in
the 120 day ahead scenarios, GRU showed the best performance with an RMSE score of
0.3838 m (Table 3). In contrast, the Stacked LSTM and Bidirectional LSTM models did not
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show additional performance in terms of prediction accuracy over LSTM. In summary, the
LSTM model is significantly efficient considering its high accuracy among other advanced
models, specifically for long-term predictions such as a 60 days ahead forecast, due to
the architectural benefits of the process of parameter tuning and its migration to different
tasks. GRUs are easier to train and faster to run than LSTMs, but they may not be as
effective at storing and accessing long-term dependencies. Since it is necessary to know
the next timestamp in advance for a Bidirectional LSTM, it is more appropriate for offline
applications [55]. On the other hand, the performance difference between Stacked LSTM
and LSTM comes from additional dimensions for next value prediction other than the
time dimension.

Table 3. The performance of ANN and RNN-based algorithms for predicting lake water level with
increasing time intervals, RMSE results. (Metric is based on m.)

Algorithm/Prediction Period Naïve Method ANN LSTM GRU Stacked LSTM Bidirectional LSTM

1 day 0.0134 0.0131 0.0162 0.0134 0.0171 0.0156
5 days 0.0484 0.0445 0.0514 0.0429 0.0494 0.0563
10 days 0.0875 0.0815 0.0799 0.0732 0.0890 0.0875
20 days 0.1551 0.1271 0.1227 0.1070 0.1289 0.1257
30 days 0.2168 0.1540 0.1356 0.1316 0.1221 0.1226
45 days 0.3139 0.1918 0.1775 0.1728 0.1769 0.1947
60 days 0.4041 0.2627 0.1762 0.2203 0.1976 0.1985
120 days 0.6973 0.4810 0.4586 0.3838 0.4275 0.3873

Additionally, the RMSE values describing the prediction error rates of time series
algorithms were compared using the Naïve Method, and the algorithms that performed
better than the Naïve Method were identified as successful algorithms for predicting future
LWL values. The Naïve Benchmark comparison results of algorithms are presented in
Table 4 from day 1 to day 120 forecasting. The higher value for each investigated algorithm
to each prediction period indicates higher performance and good predictive power. Based
on the Naïve Method benchmark, the algorithm performances increased up to the 60 days
ahead predictions, then decreased for the 120 days ahead predictions. As an average, the
performance of GRU was higher for all investigated periods, whereas Stacked LSTM had a
lower average performance value, followed by the Bidirectional LSTM algorithms.

Table 4. Benchmark performance comparison of algorithms; figures indicate improvement in RMSE
values over Naïve Method.

Algorithm/Prediction Period ANN LSTM GRU Stacked LSTM Bidirectional LSTM

1 day 2.26% −18.92% 0.00% −24.26% −15.17%
5 days 8.40% −6.01% 12.05% −2.04% −15.09%
10 days 7.10% 9.08% 17.80% −1.70% 0.00%
20 days 19.84% 23.33% 36.70% 18.45% 20.94%
30 days 33.87% 46.08% 48.91% 55.89% 55.51%
45 days 48.29% 55.51% 57.98% 55.83% 46.87%
60 days 42.41% 78.55% 58.87% 68.64% 68.24%
120 days 36.71% 41.30% 58.00% 47.97% 57.16%

The variabilities between Naïve Benchmark comparison scores are much more appar-
ent than for RMSE values (Table 4). The decreasing performance goes down to −24.26%,
which indicates that it would be disadvantageous to use the RNN-based algorithm for
predicting that specific period. The results also show that the RMSE results of some al-
gorithms are close to those of the Naïve Method, especially for the predictions of 5 and
10 days. Therefore, the algorithms were tested even more to find if it is necessary to use
these algorithms for future LWL values. The results show an increase in performance of at
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least 18.45% (Stacked LSTM) when the prediction horizon is set to 20 days or more. Based
on the Naïve Method comparison, LSTM showed the highest performance with a 78.55%
improvement over the Naïve Method at 60 day ahead forecasting. It is also worth noting
that ANN is the only algorithm that performed better than the Naïve Method in the 1 day
prediction period.

The performances of ANN and RNN-based algorithms were also tested using MAPE
as an evaluation metric. A similar pattern was observed in the MAPE results when
considering the results in the RMSE values because as the time horizon extends to further
time periods, the model performance decreases. This pattern indicates there needs to be
additional evaluation criteria for model performance results between different time periods.
For this reason, the results in Table 5 were calculated further by taking differences between
the Naïve Method results and the algorithms’ results (Table 6).

Table 5. The performance of ANN and RNN-based algorithms for predicting lake water level with
increasing time intervals, MAPE results. (%).

Algorithm/Prediction Period Naïve Method ANN LSTM GRU Stacked LSTM Bidirectional LSTM

1 day 0.03% 0.09% 0.17% 0.37% 0.12% 0.13%
5 days 0.13% 0.27% 0.23% 0.30% 0.24% 0.34%
10 days 0.24% 0.22% 0.46% 0.58% 0.54% 0.44%
20 days 0.42% 0.94% 0.47% 0.68% 0.47% 0.38%
30 days 0.60% 0.43% 0.76% 0.88% 0.53% 0.46%
45 days 0.90% 0.91% 0.59% 0.84% 0.85% 0.78%
60 days 1.20% 0.75% 1.09% 0.90% 0.85% 0.91%
120 days 2.09% 2.19% 1.50% 1.24% 1.55% 1.40%

Table 6. Benchmark performance comparison of algorithms; figures indicate difference of MAPE
values compared with Naïve Method.

Algorithm/Prediction Period ANN LSTM GRU Stacked LSTM Bidirectional LSTM

1 day −0.06 −0.14 −0.34 −0.09 −0.10
5 days −0.14 −0.10 −0.17 −0.11 −0.21
10 days 0.02 −0.22 −0.34 −0.30 −0.20
20 days −0.52 −0.05 −0.26 −0.05 0.04
30 days 0.17 −0.16 −0.28 0.07 0.14
45 days −0.01 0.31 0.06 0.05 0.12
60 days 0.45 0.11 0.30 0.35 0.29
120 days −0.10 0.59 0.85 0.54 0.69

Table 6 reveals the performance differences that indicate the performance improve-
ment in models in terms of the Naïve Method. As can be seen in the table, none of the
models perform better when compared with the Naïve Method in the 1 day and 5 day
prediction periods. However, as the time period increases, the performance improvement
also increases. The best performance is observed for the GRU algorithm in the 120 day
prediction period with a 0.85 points performance increase in the MAPE. The MAPE results
are occasionally compatible with the RMSE results, but the MAPE results indicate that in
order to achieve the advantage of RNN-based algorithms, the models should focus on at
least a 30 day ahead prediction. In addition, the ANN algorithm is advantageous when
used in the 30 day and 60 day prediction period according to the results.

The performance of ANN, LSTM, GRU, Stacked LSTM, and Bidirectional LSTM for
LWL, and their observed and estimated values compared with the Naïve Method for the
day 1 to day 120 ahead scenarios are presented in Figures A1–A4. It can be seen from
Figure A1 that the observed and simulated lines are generally distributed closely for each
investigated model, showing that all ANN and RNN algorithms have high simulation
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performance at day 1. However, as the forecasting time extends from day 1 to day 120, the
observed, estimated, and Naïve Method lines diverge for each of the algorithms.

Figure A1 shows the 1 day and 5 days prediction results of the ANN and gated
RNN algorithms and the comparison with the observed and Naïve Method values. The
prediction results of all the studied algorithms are quite similar to each other and to the
Naïve Method for the 1 day and 5 days prediction (Figure A1), indicating good training,
validation, and prediction. Figure A2 shows the prediction results of the ANN and gated
RNN algorithms for 10 and 20 days ahead and the comparison with the observed values
and the Naïve Method. Compared to the Naïve Method, all tested algorithms had a
similar prediction trend for 10 days ahead, but all algorithms outperformed the Naïve
Method in their predictions for 20 days ahead. When forecasting 10 and 20 days ahead, the
GRU achieved the best results (Figure A2), showing a lower RMSE (Table 3) and a higher
performance improvement compared with the Naïve Method (Table 4).

When comparing the performance results of the algorithms for day 30, Stacked LSTM
and Bidirectional LSTM produced a similar prediction performance to LSTM and GRU,
whereas for day 45 prediction, the GRU, Stacked LSTM, and LSTM algorithms produced a
similar performance to Bidirectional LSTM (Figure A3, Table 4).

Figure A4 shows the 60 and 120 day forecast results of the ANN and gated RNN
algorithms and the comparison with the observed values and the Naive Method. The 60th
day was the culminating point for the prediction performance of the tested algorithms,
and LSTM performed better for LWL at the 60 day prediction based on the RMSE and
Naïve Method values. Although all tested algorithms performed well in 60 day prediction
(Table 4), LSTM provided the closest prediction values to the observed values of LWL
60 days in advance compared with the other methods, as shown in Figure A4. For the
120 day ahead predictions, there was a significant decrease in values for the studied algo-
rithms compared to the Naïve Method, with the exception of GRU. Although the prediction
performance was low, the GRU algorithm provided a statistically similar prediction per-
formance for day 60 and day 120. These results show that the GRU algorithm may still be
superior to the other algorithms in terms of prediction accuracy with higher Naïve values.
However, the degree of agreement between the predicted value and the actual value is not
very good and exceeds the actual value.

As a summary, Figures A1–A4 show that the tested algorithms predicted LWL at
a statistically acceptable level for up to 120 days. Among the proposed algorithms, the
LSTM algorithm was clearly superior in tracking the nonlinear behavior of Lake Sapanca
over a 60-day period with the smallest RMSE (0.1762 m) and a higher performance ratio
compared to the Naïve Method result (78.55%). Thus, when a model is needed for long-
term forecasting LWL, the LSTM-based DL algorithm can help to automate and manage
LWL to implement more effective water management strategies. It is optimal for 60-day
forecasts of LWL.

The Diebold–Mariano test values to determine the statistical significance of two sepa-
rate prediction results are summarized in Table 7. It can be noted that the RNN algorithms
did not show significant superiority for the 1-day, 5-days, and 10-days LWL forecasting over
the Naïve Method. However, the Naïve Method and the GRU algorithm for 5 days gave a
p-value of 0.031, indicating the GRU algorithm’s superior result is significant compared
with the Naïve Method to predict the next 5 days. The same is true for predicting the next
10 days using the LSTM and GRU algorithms. However, when the prediction significances
of LSTM and GRU are tested, the p-value is lower than 0.05, indicating that GRU must be
used to predict the next 10 days.
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Table 7. Forecast difference results of Naïve Method, ANN, and RNN algorithms based on Diebold–
Mariano (DM) test for increasing day intervals from day 1 to day 120 (p-value ≤ 0.05 indicates the
significance of the DM test results, Green boxes indicate significantly different prediction results with
distinct tones, red boxes indicate insignificant results).

Day-1 Day-5 Day-10 Day-20 Day-30 Day-45 Day-60 Day-120
Naïve Method-ANN 0.578 0.094 0.984 0.055 0.055 0.815 0 0.222
Naïve Method-LSTM 0.122 0.31 0.007 0.612 0.009 0.014 0.003 0
Naïve Method-GRU 0.005 0.031 0 0 0 0.006 0.012 0

Naïve Method-Stacked LSTM 0.485 0.181 0 0.506 0.009 0.253 0.009 0
Naïve Method-Bidirectional LSTM 0.261 0.007 0.011 0.686 0.161 0.923 0.187 0

ANN-LSTM 0.264 0.474 0.008 0 0 0.025 0 0
ANN-GRU 0.011 0.581 0 0 0 0.443 0.046 0

ANN-Stacked LSTM 0.878 0.71 0 0.072 0.072 0.169 0.058 0
ANN-Bidirectional LSTM 0.523 0.233 0.012 0.593 0.593 0.741 0.002 0

LSTM-GRU 0.099 0.21 0.032 0 0.004 0.003 0 0.015
LSTM-Stacked LSTM 0.326 0.728 0.244 0.874 0.006 0 0 0.995

LSTM-Bidirectional LSTM 0.608 0.062 0.878 0.364 0 0.011 0.017 0.752
GRU-Stacked LSTM 0.014 0.358 0.319 0.001 0 0.541 0.917 0.014

GRU-Bidirectional LSTM 0.037 0.516 0.022 0 0 0.662 0.229 0.033
Stacked LSTM-Bidirectional LSTM 0.623 0.122 0.188 0.287 0.202 0.295 0.192 0.747

From Table 4, it can be seen that, for day 20 predictions, the best performance improve-
ment comes from the GRU algorithm. Accordingly, the p-values are significant (p < 0.05)
based on the Diebold–Mariano test (Table 7), which confirms the superiority of GRU.
Regarding the Naïve Method comparison (Table 4) and the Diebold–Mariano (Table 7)
test results, only the GRU algorithm should be preferred to predict the LWL for the next
20 days.

Similarly, GRU, LSTM, and Stacked LSTM gave a p-value of less than 0.05 in the
Diebold–Mariano tests compared to the Naïve Method for predicting the next 30 days LWL.
On the other hand, the predictive performance of Bidirectional LSTM was not significant
compared to the Naïve Method as the p-value is greater than 0.05.

According to the Naïve Method comparison, GRU performed better than the other
algorithms in the 45-day forecast (Table 4). Table 7 further confirms that the predictions of
GRU algorithms have a significant p-value compared to the Naïve Method. Moreover, the
p-values are more remarkable than 0.05 when GRU is compared with Stacked LSTM and
Bidirectional LSTM, indicating that the GRU algorithm can be used interchangeably with
the Stacked LSTM and Bidirectional LSTM algorithms.

The results of the Diebold–Mariano test show that the accuracy of the prediction results
and the stability of the performance of the LSTM algorithm are significantly better, with a
p-value of less than 0.05 (Table 7). Considering the results of the RMSE, Naïve Method, and
Diebold–Mariano test, only the LSTM algorithm should be preferred for predicting the next
60 days to obtain a more reliable and accurate prediction of the future dynamics of LWL.

It is clear that the implemented ANN and RNN algorithms provide a relatively accu-
rate prediction pattern when the prediction values are compared with the observed data
for the 120 day prediction (Table 7), even though the magnitude of the Naïve Method
benchmark result is reduced compared to the 60 day prediction. In addition to the bench-
mark, the Naïve Method, the GRU algorithm has the significant best performance for
the 120 day forecast considering the Diebold–Mariano test results compared to the other
algorithms (Table 7), indicating that the GRU algorithm is more efficient at forecasting the
next 120 days of LWL.

From the obtained results for LWL prediction from day 1 to day 120, we can see that:
(1) Day 60 predictions provide the most optimized LWL detection based on high Naïve
Benchmark performance comparison values. (2) The best performance of the investigated
algorithms can change in terms of the selected prediction periods. (3) The LSTM algorithm
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can better predict LWL for 60 days in advance with higher accuracy, which allows water
managers to take action. In addition, it is worth noting that the Bidirectional LSTM and
Stacked LSTM algorithms contribute to the forecast with little or no performance increase
for the short prediction period of less than 20 days.

Among the features, the most important one to affect the output was determined as
withdrawal using the Mutual Information technique. The importance levels can be ordered
as withdrawal, average temperature, minimum temperature, maximum temperature, and
precipitation (Figure 5).
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Accurate LWL prediction is a necessity, not only to prevent possible drought condi-
tions but also possible water quality effects. Therefore, this study conducted extra work to
observe the relationship between microcystin concentrations previously observed during
low LWL periods. In addition to the LWL effect, this study investigated the relationship for
the maximum temperature, mean temperature, minimum temperature, precipitation, light
intensity, and evaporation. This experiment was conducted in order to reveal their impor-
tance so as to predict LWL in advance and be able to take measurable actions in advance.

To begin with, the microcystin concentrations at the surface, 1 m, 5 m, 10 m, 15 m,
and 20 m were measured over the period of 2019–2023 to understand the relationship
between the changing meteorological situation and water quality was affected by algal
growth. The microcystin concentration in all sampled depths showed approximately
the same increasing pattern over time, except for the samples collected from the depth
of 15 m (Figure 6). The variations in Figure 6 indicate there is an increasing trend of
microcystin for the surface water, 1 m, 5 m, 10 m, and 20 m depths. However, the trend is
decreasing for the 15 m depth. The microcystin level was almost similar for each depth of
the first 10 m; however, significant differences were recorded in the spring and autumn,
specifically, vertically mixing periods. During the summer, the microcystin concentration
stayed relatively low (<0.5µg/L) or at an undetectable level from May to October. The
highest concentrations were observed during the winter period from November to April
with a significant fluctuation, which coincided with the mixing period. By contrast, the
microcystin concentrations were higher at the sampling depths of 15 and 20 m. The
microcystin was recorded at all sampling times during the experimental period. In general,
the concentrations were below the 2 µg/L for both sampling depths; however, the highest
concentrations of around 8 µg/L were recorded during the summer stratification phase
(June to August). For the two years 2020 and 2021, the microcystin concentration was the
lowest (with <3.31 µg/L), especially for 2021 (<1.61 µg/L).
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Figure 6. Linear trend of microcystin concentration in the water column at different depths from
surface to 20 m from 21 March 2019 to 12 April 2023. (x-axis: data rows in sequence, y-axis: microcystin
concentration).

The nonparametric Mann–Kendall test shows that the microcystin concentration
decreases monotonically at a depth of 15 m and increases at the other depths. However,
only the microcystin concentration at 20 m depth was significant at the 95% confidence limit
with a z-value of 2.08 (Figure 6), indicating an increasing positive trend in the microcystin
data time series that dominates at this depth.

Due to temporal and spatial variability, it is difficult to obtain sufficient input data
needed for data-driven predictive models to analyze and learn the relationships between
microcystin and meteorological parameters, i.e., temperature, precipitation associated with
algal proliferation, and microcystin concentration. To better understand the changing mete-
orological parameters on microcystin concentration, Spearman correlations were evaluated
using monthly microcystin data collected from raw water before water treatment. From
Figure 7, the significant positive contribution of temperature on microcystin concentration
is evident. Light intensity also has a positive effect on microcystin concentration. On
the other hand, the water level of the lake had no significant effect on the microcystin
concentration.
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Figure 7. Spearman rank correlation between microcystin and meteorological parameters (** p < 0.01,
* p < 0.05).
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The degree of association differs in terms of the features in Figure 7. The minimum
temperature, maximum temperature, mean temperature, and evaporation have a moderate
correlation with microcystin [56]. In addition, light intensity has a weak correlation. On the
other hand, the LWL and precipitation have a very weak correlation with microcystin. The
results provide a better understanding that the water quality is rarely affected by the level
of water. However, the temperature, which is one of the indicators for predicting LWL,
affects the water quality. Thus, it can be concluded that LWL does not directly affect the
water quality, but the effect is indirect through the consideration of temperature values.

4. Discussion

Based on the experimental result of this case study that applies ANN and RNN-based
deep learning algorithms for lake water level prediction, it is possible to forecast the next
120 days with a smaller RMSE (0.3838 m), reasonable Naïve Benchmark comparison value
(58.00%), and significant Diebold–Mariano test results (p < 0.05). However, compared with
other models, the prediction result based on LSTM proposed in this study is optimal for the
next 60 days LWL forecasting with a smaller RMSE (0.1762 m), the highest Naïve Benchmark
comparison value (78.55%), and a significant Diebold–Mariano test p-value (<0.003). The
goal of this study is to compare the impact of various climates and comprehend how new
AI techniques behave and perform on various event forecasting tasks. The prediction
performance of the investigated ANN and RNN algorithms aligns with previous research
based on the RMSE and the Naïve Method. Using ANN and SVM, Yoon et al. predicted
the groundwater levels in the nearshore aquifer in Donghae City, Korea, for two wells
with RMSE values of 0.13 m and 0.136 m, respectively [57]. The objective of their research
was to create and evaluate data-driven time series forecasting models for the short-term
fluctuations in groundwater levels in a coastal aquifer caused by tidal influence and
precipitation recharge. However, their study lacks a comparison of the proposed algorithms
with the baseline models and other algorithms from DL. Therefore, the performance of
the models cannot be evaluated for predicting water levels. The algorithms are also not
evaluated against basic benchmark methods such as the Naïve Method, which raises the
question of whether it is necessary to create fancy DL algorithms for LWL prediction. Thus,
this study could be a milestone for further water level studies that attempt to develop every
single DL algorithm available in the field of data science.

Hrnjica, B. and Bonacci found that the LSTM and RNN algorithms performed better
than the traditional ANN algorithms on datasets with a given number of features and
a time scale of one month [58]. They also found that the feed-forward neural network
and LSTM models performed better than the traditional time series forecasting models
based on ARIMA and other similar techniques. The objective of their study was motivated
by the realization that traditional regression and statistical techniques were insufficiently
effective at predicting stochastic events such as water level. In contrast to traditional
models, Lee et al. showed that the LSTM model better reproduces the variability and
correlation structure of the broader time scale as well as the important statistics of the
original time domain [59]. Applying the LSTM into stochastic simulation and determining
if the long-term trends of known hydroclimatological indicators can be replicated was
the main objective of their work. The improved representation of long-term variability is
critical for water managers as they rely on these data to plan and manage future water
resources. In the future, the performance improvement over the Naïve Benchmark can be
tested with other novel models, such as attention-based algorithms or other derivatives.
However, the recent attempt to use an attention-based algorithm showed that it did not
perform better than a recurrent network [60].
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The main hypothesis of the present study is confirmed by the fact that RNN-based
algorithms achieve better predictive performance of LWL when using long-term daily data
from a decade and improve predictive accuracy for 60-day forecasts (Table 4). The trends
of observations and model predictions in Figure A1 through Figure A4 suggest that the
potential performance of RNN algorithms can also be extended beyond 120-day forecasts
by incorporating more data into the models. The LSTM model network has demonstrated
its ability to learn from sequential data in the past and has been shown to be a useful model.
It can effectively learn from sequences of varied durations, capturing long-term depen-
dencies. [35]. To confirm the results of this paper, Zhu et al. studied 69 lakes in Poland for
30 day ahead water level prediction and concluded that the recurrent DL models performed
similarly to attention-based recurrent DL models in terms of predictive performance [60].
The results of the LSTM algorithm between its variants, namely the Stacked LSTM and
the Bidirectional LSTM, in the present study show that there is no significant difference
in predicting less than 30 days ahead. The LSTM algorithm requires long observation
datasets and the selection and optimization of hyperparameters, learning rate, and number
of epochs to achieve correct prediction results [20]. For example, Morovati et al. reported a
better prediction performance of LSTM when using daily recorded data over 20 years [61].
The results obtained for LSTM in this study are consistent with these findings. The findings
also show that the LSTM algorithm reflects well when compared to the fluctuation trend of
the real LWL value. This is due to the use of a gated structure in the LSTM model, so the
LSTM algorithm is good at extracting short-term temporal correlations. However, due to
the cyclic periods of water level variations, the performance increase drops when it reaches
the next LWL cycle after 60 days. The better performance of RNN algorithms compared
to the Naïve Method is also due to the successful optimization of hyperparameters in the
RNN networks.

Another important aspect is that although the prevailing opinion suggests using all
available DL algorithms to find the algorithm that performs best according to the RMSE or
MAPE results, the results of the algorithms do not seem to differ significantly with respect
to the Diebold–Mariano test. Therefore, in order to suggest a better performing algorithm,
the statistical difference must be shown in addition to the RMSE or MAPE results [53], and
in some cases, the ANN and gated RNN derivatives, as indicated in the Results section, do
not appear to have statistical significance and can be used interchangeably.

The fluctuations in LWL are associated with meteorological processes and anthro-
pogenic activities, which lead to a nonlinear and complex system. In this context, the study
has several limitations due to its nature. One of the limitations is that the results depend on
the geographical location. The experiment was conducted at Lake Sapanca in the north-
eastern Marmara region of Turkey. This location has characteristics of both Black Sea and
Mediterranean climates. Therefore, the results may change in regions with different climate
characteristics. Another limitation of the study is that the dataset produced by the Turkish
Meteorological Service contains several missing data for selected parameters. Although it is
possible to interpolate missing data, the results with interpolated data rows may produce a
biased LWL value. The results could change with a dataset containing complete records for
a longer period without missing data. In addition, there are limitations to the study in that
there is an insufficient amount of data, especially for some features. In practice, there may
not be a chance to gather all the features from the field. The potential feature(s) may not
be represented to the algorithm and the potential feature(s) may even increase the model
prediction performance. In addition, in the case of there being very few available features,
the prediction performance could be underrepresented. However, in the case of there being
too many features, it may cause the model to overfit. Therefore, a balance between over-
representation and underrepresentation must be provided. Thus, it is further suggested to
apply other appropriate preprocessing methods to improve the predictive performance of
the RNN DL models with different time horizons. In the future, the LWL prediction could
be practiced by using GIS methods with a satellite dataset. The performance difference
between time series prediction and prediction with image data could be compared with the
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Naïve Method Benchmark. In addition, in terms of the availability of more features, the
researchers can conduct sensitivity analysis and uncertainty analysis to eliminate some of
the features to prevent possible overfitting issues.

Several well-known nutrient inputs and relatively less known meteorological parame-
ters, together with hydrological disturbances, cause excessive growth of cyanobacteria in
freshwater ecosystems, which degrade water quality with their toxins. Extreme heat waves
are becoming more common as global and regional warming continues and are expected
to become the norm in future scenarios. Microcystin concentration correlated positively
with temperature variables (max, min, and mean, p < 0.01), including evaporation and light
intensity (p < 0.05), and not significantly with precipitation (negative correlation), which is
directly related to LWL (Figure 7). Significant correlations between meteorological parame-
ters and microcystin concentrations in freshwater bodies have been reported previously [7].
Light intensity in the metalimnion zone leads to greater development of cyanobacteria and
the presence of large amounts of microcystins, posing potential problems for the use of
water resources [62]. Since freshwater lakes are used as drinking water sources, proper
water and algae management is necessary to ensure a clean and safe water supply. The use
of tap water is restricted when large amounts of algae are found in water reservoirs because
various water treatment problems can occur, such as clogged treatment systems, a bad
odor, color in the water, and regulated toxic substances such as microcystin. Predicting the
correlation of algal blooms with easily measured meteorological or hydrological parameters
in advance and taking rapid response actions to algal growth can minimize damage and
ensure uninterrupted production of purified water.

5. Conclusions

Monitoring and forecasting lake water levels is one of the most important tasks to
ensure sustainable water resource management, safeguard water quality, and maintain
watershed balance in the face of global climate change. The gated RNN-based algorithms
are powerful modeling techniques for future forecasting and were tested in this study to
obtain more accurate estimates of water level changes in lakes. The gated RNN algorithms
correctly adapt to changing input conditions, such as adjustments in water demand policy
during reservoir operation. The fact that the gated RNN structure accounts for the nonlinear
dynamics of the problem throughout the dataset, means that it can be used to explain why
gated RNNs perform better than conventional approaches in predicting reservoir levels.
With respect to the RMSE, the results demonstrated here show the ability of the models
used to understand the nonlinear behavior of LWLs.

The modeling results support the following findings:

1. The results of the algorithms can be compared, and although there could be different
but similar results, the algorithms can be used interchangeably.

2. Overall, the GRU algorithm performs better than other gated RNN algorithms because
it has a lower RMSE. However, it does not perform better in all time periods, so the
algorithm needs to be replaced by another one to achieve better results for LWL
prediction cases further in the future.

3. Gated RNN-based algorithms appear to have higher RMSE results as the prediction
horizon increases, indicating poorer performance in lower prediction time periods. A
more accurate comparison is possible using the Naïve Method, and the percentage
increase could provide a healthier result for comparing algorithm results with different
prediction time periods. Although the prediction may differ from the actual values as
the time period increases, the performance increase is much higher compared to the
Naïve Benchmark, making it more attractive for use in LWL prediction cases.

In addition, this study also examined the relationship between global warming and
microcystin levels in freshwater lakes and demonstrated a clear relationship with meteoro-
logical data. However, more research is needed in this area to close the gap between LWL
predictions with different geographical locations using the same available features, algal
growth, and microcystin levels.
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Overall, the prediction results suggest that the proposed RNN algorithms can be suc-
cessfully used to predict the future state of LWL for drinking water resource management
leading to the achievement of sustainability under changing climatic conditions.
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Figure A1. One day (left side) and 5 days (right side) ahead prediction results. The vertical dashed
lines indicate the train set-validation set-test set, respectively.
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Figure A2. Ten days (left side) and 20 days (right side) ahead prediction results. The vertical dashed
lines indicate the train set-validation set-test set, respectively.
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Figure A3. Thirty days (left side) and 45 days (right side) ahead prediction results. The vertical
dashed lines indicate the train set-validation set-test set, respectively.
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dashed lines indicate the train set-validation set-test set, respectively.
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