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ABSTRACT

A ROBUST MACHINE LEARNING BASED IDS DESIGN AGAINST ADVERSARIAL
ATTACKS IN SDN

SARIKAYA, ALPER

Ph.D., Department of Information Systems
Supervisor: Prof. Dr. Banu Giinel Kili¢

Co-Supervisor: Assoc. Prof. Dr. Mehmet Demirci

January 2024, [04] pages

Machine learning-based intrusion detection systems (IDS) are essential security functions in conven-
tional and software-defined networks alike. Their success and the security of the networks they protect
depend on the accuracy of their classification results. Adversarial attacks against machine learning,
which seriously threaten any IDS, are still not countered effectively. In this thesis, firstly, a method
is designed that employs generative adversarial networks to produce adversarial attack data. Then,
RAIDS, a robust IDS model, is proposed which is resilient against adversarial attacks. In RAIDS, an
autoencoder’s reconstruction error is used as a prediction value for a classifier. Also, to prevent the
attacker from guessing about the feature set, multiple feature sets are created and used to train baseline
machine learning classifiers. A LightGBM classifier is then trained with the results produced by two
autoencoders and an ensemble of baseline machine learning classifiers. The results show that the pro-
posed robust model can increase overall accuracy by at least 13.2% and F1-score by more than 110%
against adversarial attacks without the need for adversarial training.

Keywords: Intrusion detection, adversarial attack, autoencoder, InSDN, CICIDS 2017, adversarial
robustness
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YAZILIM TANIMLI AGDA YANILTICI SALDIRILARA KARSI MAKINE OGRENIMI
TABANLI DIRENCLI BiR SALDIRI TESPIT SISTEMi TASARIMI

SARIKAYA, ALPER

Doktora, Bilisim Sistemleri Boliimii
Tez Yoneticisi: Prof. Dr. Banu Giinel Kili¢

Ortak Tez Yoneticisi: Do¢. Dr. Mehmet Demirci

Ocak 2024, [04]sayfa

Makine 6grenimi tabanli saldir1 tespit sistemleri (STS), hem geleneksel hem de yazilim tanimli ag-
larda temel giivenlik iglevleridir. Bagsarimlar1 ve koruduklar1 aglarin giivenligi, siniflandirma sonucla-
rinin dogruluguna baglhidir. Herhangi bir STS yi ciddi sekilde tehdit eden, makine 6grenimine yonelik
yaniltic1 saldirilara karsi hala etkili bir kargilik verilmemistir. Bu tezde 6ncelikle, yaniltici saldir1 ve-
rilerini tiretmek i¢in ¢ekigmeli iiretici aglart kullanan bir yontem tasarlanmigtir. Daha sonra, yaniltict
saldirilara kars1 dayanikli, saglam bir IDS modeli olan RAIDS modeli 6nerilmistir. RAIDS de, bir
otomatik kodlayicinin yeniden yapilandirma hatasi, bir siniflandirici i¢in tahmin degeri olarak kulla-
nilir. Ayrica saldirganin 6zellik seti hakkinda tahminde bulunmasini 6nlemek icin birden fazla 6zel-
lik seti olusturulur ve temel makine 6grenimi siniflandiricilarini e8itmek icin kullanilir. Daha sonra
bir LightGBM smuiflandiricisi, iki otomatik kodlayici ve bir temel makine 6grenimi siniflandiricilart
toplulugu tarafindan iiretilen sonuglarla egitilir. Sonuglar, 6nerilen modelin, yaniltict egitimine ihtiyag
duymadan, yaniltici saldirilara kars1 genel dogrulugu en az %13,2 oraninda ve F-1 metrigini %110°dan
fazla artirabildigini gostermektedir.

Anahtar Kelimeler: Saldir1 tespiti, yaniltici saldir1, otomatik kodlayici, InSDN, CICIDS 2017, daya-
mklilik



"The only truly secure system is one that is powered off, cast in a block of concrete and sealed in a
lead-lined room with armed guards—and even then I have my doubts."

Eugene H. Spafford
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CHAPTER 1

INTRODUCTION

1.1 Motivation

Networks are evolving at a fast pace due to disruptive technologies such as the Internet of Things (IoT)
and cloud/edge computing [1]]. Malicious network activities are also evolving and becoming ever
more dangerous. Cyberattacks constantly target networks with the aim of preventing reliable/secure
communications, making services inaccessible, stealing user data and other sensitive information.

However, malicious network activities remain harmful and everyday new one comes to the scene. The
cyberattacks constantly target these networks and the attacks aim to prevent reliable/secure communi-
cations, break apart networks and take benefits from victims. The top 5 cyber threats remain the same
(only order change) and have been expected to be active for years (See Table [T). Between 2017 and
2022, the concept and complexity of these threats increased dramatically [2].

Malicious activities on a conventional network pose a significant threat to the security and function-
ality of the network. These activities can range from the introduction of malicious code that causes
damage to the network and related information resources [3], to various forms of attacks such as Dis-
tributed Denial-of-Service (DDoS) attacks, modification attacks, and double spending [4] and lastly
ransomware. Malicious nodes within the network can engage in activities such as spoofing as legiti-
mate users, modifying data packets, interrupting the network, and dropping or delaying packets routed
through them. Furthermore, the growth of the internet and networked systems has exposed software to
an increased amount of security threats [5]].

On the other hand, new communication technologies are developing and changing the structure of
the conventional network. On the other hand, scalability of network, monitoring and management
of diverse hardware standard stand as a hard question for every network administrator. Software-
defined network (SDN) and network function virtualization (NFV) are two prominent technological
developments changing the conventional network structure to deal with scalability of network, resource
management and vendor specific configuration issues.

Software-Defined Networking is an emerging paradigm that separates the network’s control logic from
the underlying routers and switches, enabling centralization of network control and the ability to pro-
gram the network [6]]. This functions allows network administrators to manage network services
through the abstraction of higher-level functionality, enabling quick responses to changing business
requirements [[7].



Table 1: Cyber Threats and Status Change according to ENISA Threat Landscape Report 2022

Threats in 2020 Threats in 2022 Status Change
1. Malware 1. Malware -
2. Web based attacks 2. Web based attacks -
3. Web application attacks | 3. Phising T
4. Phising 4. Web application attacks i
5. Spam 5. Spam -
6. Denial of service 6. Denial of service “
7. Ransomware 7. Ransomware —
8. Botnets 8. Data breach T
9. Insider threat 9. Insider threat s
10. Physical manipulation | 10. Botnet 1

SDN has been recognized for its potential to simplify network management, avoid configuration errors,
and automate infrastructure sharing in wired networks [8]. By decoupling the control plane from the
data plane, SDN enables the dynamism and flexibility of the network compared with traditional static
network architecture [9]. Furthermore, SDN has been identified as a promising control platform that
facilitates network programmability and bandwidth flexibility [10].

The significance of SDN also extends to the Internet of Things and the power grid. SDN has been
proposed as a vital solution for the challenges in traditional IoT architecture, integrating network,
storage, and security into a unified control model [11]]. Furthermore, SDN has been recognized as
a promising framework for robust software-defined optical networking in the power grid, facilitating
network programmability and bandwidth flexibility [[10].

Software-defined networking (SDN) has been applied in many domains in recent years to improve
flexibility, ease of monitoring and management, and cost-effectiveness. SDN has also been analyzed
extensively in terms of what it means for cybersecurity [12]]. The security implications of SDN are
vast, with new threats and defense approaches emerging incessantly in this relatively young field.

Each vendor-specific device has different characteristics, and the configuration of diverse devices cre-
ates a headache for network administrators. To eliminate these challenges, SDN provides a centralized
view and programmability to network with different components [[13]. Besides, SDN offers tremen-
dous benefits, such as resource provisioning and cost-efficiency.

SDN separates control and data planes so that it provides flexible network management. By providing
network programmability, such as OpenFlow protocols, SDN makes it easy to implement new network
security algorithms in the control plane. An SDN controller is the backbone of the network. It provides
different advantages to network administrators, such as controlling all physical devices at one point.
Thus, it is easier to develop new security solutions than conventional networks [[14].

One of the pioneer solutions for security challenges in the network is an intrusion detection/prevention
system (IDS/IPS). IDS/IPS solutions are located outside of the layered security structure of the network
(Fig. [I). IPS is more active than IDS since it both gives an alert and takes an action. Along with
IDS/IPS, firewall, web application firewall, data loss prevention system, load balancer and Security



Endpoint Security

Figure 1: The Layered Structure of Network Security

Information and Event Management (SIEM) work together to defend the network from malicious
network activity.

A fundamental task of intrusion detection is solving the traffic classification problem, i.e., distinguish-
ing numerous types of attacks from normal traffic and each other. Proactive and self-adaptive IDS
solutions should be considered against malicious network activities.

Machine learning is widely used for intrusion detection in network security. Machine learning-based
intrusion detection systems have gained significant attention in recent years due to their ability to
effectively detect and classify various cyber-attacks. These systems leverage machine learning algo-
rithms to analyze network behaviors and identify anomalies indicative of potential intrusions [13]]. The
use of machine learning in IDS allows for the development of fully data-oriented models that reflect
the behavioral patterns of cyber-attacks, enhancing the system’s ability to adapt to evolving threats
[16]. Additionally, machine learning algorithms enable the training of IDS to learn attack patterns and
subsequently detect previously unseen attacks, thereby improving the system’s detection capabilities

[17).

Many machine learning-based IDS models achieve high accuracy with a low false alarm. Due to novel
algorithms and promising architecture, machine learning-based IDS is one of the best application areas
in cybersecurity. To detect malicious network activity precisely, IDS should be able to handle high
volumes of network traffic [18]].

Furthermore, the deployment of machine learning based IDS in SDN is getting more promising results.
The reason is that SDN provides easy monitoring of network-wide traffic and supports elasticity to
controlling of devices. With the help of the availability of network flow data, the programmability of
the controller, centralization of control and diverse machine learning algorithms, it is more suitable for
designing a more accurate IDS solution. There is a difference between conventional network and SDN
about security application placement (Fig. [2). In the conventional network, each network security
device runs separately and works distinct security mechanism. However, the controller can handle the
security of the network collectively.
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Figure 2: The Security Device Placement Conventional Network vs. SDN

The anomaly-based IDS is a type of machine learning-based IDS model. It first creates normal network
traffic profiles. When suspicious traffic is detected which deviates from normal traffic, IDS creates an
attack alert. This solution is attractive due to detecting zero-day attacks. Therefore, anomaly-based
IDS is much more suitable for attack detection. There are numerous machine learning algorithms
in the literature, including decision trees (DT), naive Bayes, support vector machines (SVM), neural
networks, random forest, k-nearest neighbor (k-NN), and logistic regression (LR) [19].

Besides, deep learning architectures are becoming more prominent components of machine learning
studies in various fields. Since deep learning can discover from raw data, this can yield a better
representation of the IDS model. Also, recurrent neural network (RNN) is one of the most active
research areas in deep learning [20] which works in a manner of bidirectional flow.

One of the common solutions for security challenges in both traditional and software-defined networks
is an intrusion detection/prevention system. IDS/IPS solutions are located outside of the layered secu-
rity structure of the network. IPS is more active than IDS since it both gives an alert and takes an action
to neutralize the attack. Along with IDS/IPS, firewalls, web application firewalls, data loss prevention
systems, load balancers, and security information and event management tools work together to defend
networks from malicious activity.

Machine learning-based network intrusion detection systems (ML-NIDS) are used widely against net-
work attacks. There are many examples of IDS solutions in the literature with high accuracy and low
false-positive rate [19, 21]]. The IDS types generally fall under two categories: anomaly-based and
signature-based IDS (or hybrid). In an anomaly-based IDS, network traffic that is different from the
normal network traffic pattern is labeled as malicious. In signature-based IDS, the known attack signa-
ture is compared with network traffic. However, it is essential to address challenges such as adversarial
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Figure 3: The pipeline of ML-based IDS

attacks that aim to mislead machine learning-based IDS by maliciously manipulating the training data,
highlighting the importance of ensuring the security of these systems [22].

Despite the respectable achievements of machine learning classifiers, adversarial attacks are a big
threat against machine learning models [23} 24, [25]]. In adversarial attacks, the original data is manip-
ulated with imperceptible noise and these changes cannot be detected by classifiers precisely [26]. Es-
pecially in image detection tasks, models are easily tricked by adversarial attacks. As a result, machine
learning classifiers can produce poor detection results against adversarial examples, as demonstrated
in domains such as image classification, malware detection, and network attack detection.

One research shows that the accuracy of a network IDS may decrease from 100% to 0% as a result
of adversarial attacks [27]]. Another study argues that classifiers used for DDoS detection are affected
negatively by adversarial attacks [28]. Therefore, any useful IDS should also be robust against adver-
sarial attacks. The adversarial robustness of a classifier was discussed in the important work by Madry
et al. [29]. In this context, robustness depends on the implausibility or difficulty of an attacker finding
strong adversarial examples.

Researchers [24] have proposed various countermeasures against adversarial attacks. These measures
include adversarial training, ensemble methods, robust optimization, data sanitization, and feature
selection. Despite these countermeasures, adversarial attacks remain an important threat against the
success of machine learning and all ML applications should consider the robustness of their classifiers.

1.2 Aim of the Study

Software-defined network helps in the control and management of networks without complex configu-
rations. Also, programmability and data-control plane distinction by controller provide better manage-
ment in a different vendor-specific network. NIDS is one of the active countermeasures for network
security and is a fundamental requirement for the detection of attacks in SDN.

In [12], researchers review several papers about communication networks. In the SDN section, re-
searchers argue that machine learning based IDS are a highly important topic and the security of the
controller is an important aspect of the management of the network due to Single point of failure
(SPOF). A more robust IDS solution should be implemented in SDN to protect the network from
cyber-attacks.

In the literature, there exist lots of proposals against adversarial machine learning attacks in image
classification/computer vision. However, there is a gap in the cybersecurity domain against adversarial
attacks [30]. Besides, only a few papers propose intrusion detection models which are robust against



adversarial attacks. To address the above problems, a novel approach is proposed to defend against
adversarial attacks in the IDS domain.

1.3 Scope of the Study

This research wants to propose anomaly-based IDS which is robust against adversarial attacks in an
SDN environment and a conventional network. It only detects the network attack and does not prevent
it, since it is not an IPS. The proposed model is anomaly-based and it does not use signatures for
attack detection. It uses extracted features from network flow based on layer 2 to layer 4 packet
properties. Some of the features are statistical and it is not available until the completion of network
communication. Also, the deep packet inspection is not considered in this research. Both conventional
networks and software-defined network are evaluated for testing.

1.4 Research Questions

The security of machine and deep learning models is getting more important for researchers due to
adversarial attacks. The adversarial attack can result in decreasing the overall accuracy of the model
and increasing the false alarm rate. For these reasons, every machine and deep learning model should
check against adversarial attacks. There are countermeasures against adversarial attacks such as adver-
sarial training, ensemble learning and feature optimization. The most preferable option is adversarial
training.

Adversarial training is the easiest countermeasure against adversarial attacks because using statistical
and probabilistic models, adversarial instances can be generated easily. These generated instances are
used for the model training against adversarial attacks. According to the literature, adversarial training
is applied in the image detection domain excessively. The image data consists of the same pixel scale (0
to 255) and this makes it easy for adversarial training. However, this may not be possible in the network
domain due to the network attack surface, the extracted network flow characteristic, the scale/type of
network flow data and network traffic characteristics. For this reason, using adversarial training may
not provide robustness against adversarial attacks in the network domain. Also, the generated data
does not become applicable to the network environment. For these reasons, this thesis aims to find an
applicable countermeasure against adversarial attacks to create a robust IDS solution.

1.5 Contributions of the Study

The primary objective of this thesis is to design a robust machine learning-based IDS (called RAIDS) in
the network domain against adversarial attacks. The main contributions of this thesis are summarized
as follows:

1. To propose a new approach against adversarial attacks rather than adversarial training in the
network domain,



2. Using autoencoders’ reconstruction error values as inputs to another machine learning classifier
for detecting adversarial examples,

3. Using network packet crafting tools, to test the feasibility of adversarial attacks in a real-time
SDN environment and to evaluate the RAIDS model,

4. Demonstrating the effectiveness of GAN-based adversarial attacks on ML-based IDS/IPS sys-
tems.

1.6 Organization of the Thesis

The thesis is organized as follows: Section 2 focuses on background of machine learning based IDS,
software defined networks and adversarial attacks. Section 3 reviews the literature. Section 4 provides
an initial evaluation of the network dataset and a description of the generation of adversarial examples.
Section 5 explains the details of the RAIDS model. Section 6 describes the methodology followed
by the experiments, and Section 7 presents the experiment results and discusses. Finally, Section 8
concludes the research.






CHAPTER 2

BACKGROUND: SOFTWARE DEFINED NETWORK,
NETWORK SECURITY AND ADVERSARIAL ATTACKS

In this chapter, network security, software defined network and adversarial attacks are discussed along
with literature.

2.1 SDN Architecture

Software defined network (FigH) is decoupling of the control plane from the data plane. The network
logic is controlled by the controller and this provides isolation of the network logic and intelligence
from data devices. Another benefit of decoupling is minimizing the complex network functionality
because there are several different types of network devices and each of them requires different con-
figuration jobs. The programmability of SDN provides simplicity of control.

There are three different parts of the SDN architecture. The application, control, and data plane are
the sub-layers of the SDN architecture. The application layer is responsible for policies, schemas, and
upper layer functionality. Using the northbound interface, it communicates with the control plane.
The control plane is the logic of the SDN and controls the management of the network, flow rules,
application plane’s policies’ implementations, and security of the network. The data plane consists
of the number of different forwarding devices. Each of these devices takes forwarding decisions and
all decisions are derived from the control plane. Data plane communicates with the control plane via
southbound interfaces. One of the southbound protocols is OpenFlow.

SDN requires a controller to manage the network. There is one controller in many topologies, but
distributed or hierarchical controller placement is also suitable for a large network. According to [12]
, nearly half of the studies (41%) have used the POX controller to implement their proposals. Besides,
NOX, Ryu, Beacon, Open Daylight and Floodlight are the other most preferred controllers (Fig. [5).
POX is a Python-based controller and suitable for elastic design.

OpenFlow is the southbound protocol that provides control of data plane devices. Policies that are
taken by the application layer and control plane are applied by OpenFlow to the data plane. With the
help of Transport Layer Security (TLS) protocol, communications between forwarding devices and
control plane can be secured. The most used version of OpenFlow protocol is 1.3 and many vendor-
specific switches are compatible with OpenFlow 1.3. (See Fig[o)
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Each switch has flow tables and flow rules are kept in these tables. Whenever a packet arrives at
a switch, the switch firstly checks whether there is a matching entry in the flow tables. If there is no
matching rule, the switch takes the default action according to the OpenFlow version. In OpenFlow 1.3,
if there is no matching flow rule, a packet is dropped or discarded. A simple flow chart of OpenFlow
[31] is presented in Fig. [T}

2.2 Network Security and Security Applications

Today, the information age presents many practicalities to us. People can easily check their bank
accounts, look at social media, send e-mail to their employer, take a family photo and many other
individual processes by using a computer, mobile phone or other smart devices. Although many com-
mercial organizations and state agencies use the internet for their daily business, too, they have other
special services, such as Virtual Private Network (VPN), cloud services etc. Even military operations
rely on the Internet, which shows us that the Internet is indispensable for our everyday lives.

Basically, the Internet consists of a distributed local network. We keep, work, produce and distribute
our data through this network. For all of these reasons, protecting our network is critical. Cyber
security is all the measures that protect our resource, network and data. It simply provides the hardware
and software for this purpose.

However, hackers, hacktivists and even state sponsored hackers use the Internet for making money,
deactivate devices, changing political behavior, destroying our resources, eavesdropping, changing
information and many other purposes. These make cyber security an indispensable part of our network.

Some security software and hardware ([32]]) which are prevalent are;

e Antivirus / End-point security software,
e Data Loss Prevention Software,

e Software Based Firewall (Snort, Bro etc.),

11
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Hardware Based Firewall,

Web Application Firewall (WAF),

Load Balancer,

o Intrusion Detection / Prevention System (IDS/IPS),

Security Information and Event Management (SIEM).

Among these, the most critical measure is the Intrusion Detection/Prevention System. IDS/IPS mon-
itors all the network traffic and alerts when it detects an attack. Besides, IPS behaves actively to
suppress the attack. The systems are suitable for network security and provide very detailed network
traffic logs. They mostly use attack signatures to detect an attack and generate logs. However, period-
ical updates for attack signatures are critical for these systems.

There are many examples of software-based IDS/IPS. Surricata, Snort and Bro are freeware versions of
IDS/IPS systems. These applications use attack signatures and rely on daily/hourly signature update,
which is critical for success. These applications produce logs which are related to signature/warning
and errors. Often, the logs which are produced are hard to analyze and trace.

Network security engineers actively use IDS/IPS, firewalls and other security software/hardware in
many networks. However, despite the active/passive measures, logs which are produced by this se-
curity software/hardware are plenty and hard to evaluate manually. For example, port scan is an alert
for many IDS/IPS. They produce thousands of logs in every hour. On the other hand, a malicious

12



Table 2: The tactics of attackers

Tactic/Procedure Definition ID
Reconnaissance The attacker is trying to gather information TA0043
related future attacks.
Resource Development The attacker is trying to establish resources TA0042
they can use to support attacks.
Initial Access The attacker is trying to get into your network. TA0001
Execution The attacker is trying to run malicious code. TA0002
Persistence The attacker is trying to maintain their stay out. TA0003
Privilege Escalation The attacker is trying to gain admin permissions. TA0004
Defense Evasion The attacker is trying to evade detection. TA0005
Credential Access The attacker is trying to steal usernames and passwords. | TA0006
Discovery The attacker is trying to explore domain/environment. TA0007
Lateral Movement The attacker is trying to pass other devices. TA0008
Collection The attacker is trying to gather important data. TA0009
Command and Control | The attacker is trying to communicate with C&C. TAO0011
Exfiltration The attacker is trying to steal data. TA0010
Impact The attacker is trying to interrupt, or destroy the victim. | TA0040

request to port 139 with RDP is much more critical than port scan and this might happen once a week.
Moreover, many IDS/IPS provide alerts or warnings but all decisions are taken by a security expert,
which is not ideal for network security.

2.3 The Attack Framework

While evaluating the attackers’ tactics, techniques, and procedures, the security administrators need a
framework for assessing the impact of cyber attacks. Each attack has different and unique attack phases
and life cycles. For these reasons, the threat model is a guide for the evaluation of cyber attacks.

Adpversarial Tactics, Techniques, and Common Knowledge (ATT&CK) [33]] is a guideline for classify-
ing and analyzing cyber attacks. It addresses adversary behaviors, the life cycle of attacks, applicability
to real environments, and taxonomy. The framework consists of 14 different tactics: reconnaissance,
resource development, initial access, execution, persistence, privilege escalation, defense evasion, cre-
dential access, discovery, lateral movement, collection, command and control, exfiltration, and impact
(See Table[2]and Figg).

2.4 Attack Surfaces / Vector in the SDN

Despite the number of benefits of the SDN, there are several different security threats against SDN,
some of which are unique to the SDN. In many situations, there is one controller in the network,
and this causes Single-Point-of-Failure (SPOF). In many attack situations, controllers and the com-
munication channel between the planes are targeted. Also, apart from the controller, OpenFlow has
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some security issues. In [34], the researchers insist there are four different attack vectors in the SDN
network:

e Attacks on the data plane:

End-user devices are one of the easiest targets for attackers. The attacker’s main priority is to
gain unauthorized access to the victim’s host and then using this host, the controller is targeted
with malicious traffic. Flow entry manipulation, controller resource consumption, DDoS attacks
are examples of data plane attacks.

e Attacks on the control plane communication:

The controller is the critical point in the SDN topology. The controller communicates with
the application plane by the northbound interface and with the data plane by the southbound
interface. Each forwarding device has a different communication channel. However, there are
limited number of physical links between devices. In this attack vector, the attacker’s main aim
is to disrupt the channel between the planes and break apart the switch from the network by
flooding the attack. Also, man in the middle attack, probing and privilege escalation are other
types of attacks [35]].

e Attacks on the SDN Controller:

In this attack vector, the controller is directly targeted by attackers. Attackers want to access the
controller to bring it bring down. Another way is for attackers to take control of the controller
and manage the network with their intention.

e Attacks on the application plane:

Application plane software is targeted by the attackers. This helps attackers to manipulate secu-
rity policies, firewall rules and other security precautions.

2.5 Attack Types in the SDN

Attack surfaces are large in conventional networks and SDN also brings unique threats to the network.
Also, each plane has different types of attacks. In [13]], researchers group attack types and provide a
detailed view of the attack surfaces (See Fig[9). Brief information about the attack types is provided
below.

e Application Plane:

Application termination by abusing fixed privileges and authority: Network control applica-
tion can be compromised by attackers, which enables attackers to execute malicious commands
[36L 137]. Service neutralization: Malicious application which run in the application plane can
alter control packets, disrupt control packet forwarding, and sniff sensitive network information
to manipulate the control packet [36}37]. Attacks to vulnerable northbound APIs: Northbound
channel is vulnerable to misconfigurations, which enable attackers to change the network con-
figuration [38].
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Figure 9: The Attack Surfaces in SDN

o Control Plane:

Network operating system misuse: Malicious software and rogue forwarding switch can exploit
the controller via its operating system [39]. Force switch disconnection: Spanning Tree poison-
ing and switch identity hijacking can be used by attackers to disconnect legitimate switch [40].
Controller’s switch table flooding: TLS is an important security mechanism and without it (au-
thentication and verification), malicious packet-in messages can overload switch flow table [39].
Controller poisoning: Attackers can use malicious application and network protocols to poison
the controller. Then, the attackers can easily change the network rules and the management of
the network [38]].

e Control Channel:

Eavesdropping: An attacker can sniff the control channel which is unencrypted. In this way, the
attacker can listen and maintain critical information about the network [37]]. Man in the Middle:
Using ARP poisoning, an intruder can divert all network communication to that point, and he
can control every communication [37].

e Data Plane:

Denial of service (DoS/DDoS): Attacker can access vulnerable host and create a great number
of packets to overload the controller. This makes the controller to disconnect from the net-
work. Flow-rule flooding: Firstly, switch’s flow table is filled completely by the attacker. Then,
whenever the arriving packet misses the flow-rule in the switch, the switch creates a request for
installation of new rules. This affects the network performance negatively [37]. Side-channel at-
tacks: It is similiar to reconnaissance attack which aims to get information about in the network,
configuration, and other important information about the controller [37].
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2.6 Black-Box and White Box Adversarial Attacks

The attacker’s knowledge about the target system dictates the type of adversarial attacks. The knowl-
edge about the target system can change the adversary behavior. If an attacker does not know anything
about the target system, this is called as a “Black-box attack” (Also known as a blind attack™) [41].
The adversary can make an assumption about the target system. Similar machine learning classifiers
are tested with perturbated features. On the other hand, the attacker can know the target system. This
is called as a “White-box attack”. It is easier and more powerful than a “Black-box attack™ due to
broad information about the system.

Training Phase Capabilities:

In this phase, the attacker attempts to corrupt the dataset. The training data is targeted by the attacker.
This is the most straightforward attack, but accessing data or model is not an easy task. According to
[39], there are three attack strategies during the training phase:

e Data injection

The attacker does not access the training data or model but has the ability to augment new data
to the training set. The adversarial example can be added the original data to modify the learning
model.

e Data Modification The attacker does not have access to the model, but the training data. The
attacker can change the training data and trick the model to allow adversarial training.

e Logic Corruption The attacker has the ability to modify the model. All model assumptions or
the objection function can be changed by the attacker.

Testing Phase Capabilities:

At the testing time, the attacker wants to produce incorrect results by the model rather than tamper
with the model training or the training data. However, the attacker should know enough information
about the model to trick the output.

2.6.1 Attack Algorithms
2.6.1.1 Fast Gradient Sign Method

Fast gradient sign method was proposed to search for adversarial examples in an easy way [14]]. It is
the simplest and the most widely used untargeted adversarial attack method. The one step gradient
update is performed along the direction of the sign of the gradient. The perturbation can be expressed
as:

where € is the magnitude of the perturbation, x is the input, w is the weight and y is the label. The
generated adversarial example ' is calculated as ' =X + n.
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2.6.1.2 Jacobian-Based Saliency Map Attack Method

Jacobian matrix is used for the creation of adversarial examples via Ly distances [14]. For given x,
JSMA computes the Jacobian matrix:

Ty (@) = 28 [8{3 (x)l i @

This identifies most significant features of the x, which largely changes the output.

2.6.1.3 Carlini Wagner Attack Method

It is an iterative gradient method that uses Adam optimizer and tanh function to produce the adversarial
attack. To defeat defensive distillation, Carline and Wagner [13]] proposed a new objective function g:

mgn||n||p+6~g(x+n) st +nel0,1]" 3)

where g(x’) 0 if and only if f(x*) =1, and I’ is the label of the targeted adversarial examples. They
suggested that the distance and the penalty term can be better optimized in this approach.

2.7 Defensive Measures Against Adversarial Attack in SDN

The defenses should be considered to mitigate the effect of adversarial attacks. The success of adver-
sarial attacks can directly relate to countermeasures. According to [24], security-by-design counter-
measures can be effective against adversarial attacks. The defense techniques could be divided into
two types: proactive and reactive [42l]. While the proactive approach is to obstruct the model during
training from adversarial examples, the reactive approach is to detect adversarial attacks during testing.
The countermeasures against adversarial attacks:

e Adversarial training The method is proposed by Ian J. Goodfellow et al. to enhance the model
robustness against adversarial attacks [43]]. During the training phases, the model should be
trained with adversarial attack samples. So, the model’s loss function becomes familiar to the
adversarial samples. The generative adversarial method (GAN) is one example of automatic
creation of adversarial examples. However, due to the abundant space of adversarial examples,
some adversarial examples are not detected by the model. Besides, this technique may decrease
the overall accuracy of the model.

o Ensemble methods Multiple classifiers and defense techniques can be used to increase re-
siliency of the proposed model for attack detection. By using multiple methods, the attacker’s
face up multiple defense layer to evade the model. Each classifier has different feature impor-
tance, and, in this way, the attacker cannot manipulate the whole IDS solution easily. However,
the selection of the weak defense algorithm does not provide enough protection against adver-
sarial attacks [44]].
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e Feature selection Some of the network flow features can be vulnerable to easy manipulation.
Removing these features from the training set becomes a defense technique against adversarial
attacks. Besides, using a high number of features also causes overfitting. Removing these
features decreases the model’s complexity. Furthermore, the selection of features that can be
manipulated by the attacker are extracted from the training set and in this way, the attacker
cannot change feature parameters. However, applying this technique can decrease the model’s
overall accuracy and increase the false alarm rate.

¢ Robust optimization The decision boundaries of the machine learning algorithms can be ad-
justed to reduce the effect of adversarial attacks. This technique improves the optimization
function such as using regularization terms, upper and lower bands bounds of the cost function
or adding extra layers to the model to improve adversarial resiliency [45]].

e Data sanitization This techniques can be used against the poising attacks. The basis of this
defense is augmenting the training dataset with examples which overlaps goal-specific criteria.
The poisoned samples can be identified by the this technique [46]. However, according to [47],
these approaches are not suitable for the IDS solutions.

2.8 Datasets and SDN Compatibility

A dataset is a fundamental part of training/testing of machine learning models. There is a number of
public IDS datasets and each of them has different characteristics. KDD’99, NSL-KDD and ISCX
2012 are used in previous research. According to [48]], the importance of datasets dictate research and
can produce biased results. A brief review of each dataset is provided below.

KDD’99 is the first public dataset and it is widely used in IDS evaluation. DARPA network traffic
was used for creation of this dataset. The dataset contains 41 features and these features are grouped
as basic, traffic and content based features. Attack classes are Denial of Service, Remote to Local
(R2L), User to Root (U2R) and probe. KDD 99 dataset has some drawbacks: (1) time to live value in
attack data packet is 126 or 153, but these values do not occur in the training records of attack data, (2)
probability distributions of the training and test sets are different from each other, (3) the dataset does
not include low footprint attack and (4) numbers of redundant records are too high.

NSL-KDD dataset is an improved version of the KDD 99 dataset, where the duplications were removed
and the unbalanced dataset problem was eliminated. However, attack size in the testing set is higher
than the training set. Both KDD’99 and NSL-KDD are obsolete datasets.

ISCX 2012 is a relatively more up-to-date dataset than NSL-KDD and KDD’99. The alpha-profile is
used for attack creation and beta-profile is used for normal traffic generation. Denial of service and
brute force attack are two attack types in this dataset. The data set consists of 20 features. The main
drawbacks of this dataset are that there is only HTTP related traffic, the attack ratio is low and there
are unsuitable features extracted from the OpenFlow protocols.

UNSW-NBI15 is a highly up-to-date dataset and the attack classes presented are enough for attack clas-
sification. There are 43 features for the classification task and the number of instances are consistent
in both the training and the testing sets. However, in previous research, the attack classification is not
well-designed and some attack classes are hard to detect.
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Table 3: Dataset Comparison

Number of Number of
Dataset Year Attributes Attack Classes Network Type
KDD’99 [49] 1998 41 4 Conventional
NSL-KDD [50] 2009 41 4 Conventional
ISCX 2012 [51]] 2012 - 4 Conventional
UNSW-NB15 [52]] 2015 43 9 Conventional
CSE-CIC-IDS 2018 [53] | 2018 83 9 AWS
InSDN [34] 2020 83 7 (6 for only SDN) SDN

CSE-CIC-IDS2018 was presented by the Canadian Institute for Cybersecurity and Communications
Security Establishment. A cloud platform was used for the dataset retrieval. The normal network traffic
was created by B-profiles and the attack traffic was created by M-Profiles. The number of features in
the dataset is high, which is 83 features and various for the classification task. Redundant records and
missing class labels are main drawbacks of the dataset.

InSDN is one of the first examples of comprehensive SDN datasets in the intrusion detection domain.
CICFlowMeter were used for feature creation and in total 83 features were created for attack classifica-
tion. There are SDN related features in the dataset (48 features) and six attack classes are represented
in the dataset, which are DoS, DDoS, botnet, web attack, probe and U2R. Researchers want to solve
inherent problems in previous research and SDN elements are used in traffic/attack generation.

According to the comparison in Table[3] InSDN dataset is a preferable dataset for SDN based research.
This dataset consists of 48 features and there are flow-based and subflow-based attributes which are
directly related to the SDN domain.

2.9 Performance Metrics

Accuracy, Precision, Recall and F1-Score are used for measuring the performance of models. For
multiclass classification, overall accuracy, class detection rate and class FP rate are used. True Positive
(TP), i.e., positive instances that are classified as a positive; True Negative (TN), i.e., negative instances
that are classified as a negative; False Positive (FP), i.e., negative instances that are classified as a
positive; False Negative (FN), i.e., positive instances that are classified as a negative, are our basis
terms.

Accuracy is the percentage of correctly classified instances and is measured as

(TP+TN) @)
(TP+TN+FP+FN)
Precision is the percentage of positive instances that are correctly labeled and is measured as
_{xp) )
(TP + FP)
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Recall (Detection Rate) is the percentage of actually positive instances and is measured as

__@p) ©)
(TP + FN)
F1-Score is the weighted average of the precision and recall:
2 x (Precision x Recall)/(Precision + Recall) @)
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CHAPTER 3

THE RELATED WORK

In this chapter, the previous research about ML based IDS, adversarial attacks and countermeasures
are discussed with literature.

3.1 Machine Learning Techniques with Intrusion Detection System

Machine learning is a subset of artificial intelligence that a program learns from experience with the
help of data without being explicitly programmed. The main idea behind machine learning is making
a human-level task [19]. Machine learning helps us in many fields, such as spam detection, face
recognition, drug discovery, driverless car, cyber-attack detection, speech recognition, etc.

Machine learning can be easily applied to SDN and this can support many different tasks which can
be controlled by machine learning algorithms. Advances in the computing technology, data-driven
management of the network in SDN and retrieving real-time network information or statistics are the
main benefits of SDN.

In the SDN context, machine learning can overtake different types of tasks, such as traffic classifi-
cation, routing optimization, QoS/QoE prediction, resource management and security [14] (Fig. [10).
Logically centralized control, traffic monitoring, rule manipulation and a complete view of the current
network situation can provide valuable data to machine learning algorithms.

Intrusion detection system is one of the key solutions in the area of network security. There is a layered
structure in many network topologies and each layer has different security purposes, such as firewall,
load balancing, honeypots, etc. In many situations, the IDS/IPS solution takes an active role in the
security of the network.

There are three main types of IDS proposals in literature: signature-based, anomaly-based and hybrid.
In signature-based IDS solution, attack signatures are kept in the system and when there is a matching
signature, an alert rises. It is effective when detecting the known type of attacks. Regular update
of signature databases is required in this solution. Also, the false positive alarm rate is less than the
anomaly-based IDS solution. However, it is not suitable against zero-day attacks.

Anomaly-based IDS analyzes the network traffic. It is simple to monitor normal network behavior.
When it detects suspicious behavior, which is different from the normal network traffic, it gives an
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alert. It is effective against zero-day attacks, but it can also create false alarms. It also requires clean
normal network traffic for baseline.

Hybrid techniques take advantage of both IDS solutions. They aim to decrease the false alarm rate
and increase the detection of novel attacks. In the literature, hybrid IDS provides better detection
rate/accuracy. However, training takes more time than the other two methods due to its complex
structure.

Another division of IDSs is based on network level or host level. A network-based IDS model monitors
all network traffic and it usually uses agents to gather the network information. A host-based IDS
solution only runs in a specific host/device.

There are four different types of machine learning algorithms: supervised, unsupervised, semi-supervised
and reinforcement learning. In supervised learning, the model uses labeled data to learn from experi-
ence. Every instance in the data set has features and a class label. The model uses features and label to
build up a classifier. After training, the model predicts new instances. Classification and regression are
the main tasks in supervised learning. Decision tree, Naive Bayes, support vector machine, multilayer
perceptron are examples of supervised learning. The advantages and disadvantages of widely used
classifiers are presented in Table @}

IDS can help the security of SDN and provides great advantages to the security of the controller. There
is a number of IDS solutions on SDN. Machine learning based IDSs are proposed in previous research
[19]. They achieve a high detection rate with a false positive rate.

In the literature, supervised machine learning based algorithms are used widely in IDS proposals.
Decision tree, random forest, naive Bayes, support vector machines are examples of supervised algo-
rithms. Also, deep learning-based IDS models are used relatively. However, used datasets in research
are obsolete and none of them is an example of SDN flow traffic. Also, researchers generally deal with
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Table 4: The Advantages and Disadvantages of Classifier

ADVANTAGES DISADVANTAGES
- Handling continuous and discrete data ) .
.. . . . - Pruning may be required
Decision Tree | - Simple data classification .
. . - Overfitting
- Easy implementation
Random Forest | ~ Robust against overfitting - Har.ld'hng imbalanced data set

- Work on large dataset - Training speed

- Low parameter

k-NN . - Intention memorize instances
- Also unsupervised approach
SVM - Working on linear and non-linear data | - Training time
- Handling high dimensional data - Vulnerable to noise in the data
. . ) - Not compatible with continuous data
Bayes - Simple implementation R
- Data should be "Normal Distribution”
Deep Learning | - Effective in many different tasks - Requiring high dimensional data
- Data is not required.
RL - Effective on human based task - Large Action — State space

(Trial and learn)

Adversarial

Speed Limit = 40 km/h Perturbation

Device Perception = 140!

Figure 11: The Noise Effect on Traffic Sign

one specific class, such as DoS or malware detection. The algorithms of some IDS proposals with
basic details are presented in Table 3.

3.2 Adversarial Attacks

Despite impressive achievements made by machine learning algorithms (especially in deep learning),
they are easily tricked by modified input data. In many cases, modified data is nearly similar to the
original data, but slight perturbation on these data heavily deteriorates machine learning algorithms’
accuracy. Adversarial attacks target machine learning models severely.(See [IT])

Adversarial attacks in the network security domain have not yet been explored sufficiently [62]]. In the
literature, there are some papers on adversarial attacks in cyber-attacks against conventional networks,
but in the SDN domain, only a few are available [63]]. Also, there are several IDS proposals for SDN,
yet these lack a robust IDS design against adversarial attacks.
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Table 5: Some of the IDS Proposals in SDN

Learning Method Dataset Number of | = Attack Petec'tlon/ Accuracy
Features Classification
RF [13] KDD 99, 41 features | Attack Classification 85.42% (NSL-KDD),
NSL-KDD 97.85% (KDD 99)
82,48 % (DT),
DT, RF [54] KDD 99 10 features | Attack Detection
98.75% (RF)
DT, BayesNet, . . 86.19% (D),
Naive Bayes [33] Longtail - Attack Detection 91.68% (Bayes Net),
87.78% (Naive Bayes)
k-NN, k-medoids [56] | Real-time - Attack Detection 90% (k-NN)
SVM [57] Real-time - Attack Detection 88.7%
98,55%
KPCA+SVM [38]] Real-time | 27 features | Attack Detection 98,71%
98.90%
SVM [59] KDD 99 23 features | Attack Classification | 97.55%
Neural Network [60] NSL-KDD | 6 features Attack Detection 75.75%
Recurrent NN [60] NSL-KDD | 6 features Attack Detection 89%
DNN [61]] ISCX 20 features | Attack Detection 97.56%
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One of the earliest papers about the adversarial attacks is [64]. They present a taxonomy of adver-
sarial attacks against the IDS. According to the researchers, three key elements for the evaluation of
adversarial attacks are measurement, classification and response in the network domain.

Studying the taxonomy of adversarial attacks is important to recognize the differences among various
types of attacks. In [64], researchers identify six types of adversarial attacks: evasion, over-stimulation,
poisoning, denial of service, response hijacking, and reverse engineering. In evasion attacks, attackers
aim to evade detection by changing network feature characteristics. Overstimulation attack is different
in that it generates many false alerts to distract operator response. In poisoning attacks, attacker-
crafted data are inserted into the training data to mislead the model and reduce detection accuracy.
DoS attack overloads IDS sensors so that IDS drops some packets or allows the passage of malicious
traffic. Response hijacking attacks generate incorrect alert descriptions and mislead the IDS. Reverse
engineering is a technique for gathering information about the IDS.

In [24], researchers classify adversarial attacks according to two properties: influence, which indicates
whether the attack is performed at the training or testing phase, and violation, which indicates whether
the attack affects the availability or the integrity of the system (See Table [6). They also assert that
the attacker’s knowledge about the IDS can play a significant role in attack planning. In a black-box
attack, attackers do not know anything about the IDS and the training data, while in a white-box attack,
they have complete information both about the IDS and the data. Also, [41] describes white-box and
black-box attack approaches.

The white-box attacks need access to training data and models, so it is not suitable for realistic ML
models. For this reason, the researchers focus on black-box adversarial attacks. In [[65]], the researchers
propose APOLLON. It uses a diverse set of ML classifiers to detect attacks and a reinforcement learn-
ing algorithm, Multi-armed Bandits with Thompson sampling for ML classifier selection. The main
focus of this research is to prevent learning of IDS behavior and craft adversarial examples. They use
the newest dataset but real-time environment testing and feasibility of generated attack are missing.

Feature-level attacks (FLA) are a common way to generate adversarial examples, especially in image
classification tasks. Fast Gradient Sign Method (FSGM) [66], Jacobian-Based Saliency Map Attack
(JSMA) Method [66]], Basic Iterative Model(BIM) [67]], Projected Gradient Descent(PGD) [67] and
Carlini Wagner(CW) [66] attack methods are examples of FLA. In [68], the researchers use PGD
attacks to generate more realistic adversarial attack data. However, these types of attacks are not
practical for network data. To generate more practical adversarial examples, Generative Feature-level
Attacks (GFLA) are considered [63].

According to [28]], evasion attacks can decrease the performance of random forest, logistic regression,
and support vector machine classifiers by 50% with only one feature perturbation. The authors use
SYN Flood DDoS attacks for adversarial examples and test different types of machine learning classi-
fiers. They only provide adversarial attack results. k-NN displays some robustness against adversarial
attacks, but other classifiers suffer heavily from adversarial attacks.

In [69], the researchers consider attacking shallow ML classifiers (naive bayes, decision tree, support
vector machine, logistic regression) using a self-generated dataset. The attacks are generated randomly
and they use packet delay time, packet loss, packet damage and payload fragmentation etc. for test-
ing the ML classifier’s Fl-score. They show that shallow ML classifiers are susceptible to adversarial
attacks. In [70]], the researchers investigate the effects of adversarial attacks on deep neural networks.
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They use Fl-score as a metric and show that adversarial examples can mislead the model. However,
the dataset (NSL-KDD) is outdated and obsolete. In [[71], the researchers propose Attack-GAN (Gen-
erative Adversarial Network) to generate adversarial network traffic based on SeqGAN. They show
that generated adversarial samples easily deceive many IDSs.

3.3 The Countermeasures Against Adversarial Attacks

The general adversarial defense techniques are adversarial learning (training), model robustness design
and adversarial perturbation structure destruction [[72]. Adversarial learning is a proactive measures
that the model is trained with adversarial examples. The main issue for this countermeasures is the
quality of adversarial examples. The model robustness design uses the filtering structures for building
the model to enhance robustness against adversarial attacks. The adversarial perturbation structure
destruction can uses filtering algorithms, noise structure destruction algorithms and noise coverage
algorithms.

Mitigating evasion attacks is a challenging task due to the variety of ML models and easy data gen-
eration. ML models heavily depend on non-robust features. Some defense strategies against evasion
attacks can be adversarial training and preprocessing such as feature squeezing, feature removal, de-
fensive distillation, etc. [73l].

To enhance the success of the IDS model, the researchers develop adversarial detector using transfer
learning of DNNs [74]. They uses parallel intrusion detection system design, to augment detection
capabilities of the multiple classifiers. The model uses ensemble learning and produces better detection
results.

In [28]], adversarial training is used as a countermeasure against adversarial attacks. Generative Adver-
sarial Network is used for DDoS sampling. Using these samples, the NIDS model is trained and tested
with real-time network traffic. The authors argue that a state-of-the-art NIDS with high accuracy can
suffer from adversarial attacks, and using adversarial training, the NIDS model can achieve a better
detection rate. However, adversarial training is a complicated task and the paper was limited to DoS
attacks.

In [[75], the researchers propose practical traffic-space evasion attacks for ML-based NIDS. The attack
is successful to achieve a rate of more than 97% in half of the cases. When they compare the per-
formance of defense schemes, they observe that adversarial training has a very limited and unstable
defensive approach against evasion attacks.

In [[76], ensemble adversarial training is proposed. It helps to improve robustness against attacks. The
effectiveness of this technique relies on different ML algorithms. However, a common problem in
adversarial training is that if the model is trained with only some types of attacks, an attacker can use
other attack types.

Finding the most vulnerable features and removing them from training data can also be a good choice
against evasion attacks. In [77]], the researchers remove the most vulnerable features from the dataset.
This defense method decreases model complexity and reduces attack surfaces. However, removal of
features decreases model accuracy.
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Table 6: Influence and Violation factor in SDN

Training Phase Testing Phase

- Manipulation of training set . . .
P . . & - Subverting IDS behavior using
Influence | - Removing specific samples . . .
o . ., | specific samples during running time

- Known as “poisoning attack

Availability Integrity
- To increase false negative rate for

. . - To cause lots of false alarms . . .
Violation ) . classified malicious samples as benign
- To disrupt capability of IDS . \

- Known as "evasion attack

According to [78]], adversarial attacks should be considered during the development of a machine
learning classifier. They asserted that adversarial examples appear to be in contradiction to achieve
high generalization performance. Some of the adversarial examples are hard to distinguish from the
regular examples.
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CHAPTER 4

THE NETWORK DATASET EVALUATION AND
ADVERSARIAL SAMPLES GENERATION

In this thesis, the attacker’s main target is conducting an “evasion attack”, which means the attacker
tries to evade the IDS system by adjusting network traffic features. In this attack scenario, the amount
of information about IDS is very limited. The attacker does not know the IDS model algorithms/pa-
rameters and cannot influence the training data. Therefore, in this attack model, the attacker can only
perturb feature characteristics.

4.1 Feature Selection Process

LightGBM [79] is a type of boosting framework proposed by Microsoft. Gradient boosting decision
tree (GBDT) trains a decision tree model and then uses the first model’s error to build more successful
models sequentially. Each model improves the previous model’s accuracy. LightGBM, which is a type
of GBDT, combines gradient-based one-side sampling (GOSS) and exclusive feature bundling (EFB).
The main point in GOSS is that each data instance has different gradients and plays different roles in
calculating the information gain. GOSS selects informative samples. There is no native weight for
data instances in GBDT and it is obvious that some instances are more important than others.

This algorithm proposes that the exclusive features are bundled safely to a single feature. LightGBM
has a “feature_importance” function, which provides the importance of a feature, based on how many
times the feature is used in LightGBM tree creation. This function is utilized as an evaluation method
in our work.

4.2 ML Classifiers and Metrics

For classification task, Random Forest (RF) and k-Nearest Neighbor(k-NN) are selected. Random
Forest is an ensemble method and can handle overfitting problem. It is also robust against adversarial
attack. For these reasons, one of the classifiers should be Random Forest. Another classifier is k-
NN. It is a lazy algorithm and non-parametric model. It provides higher accuracy in the previous IDS
research.

Overall accuracy, recall, precision, and F1-Score are used for evaluation metrics. These are common
in literature and can help us for comparison of robust model.
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Table 7: Instances Size in InSDN Attack Dataset

Instances Sizes
Brute-Force Attack 295
DDoS 73529
DoS 1145
Probe 61757
U2R 17

4.3 InSDN Dataset

InSDN dataset was created on the SDN based topology and it consisted of SDN based attacks. OVS
server was used, and six different attack types were represented: botnet, brute force attack, DoS, DDoS,
web attack and probe attack. Three different network flow data files were created under different
circumstances: benign network dataset, SDN dataset and attack dataset. For each of them, there are
totally 83 features. Attack types and instance sizes in cyber attack dataset are presented in Table

4.3.1 Feature Importance for InSDN Dataset for Multiclass Classification

For feature selection purpose, LightGBM classifier is trained with 50% of 136,743 instances in the
attack dataset. The other half of the dataset is used for validation purpose. The LightGBM classifier
parameters are selected according to their baseline capabilities. The objective function of the clas-
sifier is “Multiclass classification”, evaluation metric is “multi_logloss”, “learning_rate” is 0.03 and
“tree_learner” is ““voting.”

According to the feature importance result (See Fig. [12), “Flow_IAT_MinMin time between two pack-
ets sent in the flow”,"Flow_Duration", “Bwd_IAT_Min Min of time between two packets sent in the
backward direction” “Bwd_Pkts/s Number of backward packets per second” and “Bwd_IAT_Tot Sum
of time between two packets sent in the backward direction” are top 5 features. For IDS development,
top 16 features are selected for classifier’s training.

The top selected features generally come from packet-based and flow-based attributes rather than flag-
based or network-identifiers attributes. During the research, different train-validation-test ratio is set,
and selected features generally come from packet-based and flow-based attributes. The results derived
from InSDN dataset and different network topology show that packet-based and flow-based attributes
are important for attack classification.

4.3.2 Classification Result of InSDN Dataset: Attack Classification

Random Forest and k-NN classifier are trained with attack dataset. 5-Fold cross validation is applied,
multiclass classification (attack classification) is conducted. The result of overall accuracy is 99.71%
with std. 0.01 in Random Forest and 99.78% with std. 0.01 in 5-NN. The other evaluation metrics are
presented in Table[8]and [9]
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Feature importance
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Figure 12: InSDN Dataset, The Number of Times Feature is used in training

Table 8: Evaluation metrics of InSDN Dataset, Classifier: Random Forest, Multiclass Classification,
Overall Accuracy 99.71% with std. 0.01

Precision | Recall | F1-Score
Brute-Force Attack 0.36 0.38 0.37
DDoS 1.00 1.00 1.00
DoS 0.99 0.99 0.99
Probe 1.00 1.00 1.00
U2R 0.83 1.00 0.91

Table 9: Evaluation metrics of InSDN Dataset, Classifier: k-NN (5-NN), Multiclass Classification,
Overall Accuracy 99.78% with std. 0.01

Precision | Recall | F1-Score
Brute-Force Attack 0.68 0.19 0.30
DDoS 1.00 1.00 1.00
DoS 0.98 1.00 0.99
Probe 1.00 1.00 1.00
U2R 0.00 0.00 0.00
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The two different classifiers provide above 90% overall accuracy. Random forest classifier is bet-
ter than k-NN in the context of overall accuracy. The above 95% overall accuracy results can help
us to measure the impact of the adversarial attack. The only deficit is that Brute-Force Attack and
U2R classes have insufficient instances in InSDN dataset, and these two classes can be affected from
adversarial attack more than other classes due under-fitting.

Furthermore, if two classifiers cannot achieve respectable results at two different purposes (attack
detection or attack classification), the impact of adversarial attack could be biased. The unexpected
result could be titled as “the capacity problem”.

4.4 SDN-IoT Dataset

SDN-IoT dataset was created on the SDN topology using [oT devices ([80]). ONOS controller was
selected for orchestration of network and OpenFlowSwitch was used for data plane. The five different
attack type were implemented with different configurations: DoS, DDoS, port scanning, OS finger-
printing and fuzzing. Two different datasets were presented and only difference of them is number
of IoT devices used in the topology: 5 vs. 10, respectively. The flow entries were used for feature
creation and as a result, the dataset contains 33 features. For IDS evaluation, the researchers present
equal instance in two datasets. (For each category 3500 instances, totally 210,000)

4.4.1 Feature Importance for SDN-IoT Dataset for Multiclass Classification

LightGBM classifier is trained with 50% of 210,000 instances in the 5-IOT-SDN dataset. The other
half of the dataset is used for validation purpose. The LightGBM classifier parameters are selected
according to their baseline capabilities, too. The objective function of the classifier is “Multiclass clas-
sification”, evaluation metric is “multi_logloss”, “learning_rate” is 0.03 and “tree_learner” is “voting.”

According to feature importance result (See @], “N_IN_Conn_P_DstIP Number of inbound connec-
tions per destination IP”, “Max Maximum duration of aggregated records”, “TnP_Per_Dport Total
number of packets per destination port”, “Dur Record total duration” and “Sum Total duration of ag-
gregated records” are top 5 features. For IDS development, top 14 features are selected for classifier’s
training.

4.4.2 Classification Result of SDN-IOT Dataset: Attack Classification

Random Forest and k-NN classifier are trained with 5-IocT-SDN dataset. 5-Fold cross validation is
applied, multiclass classification is conducted. The result of overall accuracy is 98.24% with std. 0.02
in Random Forest and 92.37% with std. 0.03 in 5-NN. The other evaluation metrics are presented at
the table [I0]and [IT]
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Figure 13: SDN-IoT Dataset, The Number of Times Feature is used in training

Table 10: Evaluation metrics of SDN-IoT Dataset, Classifier: Random Forest, Multiclass Classifica-
tion, Overall Accuracy 98.24% with std. 0.02

Precision | Recall | F1-Score
Normal 0.97 0.93 0.95
DoS 0.98 0.99 0.99
DDoS 0.98 0.99 0.99
Port Scanning 0.98 0.99 0.99
OS and Service Detection 0.99 0.99 0.99
Fuzzing 0.99 0.99 0.99

Table 11: Evaluation metrics of SDN-IoT Dataset, Classifier: k-NN (5-NN), Multiclass Classification,
Overall Accuracy 92.37% with std. 0.03

Precision | Recall | F1-Score
Normal 0.88 0.65 0.75
DoS 0.92 0.98 0.95
DDoS 0.93 0.98 0.95
Port Scanning 0.93 0.99 0.96
OS and Service Detection 0.96 0.96 0.96
Fuzzing 0.91 0.99 0.95
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Table 12: Instance sizes in the CICIDS 2017 dataset

Traffic Type Number of Instances

Benign 2,358,036
DoS Hulk 231,073
Port Scan 158,930
DDoS 41,835
DoS GoldenEye 10,293
FTP Patator 7938
SSH Patator 5897
DoS Slow Loris 5796
DoS HTTP Test 5499
Botnet 1966

4.5 CICIDS 2017 Dataset

The CICIDS 2017 dataset consists of benign traffic and up-to-date network attacks. CICFlowMeter
was used for feature creation and 83 features were created. They used a wide range of network attacks
such as web based, brute force, DoS, DDoS, infiltration, heart-bleed, bot and scan attack types. There
are 2,830,743 instances in total, distributed as shown in Table[T2]

4.5.1 Feature Importance for CICIDS 2017 Dataset for Binary Classification

For feature selection purpose, LightGBM classifier is trained with 30% of 59,446 instances in the
CICIDS 2017 dataset. The other half of the dataset is used for validation purpose. The LightGBM
classifier parameters are selected according to their baseline capabilities. The objective function of the
classifier is “Multiclass classification”, evaluation metric is “multi_logloss”, “learning_rate” is 0.03
and “tree_learner” is “voting.”

According to feature importance result (See Fig@, “init_win_bytes_forward”, Destination_port,
“init_win_bytes_backward”, “Flow_IAT_Min Min time between two packets sent in the flow” and
“Fwd_IAT_min Min of time between two packets sent in the forward direction” are top 5 features. For
IDS development, top 26 features are selected for classifier’s training.

The top selected features generally come from packet-based and flow-based attributes rather than flag-
based or network-identifiers attributes. The results derived from two different dataset and different
network topology show that packet-based and flow-based attributes are important for attack classifica-
tion.

4.5.2 Classification Result of CICIDS 2017 Dataset: Attack Detection

Random Forest and k-NN classifier are trained with attack dataset. 5-Fold cross validation is applied,
binary classification (attack detection) is conducted. The result of overall accuracy is 99.85% with
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Figure 14: The feature importance plot of CICIDS 2017

Table 13: Evaluation metrics of CICIDS Dataset, Classifier: Random Forest, Binary Classification,
Overall Accuracy 99.85% with std. 0.001

Precision | Recall | F1-Score
Benign 1.00 1.00 1.00
Malicous 1.00 1.00 1.00

std. 0.001 in Random Forest and 99.19% with std. 0.001 in 5-NN. The other evaluation metrics are
presented at the below table (See Table [T3][T4):

The two different classifiers provide above 90% overall accuracy. Random forest classifier is better
than k-NN in the context of overall accuracy. The above 95% overall accuracy results can help us to
measure the impact of adversarial attack. The only deficit is that Brute-Force Attack and U2R classes
have insufficient instances in InSDN dataset, and these two classes can be affected from adversarial
attack more than other classes due to under-fitting.

Table 14: Evaluation metrics of CICIDS Dataset, Classifier: k-NN (5-NN), Binary Classification,
Overall Accuracy 99.19% with std. 0.002

Precision | Recall | F1-Score
Benign 1.00 0.99 1.00
Malicous 0.97 0.98 0.98
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Figure 15: The ROC Curve of CICIDS 2017

Furthermore, if two classifiers cannot achieve respectable results at two different purposes (attack
detection or attack classification), the impact of adversarial attack could be biased. The unexpected
result could be titled as “the capacity problem”.

4.6 The Attacker’s Knowledge and Capability

4.6.1 Knowledge of the Adversary

The knowledge about the target system can change the adversary behavior. If an attacker does not
know anything about the target system, this is called as a “Black-box attack” (Also known as a blind
attack™). The adversary can make an assumption about the target system. Similar machine learning
classifiers are tested with perturbated features. On the other hand, the attacker can know the target sys-
tem. This is called as a “White-box attack™. It is easier and more powerful than a “Black-box attack”
due to broad information about the system.

4.6.2 Capability of the Adversary

The attacker can use a different type of attack against the target system. The adversary can change the
parameters of features to increase the impact of the attack. The payload size, packet rate, packet count
and flow statistics were used in previous research. Also, different types of network features, such as
the number of flow packets per second or protocol flag could be used in adversarial examples.
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4.7 Generative Feature-Level Attacks

Generative Feature-level Attacks [63] use generative algorithms such as Generative Adversarial Net-
works to understand the network traffic features and aim to create realistic network data.

Generative Adversarial Network is a deep learning model with the capability of learning the distribu-
tion of the input data and generation of adversarial examples. Typically, GAN has two different deep
learning modules: a discriminator and a generator. Whereas the discriminator works as a classifier
of fake/real data, the generator always wants to fool the discriminator by capturing the training data
distribution to generate fake examples.

Traditional GAN is trained with binary cross-entropy loss. Due to the training scheme, the loss func-
tion is an average of the cost for the discriminator misclassified real and fake observations. When the
cost function results in a higher value, the discriminator performs worse. So, the generator wants to
maximize the cost function while the discriminator wants to minimize it. When the discriminator gets
better during the training, the feedback for the generator loses gradient. This is called the “Vanishing
gradient problem”.

Another problem for traditional GAN is mode collapse. Sometimes, the generator wants to produce
the same fake output due to understanding the distribution of input data which is diverted from the
discriminator. So, the feedback for the discriminator is not viable and the learning process is futile.

To overcome these two problems, different types of GAN are proposed in the literature. For synthetic
data generation which can be used for adversarial tasks, Wasserstein GAN and CTGAN are two well-
known GAN types.

4.7.1 Wasserstein GAN

Unlike the traditional GAN’s BCE loss function, Wasserstein GAN uses Earth Mover’s Distance
(EMD) as a cost function. It is a distance metric between two distributions and measures how dif-
ferent two distributions are by estimating the amount of effort it takes for the generated distribution to
equal the real distribution. Instead of decreasing the loss function at “zero”, the cost function continues
to grow regardless of how far apart the distribution is.

Simply, W-loss works via approximating the EMD between the real and generated distribution. The
equation of the loss function is:

E(c(z)) — E(c(9(2))) ®

where g is generator, c is critic (Discriminator), c¢(x) is the cost function and g(z) is the value of
the generator’s output. The function calculates the differences between the expected values of the
predictions of the discriminator. WGAN introduces a critic instead of traditional GAN’s discriminator.
It predicts the Wasserstein distance to maximize the objective function. The key changes compared to
the original GAN algorithm are:

e After every update on the critic function, it limits the weights to a fixed range I-c, cl,

e As an optimizer for model training, RMSProp is used,
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e Discriminator helps estimation of Wasserstein metric between data distribution.

4.7.2 CTGAN

Another type of GAN used for synthetic data generation is CTGAN [81]]. According to [81]], tabular
data has unique properties for data generation. There are mixed data types, non-Gaussian distribution,
multimodal distribution, learning from one-hot encoded vectors, and highly imbalanced categorical
columns. To deal with these problems, CTGAN is proposed. CTGAN uses mode-specific normaliza-
tion to overcome non-Gaussian distribution and a conditional generator and training-by-sampling to
deal with the imbalanced discrete columns.

In CTGAN, for each continuous column C;, variational Gaussian mixture model estimates the number
of modes mi and fit a Gaussian mixture. Each Gaussian mixture has the weight and standard deviation
of a mode. Later, these metrics are used for data generation with the help of mode probability density.

Traditional GAN is trained with a standard multivariate normal distribution. When a model faces
imbalance in categorical columns, sampling does not provide enough data for minor categories. So, to
overcome “class imbalance”, CTGAN uses conditional generators and training-by-sampling.

The main differences between WGAN and CTGAN are, (i) cost function, (ii) model optimizer, (iii)
handling imbalance in categories and (iv) activation function of the GAN. Based on these differences,
generated data by WGAN and CTGAN may be different from each other.

4.8 Feature-Level Attacks (FLA)

This type of attack directly manipulates the network data features. The degree of perturbation is limited
within /, norm. White-box and black-box attacks comprise these types of attacks.

Fast gradient sign method is proposed to search for adversarial examples easily. It is the simplest and
the most widely used untargeted adversarial attack method. One-step gradient update is performed
along the direction of the sign of the gradient. Jacobian-based saliency map attack uses a Jacobian
matrix for the creation of adversarial examples via [y distances. Carline and Wagner Method is an
iterative gradient method that uses the Adam optimizer and Tanh function to produce the adversar-
ial attack. Projected Gradient Descent(PGD) can generate more precise perturbation using uniform
random distribution to find suitable adversarial examples.

4.9 Attack Generation Structure: GAN based Adversarial Samples

The generator and discriminator work in a competitive manner in the GAN structure. The genera-
tor’s main task is to fool the discriminator by generating realistic adversarial instances. It takes a
fixed-length random input with noise to check the discriminator’s learning process. Simply, the attack
generation structure is presented in Fig. [T6]
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Figure 16: The structure of WGAN

4.9.1 The Generator

To train the GAN, the generator creates a random input with noise, then the discriminator predicts
whether it is a real or generated sample. The underlying data distribution dictates the generator’s
learning pace. Due to the characteristics of the network data, some features can be categorical and
these features should be handled differently. One of the suitable solutions for these features is to encode
categorical features then generate based on the generator output of the binarized feature. Also, each
feature must comply with domain/protocol constraints and appropriate ranges of the traffic features
such as TCP packet could not start with the "FIN" flag and packet length could not exceed 1526 bytes.

4.9.2 The Discriminator

The discriminator of the GAN is responsible for the detection of the counterfeited instances. Owing to
the loss function, the discriminator evaluates its weights and passes it to the generator. In the beginning,
it is an easy task for the discriminator. This process repeats until the discriminator cannot detect real
or generated data.

After the training process, it mimics the capabilities of the IDS. These capabilities can be used to detect
adversarial examples by separating from the GAN’s structure.
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CHAPTER 5

ROBUST AUTOENCODER BASED IDS MODEL

Rather than relying on the detection capacity of only one machine learning classifier, multiple machine
learning classifiers can be used as an ensemble when providing robustness to an IDS. Countermeasures
against adversarial attacks should be provided not only to focus on adversarial attack detection, but also
on overall accuracy.

According to attack principles and behaviors, each attack has its functional features. While creat-
ing adversarial attack examples, we should keep in mind that adversarial generated data should keep
attack functional features to avoid invalidating attack traffic. These data do not convey benign data
characteristics.

Autoencoders have been chosen for many different ML tasks such as denoising data or anomaly de-
tection [82]. An autoencoder trained on a data distribution can reconstruct new data with a small
reconstruction error. If attackers produce evasion data, these data should have higher reconstruction
errors because evasion data should be different from real network data. This point helps the detection
of adversarial attacks.

This section presents the RAIDS structure. Here, the details of the IDS structure and descriptions on
the parts of the model are presented.

5.1 Autoencoders

A neural network can learn the relationship between the input data and their given label. This is called
supervised learning. On the other hand, if we do not have labeled data, we can also use a special neural
network for understanding the core definition of the data.

Sparse, denoising, and variational autoencoders are types of the autoencoder, each with its own unique
characteristics and functionalities. Sparse autoencoders (SAEs) are useful for their ability to detect
sparse representations of the input data, which means only a small number of units in the hidden layer
are activated at a time. For this reason, sparse autoencoders are effective for feature selection and
dimensionality reduction [83]]. Besides, sparse autoencoder has ability to learn important structures of
deep networks due to their high capacity for learning, which necessitates architecture regularization
[84].
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Denoising autoencoders (DAEs) are provided to learn robust representations of data by training the
network to recreate the original input from a distorted version of the original data. This ability helps
the DAE to filter out noise and extract essential features from the input data. It is useful for image
detection tasks [85]].

Variational autoencoders (VAEs) are a type of autoencoder that understand the probability distribution
of the input data. VAEs are capable of extricated learning, which allows them to separate and manip-
ulate specific features of the input data, making them useful for tasks such as image generation and

manipulation [86].

In RAIDS structure, the autoencoder task is to learn key latent space of the input data and to grasp
informative representation of the data. For these reasons, sparse autoencoder is chosen for RAIDS

development.

An autoencoder is an algorithm that gives us outputs like input data. It learns an “informative” rep-
resentation of the data and reconstructs the output. The main components of the autoencoder are the
encoder and decoder unit (Fig. [I7). Together, they form a neural network. An encoder takes the input
data and at each step, it compresses the data and creates a latent space. A decoder reconstructs the data
using the latent space.

[ ] AUTOENCODER

Input Layer
Output Layer

—>  Hidden Layer = Hidden Layer

| |

Figure 17: The structure of an autoencoder

Each autoencoder wants to regenerate input data as similarly as possible. An important term to measure
the success of autoencoders is the reconstruction error (RE). It is a metric that gives us an indication
of how well our autoencoder can reconstruct the input. The RE can be calculated by MSE as follows;

M
1 _ 2
RE:MSE:ME |lz; — 7 ©)

=1

where z; is the input data and 7; is the reconstructed output. In previous research, the reconstruction
error was used by researchers to detect an anomaly. The main idea is that since the autoencoder has
learned benign data, it cannot reconstruct unlearned data with low reconstruction error. Therefore, if
an autoencoder takes the anomaly data, it can only reconstruct this data with high reconstruction error.
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Figure 18: The LightGBM’s Tree Growth

If an autoencoder can be trained with only legitimate network data, any adversarial example will be
reconstructed with high reconstruction error. Using two different autoencoders, if one is trained with
real benign data and the other is trained with real attack data, together they can be used to detect both
malicious traffic and adversarial attack. The key point is if an autoencoder can be trained with only
legitimate network data, any adversarial example will be reconstructed with high reconstruction error.

5.2 Machine Learning Classifiers

Previous research suggests that using ensemble models could be a good idea as a countermeasure
against adversarial attacks [[73]]. LightGBM is a gradient-boosting tree algorithm and has the capability
of creating a bagging tree [79] (See Fig. [I8). It uses gradient-based one-side sampling and exclusive
feature bundling to decrease training time and to find the optimal split point.

LightGBM bins continuous features to construct the tree model. Model success comes from con-
tinuous features’ histogram. Also, LightGBM has advantages to handle imbalanced datasets [87].
Furthermore, the detection ability of LightGBM has been widely accepted in several data mining and
machine learning contests such as Kaggle. For these reasons, LightGBM is a suitable ML algorithm
for attack detection tasks without need for long training time.

At the evaluation step of the dataset features, some features are more susceptible to perturbation. Fea-
tures such as port number, protocol number, TCP SYN packet, TCP FIN packet, and acknowledgment
number are individual packet features and they are not suitable for perturbation due to network traffic
protocol, as each TCP connection begins with the SYN flag and finishes with the FIN flag. However,
statistical and time-related features such as total forwarded packets, forwarded packet length mean,
and backward packets per second are easily manipulated due changeable behavior of network flows.

If we have m features and n features from this group with a high possibility of being manipulated
by the attacker, we can develop a group of machine learning classifiers such that these n features are
not used together (i.e., they are split up) in the training process of any of the classifiers. Given that n
features selected from the dataset feature set and a random number of machine learning classifiers are
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trained with n features, the attacker will face difficulty in manipulating all machine learning classifiers
due to randomness and the fact that each machine learning classifier uses a different feature set.

5.3 Design of RAIDS v2.0

The proposed IDS structure depends on the reconstruction error of the autoencoder and randomness
of the machine learning classifier. The attacker does not know the IDS model structure and feature set
in the evasion attack scenario. Ensemble learning plus randomness of the feature set can also increase
countermeasures against adversarial attacks.

The value of the reconstruction error and the classifier’s prediction are used as another LightGBM
classifier’s training data. Through this stage, the LightGBM classifier will become accustomed to the
effect of adversarial attacks and be able to distinguish an adversarial attack. The flow chart of the

proposed model is presented in Fig. [T9).
Training Data AE_Malicious \
REI AE_Benign LightGBM
Preprocessing

]

LightGBM Feature Importance ML Classifiers
Order

30% of Training Data
70% of Training Data Robust IDS

Figure 19: Flowchart of the RAIDS v2.0 model

0

Part I: Feature Importance Order and ML Classifier Designment

To minimize the perturbation of the feature sets by an attacker and provide ensemble learning for
better detection, multiple machine learning classifiers are trained with legitimate network traffic. Some
statistical features such as header size, average inflow bytes, average size of the packet per connections
etc. are more susceptible to perturbation due to the attacker’s manipulation on these features easily.

LightGBM has a built-in “feature_importance” function, which provides the importance of a feature,
based on how many times the feature is used in LightGBM tree creation during training of LightGBM.
For this research, "split" type feature importance (number of times the feature is used in a gradient
boosting model) is used for ranking features. After the training of LightGBM, the feature importance
order is decided.

After the feature ranking is decided by LightGBM, ML classifiers are ordered randomly. (E.g., First
ML classifier is SVM, second ML classifier is k-NN, third ML classifier is decision tree) Then, the
features are distributed to the classifiers according to importance order (First feature goes to first clas-

46



sifier, second feature goes to second classifier, etc.) So, the RAIDS v2.0 model can create a number of
machine learning classifiers such as decision tree, k-NN, support vector machine random order with
different feature set. This will provide a random feature set distribution for each machine learning
classifier.

Later, each machine learning classifier is trained with only legitimate network data and its task is to
decide whether an instance is benign or attack. They provide binary classification results, and these
results are used as training data for the LightGBM classifier.

Part II: Measuring RE and Distinguishing Adversarial Examples

If an autoencoder is trained with real network data, any unknown examples should produce a high
reconstruction error. This can be used for the detection of unknown classes. For this reason, two
autoencoders are trained: one is trained with real benign data and other is trained with real attack data.
They give reconstruction error for every instances.

Part III: Training the RAIDS v2.0 model

After training the two autoencoder and machine learning classifiers, the last stage LightGBM is trained
with the results of these (Fig. [20). The two autoencoders provide a reconstruction error value (numeric)
and machine learning classifiers provide a classification result as benign/malicious. These results are
the input data for the last stage LightGBM to classify traffic as normal traffic or attack traffic (real
malicious traffic plus adversarial attack).

(TAt.xtc;er.n::)Bde.r Autoencoder ML Classifiers
rained with Benign (Trained with
Data) Malicious Data) (DT, NN, KNN)

[ Stage-1

[
Reconstruction Error: Reconstruction Error: Attack Detection:

Value Value Attack/Benign
LightGBM
Stage-2

Normal / Attack (Malicious + Adversarial)

Figure 20: Training phases of the proposed RAIDS v2.0 model

5.4 Training Steps of the RAIDS v2.0

The step-by-step description of the training phase of RAIDS v2.0 is detailed:
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1. Feature importance was determined by LightGBM’s “feature_importances” function using 30%
of the training set.

2. The features were distributed to n different sets according to feature importance order. Baseline
machine learning classifiers such as Decision Tree, k-NN and SVM were constructed using the
divided feature set.

3. Each ML classifier was trained with a completely different feature set. Besides, one of the
autoencoders (the benign autoencoder) was trained with only benign data and the other was
trained with only real attack data.

4. After the training phases of classifiers and autoencoders, all ML classifiers and autoencoders
were tested with the training dataset, and classifiers’ prediction results and autoencoder recon-
struction error values were tabulated to feed the Stage-2 LightGBM in Fig. 20]

5. These tabulated data were then used for training the Stage-2 LightGBM. Hence, RAIDS v2.0
training was completed.

5.5 Pre-Model: Design of RAIDS v1.0

In the first RAIDS design, RAIDS v1.0, the GAN’s discriminator is the key element of the RAIDS
v1.0. The value of the reconstruction error and the LightGBM classifier’s prediction are used as an-
other LightGBM classifier’s training data. However, the autoencoder is only responsible for measur-
ing the reconstruction error of the input whether original network instance or generated adversarial
instance. Besides, during training of the GAN, the discriminator is trained for predicting original or
adversarial instances. In the second stage, LightGBM is trained with the autoencoder’s reconstruction
error, discriminator’s prediction result, and LightGBM’s attack detection. The stage of the proposed
model is presented in Fig. [2T).

Critics
Autoencoder (Discriminator) LightGBMs
of GAN

Stage-1

Reconstruction Error: Binary Classification: Attack Detection:
Value Adversarial/Legitimate Attack/Benign

LightGBM
Stage-2

Normal / Attack / Adversarial Attack

Figure 21: Training phases of the RAIDS v1.0 model
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5.6 Training Steps of the RAIDS v1.0

The step-by-step description of the training phase of RAIDS v1.0 is detailed:

1. Feature importance was determined by LightGBM’s “feature_importances” function using 30%
of the training set.

2. LigthGBM classifier was trained with top 30 features according to feature importance order.
Besides, an autoencoder was trained with only original network flow data and the discriminators
are taken from the trained WGAN (Using crafting adversarial examples).

3. After the training phases of LightGBM classifier and autoencoder, they tested with the training
dataset, and LightGBM’s prediction results, autoencoder reconstruction error and discrimina-
tor’s prediction value were tabulated to feed the Stage-2 LightGBM in Fig. [21]

4. These tabulated data were then used for training the Stage-2 LightGBM. Hence, RAIDS v1.0
training was completed.

5.7 The Motivation of Change in RAIDS v1.0 to v2.0

Firstly, in RAIDS v1.0, the critic (discriminator) is extracted from WGAN after the training of the
GAN. However, this part of the GAN may be dependent on the dataset. Each dataset has different
feature flow parameters and different scales. Secondly, measuring the reconstruction error of benign
and malicious network flow data can provide better detection results against adversarial instances.
Thirdly, dividing all features of the dataset by n number of different ML classifiers can make it difficult
for attackers to manipulate features. Each ML classifier is trained different feature set. This provides
robustness against adversarial attacks.

The key differences between v1.0 and v2.0 are (i) v1.0 calculates the reconstruction error of the only
original network flow data, however, v2.0 calculates benign and malicious network flow data sepa-
rately, (ii) v2.0 uses different types of ML classifiers in an ensemble approach, but v1.0 uses only
LightGBM, (iii) v1.0 depends on discriminator of WGAN.
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CHAPTER 6

DESIGN OF EXPERIMENTS

6.1 Datasets

For our evaluation, two different datasets are used: InSDN [34]] and CICIDS 2017 [53]. Both datasets
are up-to-date and consist of modern attack scenarios. Besides, the InSDN dataset was created on an
SDN environment and includes an SDN-specific attack pattern.

6.1.1 InSDN

InSDN is one of the first examples of comprehensive SDN datasets in the intrusion detection domain.
CICFlowMeter was used for feature creation and in total 83 features were created for attack classifi-
cation. InSDN was created on an SDN based topology and it consists of SDN based attacks. Open
vSwitch was used, and six different attack types were represented: botnet, brute force attack, DoS,
DDoS, web attack and probe attack. Three different files were created under different circumstances:
benign network dataset, SDN dataset and cyber attack dataset. For each of them, there are 48 SDN
related features. The features used in our research is presented in Table [I6] Benign network dataset
consists of only benign network data with 68,424 instances. For our research, benign network dataset
and SDN dataset are chosen. Attack types and instance sizes are presented in Table[T5]

Table 15: Instance sizes in the InSDN datasets

File Name Traffic Type Number of Instances
Benign network dataset Benign 68,424
DoS 52,471
DDoS 48,413
SDN dataset Probe 36,372
Brute Force Attack 1110
Web Attack 192
Botnet 164
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Table 16: InSDN Features

Features Features
Flow Duration Bwd IAT Min
Tot Fwd Pkts Bwd PSH Flags
Tot Bwd Pkts Bwd URG Flags
TotLen Fwd Pkts Fwd Header Len
TotLen Bwd Pkts Bwd Header Len
Fwd Pkt Len Max Fwd Pkts/s
Fwd Pkt Len Min Bwd Pkts/s
Fwd Pkt Len Mean Pkt Len Min
Fwd Pkt Len Std Pkt Len Max
Bwd Pkt Len Max Pkt Len Mean
Bwd Pkt Len Min Pkt Len Std
Bwd Pkt Len Mean Pkt Len Var
Bwd Pkt Len Std Pkt Size Avg
Flow Byts/s Fwd Seg Size Avg
Flow Pkts/s Bwd Seg Size Avg
Flow IAT Mean Subflow Fwd Pkts
Flow IAT Std Subflow Fwd Byts
Flow IAT Max Subflow Bwd Pkts
Flow IAT Min Subflow Bwd Byts
Fwd IAT Tot Fwd Act Data Pkts
Fwd IAT Mean Active Mean
Fwd IAT Std Active Std
Fwd IAT Max Active Max
Fwd IAT Min Active Min
Bwd IAT Tot Idle Mean
Bwd IAT Mean Idle Std
Bwd IAT Std Idle Max
Bwd IAT Max Idle Min
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Table 17: Instance sizes in the CICIDS 2017 dataset

Traffic Type Number of Instances

Benign 2,358,036
DoS Hulk 231,073
Port Scan 158,930
DDoS 41,835
DoS GoldenEye 10,293
FTP Patator 7938
SSH Patator 5897
DoS Slow Loris 5796
DoS HTTP Test 5499
Botnet 1966

6.1.2 CICIDS 2017

The CICIDS 2017 dataset consists of benign traffic and up-to-date network attacks. CICFlowMeter
was used for feature creation and 83 features were created. The features used in our research is pre-
sented in Table[I8] The top priority of the researchers was generating a realistic dataset with current
CVE and attack scenarios. They used a wide range of network attacks such as Web based, brute force,
DoS, DDoS, infiltration, heart-bleed, bot and scan attack types. All traffic flows are converted and
there are 2,830,743 instances in total, distributed as shown in Table

6.2 Adjustment of Datasets

The scope of this study is limited to attack detection. To this end, all labels in the datasets were changed
to either normal or attack. After that, all individual characteristics of network traffic features such as
source IP, destination IP, source and destination port numbers, time etc. were deleted.

For the InSDN dataset, normal dataset and SDN dataset are divided with a 70/30% ratio for train-
ing/testing purposes(See Fig. 22 and 23). The training set of InSDN consists of 54,624 normal and
124,922 attack instances. The testing set of InSDN consists of 13,800 normal and 13,800 attack in-
stances.

For the CICIDS dataset, 10% of all instances were selected randomly keeping the normal/attack ra-
tio of the original dataset file. The training set consists of 198,152 instances and testing set contains
84,922 instances. Training and testing workflows are depicted in Fig[24] The training set was used
for two purposes: to determine feature importance via LightGBM and autoencoders, and ML classifier
training. 30% of the training set was used by LightGBM, and then, these features were divided into n
parts and used for ML classifier build-up. 70% of the training set was used to train the benign/attack
autoencoder and ML classifier. The testing set was used for testing and WGAN/CTGAN training.
When WGAN/CTGAN was trained with data, the generator part of the GAN was used for generat-
ing specific size adversarial examples. The original testing part of the dataset and GAN generated
examples are combined into a new set used to test RAIDS.

53



Table 18: CICIDS 2017 Features

Features Features
Flow Duration RST Flag Count
Total Fwd Packets PSH Flag Count
Total Backward Packets ACK Flag Count
Total Length of Fwd Packets URG Flag Count
Total Length of Bwd Packets CWE Flag Count
Fwd Packet Length Max ECE Flag Count
Fwd Packet Length Min Down/Up Ratio
Fwd Packet Length Mean Average Packet Size
Fwd Packet Length Std Avg Fwd Segment Size
Bwd Packet Length Max Avg Bwd Segment Size
Bwd Packet Length Min Fwd Header Length
Bwd Packet Length Mean Fwd Avg Bytes/Bulk
Bwd Packet Length Std Fwd Avg Packets/Bulk
Flow IAT Max Fwd Avg Bulk Rate
Flow IAT Min Bwd Avg Bytes/Bulk
Fwd IAT Total Bwd Avg Packets/Bulk
Fwd IAT Max Bwd Avg Bulk Rate
Fwd IAT Min Subflow Fwd Packets
Bwd IAT Total Subflow Fwd Bytes
Bwd IAT Max Subflow Bwd Packets
Bwd IAT Min Subflow Bwd Bytes
Fwd PSH Flags Init_Win_bytes_forward
Bwd PSH Flags Init_Win_bytes_backward
Fwd URG Flags act_data_pkt_fwd
Bwd URG Flags min_seg_size_forward
Fwd Header Length Active Mean
Bwd Header Length Active Std
Bwd Packets/s Active Max
Min Packet Length Active Min
Max Packet Length Idle Mean
Packet Length Mean Idle Std
Packet Length Std Idle Max
FIN Flag Count Idle Min
SYN Flag Count
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Figure 22: The train/test ratios of the InSDN datasets

6.3 The Generation of Adversarial Examples

The perturbations in our approach are applied to the statistical network traffic features available in
the datasets. All features (See Table [I6] and [I8)) are used for adversarial example generation and
the model testing. As a practical example, by increasing duration time, header length, or reducing
the packet length, we want to fool ML-NIDS. These types of attacks, called feature-space attacks,
require higher-level abstraction of an attack’s workflow. Both our datasets consist of time-related and
statistical features extracted from raw network traffic that are eligible for perturbation. So, all features
are targeted by GAN and PGD attacks.

To test the proposed RAIDS, we needed to generate adversarial examples. WGAN and CTGAN are
chosen for generative-level feature attack type. Both GANs are trained with only attack data which are
obtained from testing data.

The parameters of WGAN are presented in Table[I9] Except for the last activation function (Sigmoid),
all activation functions are ReLu. RMSprop optimizer is used to train the WGAN. During the training
phases, discriminator and generator cost function are checked by loss value to control overfitting. After
the training phases, the generator part of WGAN was used in adversarial examples. It created 13,800
adversarial examples for InSDN and 25,000 for CICIDS. For CTGAN, SDV python package was used
[88]], which automatically selects parameters, to generate adversarial examples of the same size.

In addition to the above, the projected gradient descent (PGD) attack to generate adversarial exam-
ples is used by feature-level attack type for comparison . The parameters of PGD are epsilon=0.2,
clip_max=0.2 and order of maximum distortion=2.
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Figure 23: The train/test ratios of the CICIDS 2017 datasets
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Figure 24: The Usage of the InSDN Dataset

6.4 The SDN Test Environment

¥

Testing

To test the proposed RAIDS model, a virtual network simulation environment is created. GNS3 is a
virtualization platform for network labs. It supports SDN-based network devices and uses Network

Address Translation so you can also add a virtual PC which is running on VMWare or VirtualBox.

Faucet [89] is an open-source controller for the SDN platform. It supports vendor-independent network

functionality, OpenFlow v1.3, transport layer security (TLS), etc. You can configure it via the YAML
configuration file. For the switching function, OpenvSwitch GNS3 appliance is used. It supports
OpenFlow protocol and is compatible with the Faucet controller.

To mimic the attacker and the victim, 2 virtual PCs are connected to the SDN platform. The RAIDS is
located between the attacker and the victim. All traffic is sent to the RAIDS via the OpenvSwitch port

mirroring feature.
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Table 19: The Parameters of WGAN

WGAN
Discriminator Structure ~ 68->100->30->1
Generator Structure 30->150->100->68
Learning Rate 0.0001
Activation Function RelLu
Optimizer RMSprop

Table 20: The environment components

Components Definition
Network Virtualization | GNS3 v.2.2
Faucet SDN Controller | Faucet v1.10.8
OpenVSwitch OpenvSwitch GNS3 Appliance v3.0.4
Attacker Kali 2022.3
Victim Ubuntu Server 22.04
The RAIDS Running on Ubuntu 18.04/Pytorch v 1.11.0
CICFlowMeter cicflowmeter 0.1.6 (Python)
Scapy scapy v2.5.0

All network traffic propagates to the IDS and CICFlowMeter converts network data to the features.
The CICFlowMeter is a network traffic flow generator that extracts features from the network data.
It creates 83 features from the network flow data. Using these features, the RAIDS runs on Jupyter
Notebook, and it analyzes the network traffic. The SDN environment is presented in Fig. 23] and the
parameters of components are listed in Table 20}

172.20.1.1 172.20.1.2
w-3SERVER
w-2ATTACKER e oD
| ] i 2

etho ethi eths eths
102.168.0.2 etho

etho
he2.168.03

INTERNET-OUTSIDE
faucet-1 ‘

Fa etho ﬁ

Figure 25: The test environment

To manipulate/alter the network packet, “scapy” is used. It is a Python-based packet manipulation

library. Using scapy, network traffic features such as IP packet lengths, flags, and packet fragmentation

can be manipulated. It can conduct scanning, probing, unit tests and attacks. Furthermore, it performs
specific attacks such as VLAN Hopping, ARP cache poisoning, etc.
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From the point of the network attack, one example may be a DoS attack. SYN Flooding attack is a
type of DoS attack when an attacker sends an SYN request to the server to consume server resources,
so it makes the server unresponsive. Also, specific features of IP packets such as ID and TTL value
can be used to conceal the attack. Overlapping fragments occurs when the attacker exploits the data-
gram fragmentation mechanism. Basically, IP datagrams are broken down into smaller chunks during
transmission. MTU dictates the size of each datagram. Each datagram has an offset so this has to be
used in a destination. If an attacker alters/creates a random offset number, this can create a headache
in the destination.

Furthermore, the attacker wants to learn which port is open at the destination side. To gather infor-
mation about the victim, the attacker conducts a network discovery attack (probe). The attacker can
send a SYN packet, a bad checksum packet to the destination to initiate ICMP. Besides, the attacker
wants to control and establish a TCP session to eavesdropping the user data. This can be done with a
hijacking attack.
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CHAPTER 7

EXPERIMENTAL RESULTS

This section provides results and discussions on the overall performance of the RAIDS model. Firstly,
the overall accuracy of the baseline approach was evaluated, then the same test settings were applied to
the RAIDS model. All results were evaluated using performance metrics such as overall accuracy and
F1-score. In the evaluation of our RAIDS model, the model was trained without using any adversarial
examples, and then in a separate experiment, the model was trained it with adversarial examples to see
the effect of adversarial training.

7.1 Results of baseline machine learning algorithms

Neural networks, k-NN, SVM and LightGBM are selected as our baseline machine learning algo-
rithms. Before testing, all classifiers were validated and grid search hyperparameter tuning was ap-
plied. The tested parameters are presented in Table [21] for each ML classifiers. The selected parame-
ters are stated with **’. The other parameters of the ML classifiers are default. To build the machine
learning models, Python’s Scikit-learn library was selected and tests were run on Jupyter Notebook.
To check the WGAN learning process, the loss value of the function is tracked. After 3000 epochs, the
generator and discriminator are stable.(See[26] 27} 28] and [29)

Furthermore, Kolmogorov-Smirnov [90] test is conducted for measure significance of feature’s differ-
ences across dataset. This uses the two-sample Kolmogorov—Smirnov test to compare the distributions
of continuous columns using the empirical Cumulative distribution function (CDF). D statistic, which
indicates the maximum distance between the expected CDF and the observed CDF values. The test
results are presented in Table[22] According to the two-sample K-S test, the generated data is not dif-
ferent from original network data (we do not have enough data to reject null hypothesize) by p-value
of 0.05. Besides, data generated by CTGAN is more different from real data in both datasets according
to the D statistic. It can be concluded that CTGAN based generated adversarial examples may become
hard to detect.

Firstly, the classifiers were tested with real testing data without any adversarial data, then classifiers
were tested with only adversarial examples. Before testing with any adversarial data, neural network,
k-NN and LightGBM attained at least 98% overall accuracy and F1-score on the InSDN dataset. All
classifiers were capable of performing successful normal/attack classification. When the classifiers
were tested with WGAN based adversarial examples, neural network and LightGBM suffered heavily
against adversarial examples. Also, k-NN’s accuracy decreased to 53% from 98%. Furthermore, the
classifiers also performed badly on CTGAN-based adversarial examples. For the CICIDS dataset, the
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Table 21: The parameters of ML models for grid search hyperparameter tuning

ML Models Parameters
activation = logistic, tanh, relu*
solver = Ibfgs, sgd*, adam
N 1 Network
(Sli‘;;:m) etwor learning rate = 0.001%, 0.003, 0.01 (for sed and adam)
momentum = 0.5, 0.9% (for sgd)
output layer = cross_entropy
ki 1=1i , poly*, rbf, si id
Support Vector Machine CHnen = Anedl, poly”, THL, SIEMol
(sklearn) gamma = scaled, auto*
c=0.5,1.0*
n=3,5% 11
k-NN weights = uniform, distance*
(sklearn) algorithm = auto*, ball_tree, kd_tree
metric = minkowski*, manhattan
boosting = gdpt*, rf, dart
. learning_rate = 0.01%, 0.05, 0.1
LightGBM -
( I;g htgbm) min_data_in_leaf = 20%*, 50, 100
ghte drop_rate = 0.1, 0.2%, 0.5
data_sample_strategy = bagging, goss*
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Figure 26: Generator’s Loss in InSDN Dataset During Training(x 100 Epochs)
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Figure 27: Critic’s Loss in InSDN Dataset During Training (x 100 Epochs)
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Figure 28: Generator’s Loss in CICIDS 2017 Dataset During Training (x 100 Epochs)
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Figure 29: Critic’s Loss in CICIDS 2017 Dataset During Training (x 100 Epochs)
Table 22: Kolmogorov-Smirnov Test Result
Data K-S D Statistic | P-value
Real InSDN Attack Data vs. Generated Data by WGAN 0.143289 0.262
Real InSDN Attack Data vs. Generated Data by CTGAN 0.442373 0.478
Real IoT-SDN Attack Data vs. Generated Data by WGAN | 0.087309 0.215
Real IoT-SDN Attack Data vs. Generated Data by CTGAN | 0.696785 0.389
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Table 23: Baseline machine learning classifier results for the InNSDN dataset

Accuracy F1-Score

TC | TC | TC | TC | TC | TC | TC | TC

I I 1II v I II I v
NN 098 | 0.11 | 0.68 | 0.12 | 098 | 0.08 | 0.41 | 0.09
k-NN 098 | 0.53 | 047 | 0.22 | 098 | 0.35 | 0.32 | 0.18
LightGBM | 0.99 0 0.41 | 0.13 | 0.99 0 0.29 | 0.10
Test Case I: Only Real test dataset
Test Case II: Only WGAN Generated Attack Data (13,800 instances)
Test Case III: Only CTGAN Generated Attack Data (13,800 instances)
Test Case I'V: Only PGD Generated Attack Data (13,800 instances)

Table 24: Baseline machine learning classifier results for the CICIDS 2017 dataset

Overall Accuracy F1-Score

TC | TC | TC | TC | TC | TC | TC | TC

I I I v I II I v
NN 0.98 0 0.12 | 0.22 | 0.98 0 0.11 | 0.13
k-NN 098 | 023 | 0.54 | 0.19 | 098 | 0.19 | 0.35 | 0.10
LightGBM | 0.99 0 0.45 | 0.08 | 1.0 0 0.31 | 0.08
Test Case I: Only Real test dataset
Test Case II: Only WGAN Generated Attack Data (25,000 instances)
Test Case III: Only CTGAN Generated Attack Data (25,000 instances)
Test Case I'V: Only PGD Generated Attack Data (25,000 instances)

classifiers were vulnerable to adversarial examples. Their overall accuracy decreased to 0% at the
lowest and 54% at the highest. PGD attacks succeeded in decreasing the accuracy of ML classifiers.
Interestingly, LightGBM also suffered from the presence of adversarial examples although it is a state-
of-the-art classifier which typically performs well in intrusion detection. The results are presented in
Table 23| and 24] Thus, we can conclude that GAN based adversarial examples successfully tricked
machine learning classifiers.

7.2 RAIDS model results

To test the RAIDS model, two different settings are defined. The first setting is the RAIDS model
without adversarial training, and the second setting is the RAIDS model with adversarial training.
Also, to measure the success of the autoencoder, using only the autoencoder for RAIDS is tested. The
use of the abbreviation "RAIDS" means RAIDS v2.0.
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Table 25: The RAIDS v2.0 vs. RAIDS v1.0 model using the InSDN dataset

The RAIDS v2.0 Model | The RAIDS v1.0 Model
Overall Fl-Score Overall Fl-Score
Accuracy Accuracy
Only Real Data 0.98 0.98 0.89 0.86
WGAN-based 0.60 0.74 0.61 0.63
Adversarial Examples
CTGAN-based 0.82 0.90 0.65 0.62
Adversarial Examples
PGD Autack 0.39 0.40 0.35 031
Adversarial Examples

Table 26: The RAIDS v2.0 vs. RAIDS v1.0 model using the CICIDS 2017 dataset

The RAIDS v2.0 Model | The RAIDS v1.0 Model
Overall Fl-Score Overall Fl-Score
Accuracy Accuracy
Only Real Data 0.99 1.00 0.90 0.91
WOAN-based 0.99 1.00 0.82 0.77
Adversarial Examples
CTGAN-based 0.69 0.81 0.59 0.60
Adversarial Examples
POD Autack 0.49 0.48 0.29 0.26
Adversarial Examples

7.2.1 RAIDS v1.0 Model Without Adversarial Training

The RAIDS v1.0 model was tested with only real testing data. Then, the model was tested against
WGAN, CTGAN based adversarial examples and PGD attack with the same instance size. When
compared to the RAIDS v2.0 model, the RAIDS v2.0 provided better overall accuracy and F1-score
on InSDN for both GAN based adversarial examples (See Table[25)). When the RAIDS v2.0 was tested
on the CICIDS 2017 dataset, the results showed a similar pattern: RAIDS v2.0 provided better overall
accuracy and F1-score for both GAN-based adversarial examples and PGD attack (See Table [26)).

7.2.2 RAIDS v2.0 Model Without Adversarial Training

Firstly, the RAIDS v2.0 model was tested with only real testing data. Then, the model was tested
against WGAN, CTGAN based adversarial examples and PGD attack with the same instance size.
RAIDS v2.0’s autoencoders validation results are presented Fig. [30|and 31} The feature importance
plots are presented in Fig. [32]and [33] When compared to the baseline ML classifiers, RAIDS v2.0
provided better overall accuracy and Fl-score on InSDN for both GAN based adversarial examples.
Besides, its real data performance was as good as the best classifiers, as shown in Table and better
than the other classifiers. When the model was tested on the CICIDS 2017 dataset, the results showed
a similar pattern: RAIDS v2.0 provided better overall accuracy and Fl-score for both GAN-based
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Figure 31: The Validation Result of Autoencoders-CICIDS 2017

adversarial examples and PGD attack (See Table [28), with a more pronounced improvement over the
best ML classifier.

7.2.3 RAIDS v2.0 Model Only Using Two Autoencoders Without Adversarial Training

To measure the success of the autoencoders, ensemble ML classifier part of the RAIDS v2.0 is re-
moved. The structure of the this model is presented in Fig. [34] Firstly, the model was tested with only
real testing data. Then, the model was tested against WGAN, CTGAN based adversarial examples
and PGD attack with the same instance size. When compared to the original RAIDS v2.0, RAIDS
v2.0 provided slightly better overall accuracy and F1-score on InSDN for both GAN based adversarial
examples. When the model was tested on the CICIDS 2017 dataset, the results was similar. (See Table

[29] and [30)

7.2.4 RAIDS v2.0 Model With Adversarial Training

In order to check whether adversarial training improves the accuracy and F1-score of the model, the
RAIDS v2.0 model is also tested with adversarial data. The model was trained with one GAN’s
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Table 27: RAIDS v2.0 vs. Baseline ML classifiers using the InSDN dataset

The RAIDS v2.0 Model Baseline ML Classifier
Overall Fl-Score Best ML Overall Fl-Score
Accuracy Classifier | Accuarcy
Only Real Data 0.98 0.98 LightGBM 0.99 0.99
WGAN-based 0.60 0.74 K-NN 0.53 0.35
Adversarial Examples
CTGAN-based 0.82 0.90 k-NN 0.68 0.41
Adversarial Examples
PGD Auack 0.39 0.40 K-NN 0.22 0.18
Adversarial Examples

Table 28: RAIDS v2.0 vs. Baseline ML classifiers using the CICIDS 2017 dataset

The RAIDS v2.0 Model Baseline ML Classifier
Overall Fl-Score Best ML Overall Fl-Score
Accuracy Classifier | Accuracy
Only Real Data 0.99 1.00 LightGBM 0.99 1.00
WGAN-based 0.99 1.00 k-NN 0.23 0.19
Adversarial Examples
CTGAN-based 0.69 0.81 k-NN 0.54 0.35
Adversarial Examples
PGD Attack 0.49 0.48 NN 0.22 0.13
Adversarial Examples

Table 29: The RAIDS v2.0 vs. RAIDS v2.0 with only Autoencoders using the InSDN dataset

The RAIDS v2.0 Model | The RAIDS v2.0 with only AE
Overall F1-Score Overall F1-Score
Accuracy Accuracy
Only Real Data 0.98 0.98 0.97 0.97
WGAN-based 0.60 0.74 0.8 0.60
Adversarial Examples
CTGAN-based 0.82 0.90 0.83 0.90
Adversarial Examples
PGD Attack 0.39 0.40 0.39 0.38
Adversarial Examples
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Figure 32: The feature importance plot of InSDN

adversarial examples (e.g. WGAN-based adversarial attack data) and then tested with the other GAN’s
adversarial attack examples (e.g. CTGAN-based adversarial attack data). When we compared the
results for the InSDN dataset, CTGAN-based adversarial training increased the overall accuracy and
F1 score more than WGAN-based training. On the other hand, adversarial training did not make any
significant impact for the RAIDS v2.0 model on the CICIDS dataset, as can be seen in Tables 31]and

32

7.2.5 Cross-Dataset Experiments

To evaluate the RAIDS v2.0 model’s effectiveness with the help of reconstruction error based adver-
sarial attack detection, the RAIDS v2.0 model is trained with one dataset (e.g. InSDN) and tested
with adversarial attacks which are produced by the other dataset (e.g. CICIDS 2017). Both datasets
have some similar feature sets. Using these features, the performance of the RAIDS v2.0 model are
measured. The same instance size is generated from WGAN and CTGAN and used for testing. During

this test, the adversarial training is not implemented.
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Table 30: The RAIDS v2.0 vs. RAIDS v2.0 with only Autoencoders using the CICIDS 2017 dataset

The RAIDS v2.0 Model | The RAIDS v2.0 with only AE
Overall Fl-Score Overall Fl-Score
Accuracy Accuracy
Only Real Data 0.99 1.00 0.99 0.99
WGAN:-based 0.99 1.00 0.98 0.98
Adpversarial Examples
CTGAN-based 0.69 0.81 0.70 0.80
Adversarial Examples
PGD Attack 0.49 0.48 0.48 0.48
Adversarial Examples

Table 31: RAIDS v2.0 results using the InSDN dataset

RAIDS v2.0 Model RAIDS v2.0 Model
with Adversarial without Adversarial
Training Training
A(.1Vf3rsar1al Testing Overall Fl-Score Overall Fl-Score
Training Data Data Accuracy Accuracy
WGAN-base ~ OmY Real 0.98 0.98 0.98 0.98
. Test Data
Adversarial CTGAN-based
Samples ~oase 0.60 0.75 0.59 0.74
Adv. Examples
CTGAN-base ~ On Real 0.97 0.97 0.98 0.98
. Test Data
Adversarial WGAN based
Samples ~oase 1.00 1.00 0.82 0.9
Adyv. Examples

Table 32: RAIDS v2.0 results using the CICIDS 2017 dataset

RAIDS v2.0 Model RAIDS v2.0 Model
with Adversarial without Adversarial
Training Training
Ac}vgsamal Testing Overall Fl-Score Overall Fl-Score
Training Data Data Accuracy Accuracy
WGAN-base oy Real 0.99 1.00 0.99 1.00
. Test Data
Adversarial CTGAN-based
Samples ~ase 0.68 0.81 0.69 0.81
Adv. Examples
CTGAN-base ~ OnDY Real 0.99 1.00 0.99 1.00
. Test Data
Adversarial WGAN-based
Samples “oase 1.00 1.00 0.99 1.00
Adyv. Examples
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Figure 33: The feature importance plot of CICIDS 2017
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Figure 34: The Structure of the RAIDS v2.0 only Autoencoders model

Table [33] presents the performance metrics of the RAIDS v2.0 model trained with InSDN and tested
against adversarial examples generated from the CICIDS 2017 dataset. Table [34] presents the perfor-
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Table 33: The result of RAIDS v2.0 model trained with InSDN dataset

RAIDS v2.0 model k-NN LightGBM
Acc. Fl1-Score Acc. | F1-Score | Acc. | FI1-Score
0.68 0.56 0.44 0.40 0.32 0.28

Table 34: The result of RAIDS v2.0 model trained with CICIDS 2017 dataset

RAIDS v2.0 model k-NN LightGBM
Acc. F1-Score Acc. | F1-Score | Acc. | FI1-Score
0.78 0.75 0.51 0.48 0.28 0.27

mance metrics of the RAIDS v2.0 model trained with CICIDS 2017 and tested against adversarial
examples generated from the InSDN dataset. Without adversarial training, RAIDS v2.0 model pro-
duces better overall accuracy and F1-score than the baseline machine learning model using different
dataset characteristics.

7.3 Testing the Feasibility of the Adversarial Attack

To test the feasibility of an adversarial attack via feature perturbation and the performance of RAIDS
v2.0 in a realistic scenario, Cross-Site Scripting (XSS) attack was chosen. An attacker can use XSS
attacks to inject malicious code into a web application. Both datasets contain XSS attacks in their
PCAP captures.

By using scapy, the original packets are manipulated without modifying the payload(See Fig. [33).
By doing so, features such as flow duration, flags, and forwarded packet per seconds(Related with
transport and network layer) were altered. CICFlowMeter tool extracted the features and same features
sets tested in the research were used. The manipulation settings of the network traffic features and
evaluation results of the RAIDS v2.0 model are presented in Table[35]

PAYLOAD PAYLOAD
Manipulated Transport Layer
R L e Manipulation I:ll > (TCP Segment)
via Scapy tool Manipulated Network Layer
Metwork Layer (IP Packet) (IP Packet)
Data Link Layer (Ethernet Frame) Data Link Layer (Ethernet Frame)

Feature Extraction via
CICFlowMeter

Figure 35: The flowchart of XSS packet generation
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Table 35: The performance of RAIDS v2.0 model (trained with InSDN) in an adversarial attack con-
ducted via traffic feature perturbation

RAIDS v2.0
Detection Rate
Unaltered XSS Packet 96.81%
Flow Duration [0.02 to 0.04]
URG Flags =0
PSH Flags =1 66.23%
Fwd Packet Length Mean = 80
Fwd Pkts/s = 1
Flow Duration [0.04 to 0.06]
URG Flags =0
PSH Flags =1 71.78%
Fwd Packet Length Mean = 80
Fwd Pkts/s =2
Flow Duration [0.04 to 0.06]
URG Flags =1
PSH Flags =1 88.45%
Fwd Packet Length Mean = 100
Fwd Pkts/s = 6
Flow Duration [0.1 to 0.11]
URG Flags =0
PSH Flags =1 94.56%
Fwd Packet Length Mean = 200
Fwd Pkts/s = 10

Packet Manipulation Settings

SYN, FIN and ACK flags are specific flags used for the three-way handshake for establishing a TCP
connection and the two-way handshake for finishing the connection. For this reason, other flags such as
URG(indicates that the packet should be processed immediately by the TCP stack) and PSH (indicates
that incoming data should be passed on directly to the application layer) are more viable options
for manipulation. If a ML based IDS checks these flags to detect attack, it will be meaningful to
manipulate these features. Also while using scapy, we can optimize the flow duration of a connection,
and fragment a packet to adjust the forwarded packet per second and the length of the packet in each
flow. According to the results presented in Table 35| and [36] flow duration and fwd packet length are
the best options for the attacker to evade the IDS model during an XSS attack.

7.4 Comparison with Other Models

Table 37| presents a comparison of the RAIDS v2.0 model vs. other state-of-the-art AML models and
their performance. When we compared the RAIDS v2.0 model against them, the RAIDS v2.0 has
achieved fairly considerable accuracy improvements. Also, some of the previous research used obso-
lete datasets to measure their defense mechanism’s success. Our proposed approach for the detection
of adversarial examples is more successful than the adversarial training approach in terms of both
accuracy and F1-score improvements.
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Table 36: The performance of RAIDS v2.0 model (trained with InSDN) in an adversarial attack con-
ducted via traffic feature perturbation

. . . RAIDS v2.0
Packet Manipulation Settings Detection Rate
Unaltered Link Flooding Attack 82.11%
Flow Duration [0.01 - 0.015]
Fwd Packet Length Mean = 60 79.14%

Fwd Pckts/s = 10

Flow Duration [0.015 - 0.020]
Fwd Packet Length Mean = 200 67.15%
Fwd Pckts/s = 100

Flow Duration [0.005 - 0.01]
Fwd Packet Length Mean = 60 56.14%
Fwd Pckts/s = 1000

Table 37: RAIDS v2.0 model vs. Other state-of-the-art models

Model Defense Type Attack Type Dataset Metrics (M) & Improvement (I)
82%Accuracy (M), 90%f1-Score (M)
RAIDS v2.0 Reconstruction Error GAN, PGD InSDN Average 37% (Accuracy) (I)

Average 107% (F1-Score) (I)
99%Accuracy (M), 1.00%f1-Score (M)
RAIDS v2.0 Reconstruction Error GAN, PGD CICIDS 2017 | Average 59% (Accuracy) (I)
Average 129% (F1-Score) (I)

Reconstruction from

. R Adversarial Training Hashemi CICIDS 2017 | 49% (Detection) (I)
Partial Observation (RePO) [91]
15.90% (A I
Deep Neural Network [02] Adversarial Training | CW cics 2017 | 13:90% (Accuracy) (D
22.32 % (F1-Score) (I)
FGM, FSGM F 11.90% to 100% (A si
AIDTF [93] Adversarial Training GM, FSGM, NSL-KDD rom 11.90% to 100% (Accuracy using
JSMA, PGD Logistic Regression) (I)
TAD [94] Transfer learning-based | FSGM, DeepFool, | NSL-KDD 74.50 % Adversarial training(Accuracy)-(M)
adversarial detector PGD CICIDS 2017 | 83.67 % TAD(Accuracy-(M)
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Table 38: Comparison of the computation times of models

Model Training time (s)
RAIDS v2.0 (CICIDS 2017) 138
RAIDS v2.0 (InSDN) 217
Al-Qatf et al.[93] 673
Wang et al.[96]] 1075
Naveed et al [97]] 138

Table[38|shows the training time of the RAIDS v2.0 model compared with other deep learning models.
We can see that RAIDS v2.0 does not need longer training time compared to alternative models from
the literature. In fact, there are mitigating factors reducing the complexity and running time of RAIDS
v2.0: In stage-1, both autoencoders and ML classifiers are trained simultaneously (in parallel). Also,
in stage-2, only LightGBM is trained.

7.5 Discussion

The evaluation showed that baseline machine learning classifiers used in intrusion detection are suscep-
tible to adversarial examples. The attackers usually do not know IDS model parameters and structure.
For this reason, they try to manipulate network data characteristics such as statistical features. The
approach to perturbing network data is different from adversarial attacks in the image domain. The
reason is that image data use the same scales and all data are continuous. On the other hand, network
data consists of different types of features and these have different scales.

Feature-level attacks are a common way to generate adversarial examples in image detection, but they
are unpractical for the network data. Data produced through FLAs are constrained within a norm.
However, network data features may need to differ from this constrained norm. For instance, when a
network traffic snapshot has a high number of bytes, number of packets sent should also be high. For
this reason, feature-level attacks are not practical for network data.

To generate more realistic and applicable adversarial examples, two different GANs, namely CTGAN
and WGAN were used. I observed that the generator part of these can create adversarial examples
effectively. The overall accuracy of state-of-the-art ML classifiers such as LightGBM decreases to as
low as 0% from 100% when faced with GAN-based adversarial examples. We can conclude that GAN-
based adversarial examples are one of the easiest paths for generating effective adversarial examples.
Also, PGD attack decreases the accuracy and F1-Score of classifiers. Furthermore, K-NN proved to
be the more robust ML classifier against adversarial attacks in our test environment.

The histogram plot of some features from the generated adversarial examples are presented in Figure
B6l The generated adversarial examples have similar statistical properties compared to real attack
data but they can easily fool an IDS. An attacker can easily use network data crafting tools such as
scapy to conduct an adversarial attack with the help of generative feature-level attacks, especially using
statistical features.

According to our experiments, autoencoder reconstruction error is the best advantage against adver-
sarial examples. Because normal data and attack data have special latent features and when an au-
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Figure 36: The histogram plot of real attack data vs. CTGAN generated adversarial attack using
CICIDS 2017

toencoder learns these latent features, they can easily detect different instances. According to the
confusion matrices in Tables [39] and while working on the adversarial test case, the RAIDS v2.0
model keeps the precision metric the same as the "Only Real Data" case. In the worst-case scenario,
RAIDS v2.0 provided 13.2% better overall accuracy compared to the best ML classifier’s overall accu-
racy. RAIDS v2.0 achieved a bigger improvement in F1-scores over baseline ML classifiers. Another
important point is that when RAIDS v2.0 was tested on the InSDN dataset, performance improvement
was lower than that on the CICIDS dataset. The reason for this may be that the InSDN dataset fea-
tures cannot provide better latent features for autoencoders. While the overall accuracy of RAIDS v2.0
against CTGAN-based adversarial examples was better than WGAN-based adversarial examples using
InSDN, the situation is the opposite on CICIDS 2017. When the test is conducted for feasibility of the
adversarial attack, the statistical features of the network flow are easily manipulated by the attacker
to conduct an adversarial attack. Finally, contrary to findings in the literature pointing to adversarial
training as the best countermeasure against adversarial examples [98]], our experiments showed that
adversarial training did not matter, possibly due to dataset characteristics.
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Table 39: RAIDS v2.0 model confusion matrix for InSDN

Predicted Predicted
Benign | Attack Benign | Attack
Actual Benign | 13312 488 Benign | 13312 488
Attack 92 13708 Attack | 2690 | 24910
(a) (b)

(a) Real Testing Data (Overall Accuracy = 97.90%)
(b) Real Testing Data with WGAN based Adversarial Samples-
13,800 instances (Overall Accuracy = 92.32% )

Table 40: RAIDS v2.0 model confusion matrix for CICIDS 2017

Predicted Predicted
Benign | Attack Benign | Attack
Actual Benign | 67940 253 Benign | 67940 253
Attack 288 16442 Attack | 8094 | 33636
() (b)

(a) Real Testing Data (Overall Accuracy = 99.36%)
(b) Real Testing Data with CTGAN based Adversarial Samples-
25,000 instances (Overall Accuracy = 92.40% )
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CHAPTER 8

CONCLUSION

8.1 Conclusion

In this thesis, a novel robust IDS model called RAIDS, which uses the reconstruction error of two au-
toencoders, along with the classification results of an ensemble of ML classifiers, to train a LightGBM
classifier tasked with categorizing traffic data as attack or benign is introduced.

The evolving surface of cyber attacks necessitates a comprehensive approach to network security. The
intrusion detection and prevention systems (IDS/IPS) play an important role in identifying possible
threats, trying to prevent them, and alerting them to security administrators. For this reason, IDS is an
important part of network security and it can be used heavily in the network security domain.

To detect zero-day attacks and prevent any malicious attempt targeting the network, anomaly-based
IDS is an appropriate choice for security administrators. It has the ability to detect novel attacks.
Machine learning algorithms, both supervised and unsupervised, are used in developing IDS by re-
searchers. If it is used with other security devices/software such as firewalls in a defense-in-depth
manner, the protection of the network can be assured.

Despite achievements made by machine learning algorithms (especially in deep learning), the models
are easily tricked by modified input data. Adversarial attacks target ML-based IDS model. In many
cases, modified data is nearly similar to the original data, but slight perturbation on these data heavily
deteriorates machine learning algorithms’ accuracy. Only one feature manipulation by an attacker can
lead to some misclassification. For this reason, adversarial attacks target machine learning models
severely.

Using gradient-based, optimization-based, and search-based attack methods, any attacker easily create
adversarial examples. Besides, generative models, especially generative adversarial networks, can
create adversarial examples, too. Whereas the creation of the adversarial examples is easy, testing the
IDS model with these examples is not an easy task.

Adversarial training is the preferable approach against adversarial attacks, especially in the image
detection task, however, this can not be the suitable approach for the network domain due to the
volume, scale, and velocity of the network flow data. Simply, the network data has a different scale and
the attack surface is much larger than the image detection domain. The adversarial attacks are generally
dependent on the input data types. Because images have the same scale (0 to 255) implementing
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feature-level attacks and generative feature-level attack is meaningful. However, the network data is
different than this characteristic.

Using an autoencoder’s reconstruction error as a defensive approach against adversarial attacks is the
novelty of this thesis. If a generative model can understand data distribution and specification of the
network data, any deviation from this basis can produce a higher reconstruction error value. This is
the key for this research.

Firstly, by using generative adversarial networks, more realistic adversarial examples were created and
tested against baseline machine learning classifiers. WGAN and CTGAN were chosen for adversarial
attack generation algorithms. These are called generative feature-level adversarial attacks. Projected
gradient descent was chosen as a feature-level attack algorithm. Attack results show that machine
learning classifiers are indeed susceptible to adversarial attacks. This result is similar to the literature.
Besides, CTGAN can generate more examples which are difficult to detect.

Secondly, in order to achieve adversarial robustness, we tried a different approach compared to the
literature. Our approach is based on autoencoders: an autoencoder can measure the difference between
input and output, and two trained autoencoders can measure normal vs. others, and attack vs. others.
Using these measurements, the RAIDS model was developed and tested against adversarial attacks
using captured data and a software-defined network environment. Results are promising, even more
so thanks to the model not needing adversarial training, which is a hard task due to the attack domain.
The cross-dataset experiment also shows that reconstruction error is a more feasible and alternative
approach against adversarial attacks. The classification results of an ensemble of ML classifiers also
provide valuable feedback for the second layer LightGBM classifier.

Implementing adversarial attacks in a real-time network environment is not an easy task for attack-
ers due to the protocol’s header structure and well-defined network protocols. However, it is not an
impossible task. Any machine/deep learning researcher should be aware of the adversarial attacks
against his/her model. The security of the model should always be considered. To test RAIDS against
adversarial attacks, an SDN environment is created and the results show that the autoencoder’s recon-
struction error provides valuable feedback for detecting adversarial examples. One important point is
that projected gradient descent (PGD) based adversarial examples are not feasible due to the compati-
bility of the generated data with the TCP/IP protocol. PGD is a more powerful adversarial attack type
but it is not usable in a real-time network environment.

8.2 Future Work

New network technologies bring new threats to the network environment. Software defined networks
are becoming popular, and new applications and protocols are emerging in information technology.
Software defined network provides cost-effectiveness, resource management, and easy management
of the devices, however, it has specific attack surfaces for attackers. The complexity of the SDN
protocol, the configuration schema of the controller, and the volume of the ingress data make network
protection difficult. The new IDS proposal and dataset should consider these phenomena.

Adversarial attacks will affect ML classification tasks and target deep learning models excessively.
New attack types will appear in the near future. One important point for the network domain is the
applicability of adversarial attacks. The projected gradient descent attack is decreasing the IDS model
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accuracy heavily but the applicability of this attack in real-time network environment is questionable.
Because the network protocol has strict rules and any violation of the rules invalidates the adversarial
attack. However, the creation of the adversarial examples requires high computational and time costs.
Future investigation will focus on reducing these costs and the transferability of attacks across different
datasets and models.

The security of the machine learning model and robustness of the adversarial attacks should be re-
searched in the future. A quantitative framework can measure the security of the ML model and
explain the weakness of the machine/deep learning model. Any standardization for the security of the
machine learning model can address adversarial attacks.
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APPENDIX A

INSDN SOME FEATURES’ HISTOGRAM PLOT
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Figure 37: InSDN 2017 Some Features’ Histogram
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Figure 38: InSDN 2017 Some Features’ Histogram
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APPENDIX B

CICIDS 2017 SOME FEATURES’ HISTOGRAM
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Figure 39: CICIDS 2017 Some Features’ Histogram
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