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ABSTRACT

EFFICIENCY ANALYSIS OF METAL MARKETS

KARA, Alper
Ph.D., The Department of Economics
Supervisor: Prof. Dr. Giil ipek TUNC
Co-supervisor: Assoc. Prof. Dr. Dilem YILDIRIM KASAP

May 2024, 145 pages

This study analyzes the weak-form efficiency of global metal markets. We focus on
both spot metal markets and three-month futures metal markets. To investigate the
efficiency of spot metal markets, we examine the producer price index adjusted
nominal prices of six base metals (copper, lead, aluminum, nickel, zinc, and tin) and
three precious metals (gold, silver, and platinum). In the second chapter, we present a
descriptive analysis, price dynamics, and an efficiency discussion about these metals.
We apply two stationarity tests to quarterly data in the third chapter. One allows two
sharp structural breaks while the other incorporates smooth breaks to the testing
framework. Compared with the latter, the stationarity test with two sharp structural
breaks captures the turning points better. A possible reason for such a result is the
relative poor performance of the smooth break stationarity test in identifying the
magnitude and timing of the sharp structural breaks. Except for gold and silver, we
present evidence against the efficient market hypothesis with stationarity null
accepted for almost all of the specifications considered in this study. Following the
analysis of spot metal market efficiency, we concentrate on the futures market

efficiency of the same six base metals in the London Metal Exchange in the fourth



chapter. Our preliminary results indicate nonstationarity and no cointegration
between futures and prompt prices for all six base metals. Therefore, we apply basis
and forecast error-based regression approaches to analyze market efficiency. We

present evidence against efficiency only for lead and zinc markets.

Keywords: Metals; Structural changes; Market efficiency; Stationarity tests; Futures
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METAL PIYASALARININ VERIMLILIK ANALIZI

KARA, Alper
Doktora, Iktisat Boliimii
Tez Yoneticisi: Prof. Dr. Giil Ipek TUNC
Ortak Tez Yoneticisi: Dog. Dr. Dilem YILDIRIM KASAP

Mayis 2024, 145 sayfa

Bu caligma, kiiresel metal piyasalarinin zayif formda verimliligi analiz edilmektedir.
Hem spot hem de {i¢ ay vadeli islem metal piyasalarina odaklanilmaktadir. Spot
metal piyasalarin verimliligini analiz etmek i¢in iiretici fiyat endeksine gore
diizeltilmis alt1 ana metal (bakir, kursun, aliminyum, nikel, ¢inko ve kalay) ve ii¢
kiymetli metalin (altn, giimiis ve platinyum) nominal fiyatlar1 incelenmistir. Ikinci
bolimde soz konusu metallere iliskin tanimlayici bir analiz, fiyat dinamikleri ve
verimlilik iizerine bir tartisma sunuyoruz. Ugiincii bliimde ¢eyreklik veriye iki adet
duraganlik testi uygulanmigtir. Bir test iki keskin yapisal kirilmaya izin verirken
diger test kademeli kirilmalar1 sinama gergevesine dahil etmektedir. Sonraki teste
kiyasla iki keskin yapisal kirilmali test verideki doniim noktalarimi daha iyi
yakalamaktadir. BOyle bir sonucun olast sebebi kademeli kirilmali duraganlik
testinin keskin yapisal kirilmalarin biiyliklik ve zamanini belirlemedeki goérece
diisiik performansidir. Altin ve glimiis disinda neredeyse tiim spesifikasyonlarda
duraganlik sifir hipotezinin kabul edilmesi suretiyle etkin piyasalar hipotezine karsi
kanit sunmaktayiz. Spot metal piyasalari verimlilik analiz sonrasinda dordiincii
boliimde ayni alt1 ana metalin Londra Metal Borsasindaki vadeli islem piyasalarinin

etkinligine odaklandik. On hazirlik sonuglarimiz ana metal fiyatlarinin hepsinin

Vi



duragan olmadig1 ve vadeli islem ile vadedeki fiyat arasinda esgiidiim bulunmadigina
isaret etmektedir. Bu yilizden bir varligin gelecek fiyati ile cari fiyat1 arasindaki fark
ve kestirim hatast temelli regresyon yaklasimlarimi kullandik. Sadece kursun ve

cinko piyasalari haricinde verimlilige kars1 kanit sunuyoruz.

Anahtar Kelimeler: Metaller; Yapisal Kirilmalar; Piyasa Verimliligi; Duraganlik

Testleri; Vadeli Islemler
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CHAPTER 1

INTRODUCTION

Metals are exhaustible or non-renewable commodities. As the classification suggests,
their supply is limited in the Earth’s crust. Moreover, they are storable and do not
disappear by a single use. The metals can be divided into two main categories. These
categories are ferrous and nonferrous metals. Ferrous metals typically contain iron.
On the other hand, nonferrous metals do not contain iron. We focus on non-ferrous
metals. In particular, we concentrate on six base metals, namely copper, lead,
aluminum, nickel, zinc, and tin, and three precious metals, namely gold, silver, and

platinum.

Based on their characteristics, metals are utilized for industrial and financial
purposes. Due to their relative abundance and favorable technical properties, base
metals are inputs in industrial production. For instance, copper is the best conductor
of heat and electricity among base metals. This characteristic is why it is used in
electrical and general engineering sectors. Another example would be aluminum.
Aluminum is a lightweight metallic element. This lightweight characteristic
encourages its consumption in the transportation industry. Although precious metals
have some favorable technical properties, the investment motive generally plays a
vital role in shaping the demand for precious metals. Aside from investment motive,
safe haven or hedge role, store of value, and specie function typically contribute to
the demand. Gold is the typical representative of precious metals. Jewelry production

and retail investment compose the majority of the global gold market.

Due to the importance of metals in the macroeconomic framework, the investigation
of price dynamics deserves particular emphasis. There has been a great effort to
explain the price dynamics of metals. Hotelling’s Rule (Hotelling, 1931:141) argues
that the net market price, which is defined as the market price net of the marginal
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cost of extracting it, should grow at the fixed interest rate under the assumption of
free competition. On the other hand, the Prebisch and Singer Hypothesis (Prebisch
(1950) and Singer (1950)) states that relative commodity prices, in other words,
prices deflated by some type of producer price index, fall. This downward trend is
commonly attributed to greater income elasticity demand for manufactured goods
than natural resources. However, these are relatively early studies and focus on the
expected trend. The price dynamics of metals have drawn more attention than the
expected trend in recent studies. Recent studies support the argument that
fundamental factors such as supply and demand shocks, either in the short-run or
long-run, macroeconomic factors, and uncertainties regarding the demand and supply
affect metal prices. Since metals are storable commodities, the level of the
inventories has an either intensifying or moderating role on the effects of shocks.
High level of metal inventories moderates the impact of shocks on prices (Carter et
al., 2011), while low inventories intensify the impact, especially for base metals. In
the case of precious metals, the inventory levels are not critical due to their scarcity,

investment asset role, and low storage costs relative to their price.

Analyzing price behavior conveys significant information about the efficiency of the
relevant resource markets. In essence, the price should reflect the efficiency structure
of the market. There are three types of market efficiency, namely weak-form, semi-
strong, and strong-form market efficiency. While the price in a strong form efficient
market reflects all, either public or non-public, information, the price in a semi-
strong form efficient market reflects all available public information. The price in a
weak-form efficient market reflects only past prices. Econometrically, if the price
series is integrated of order one, the relevant market can be claimed to be weak-form
efficient. On the other hand, if it is reported to be stationary, the market can not be
stated as a weak form efficient market. Shocks to prices are not short-lived in a
weak-form efficient market. Therefore, returns can not be predicted. This condition
implies that an investor can not earn abnormal profit by just analyzing the historical
prices or implementing technical analysis. Moreover, there is a lack of market forces
that equilibrate the market in the long run. However, if a market can not be claimed
to be weak-form efficient, prices do not fully reflect past price information in the

market. Therefore, incorporating any important nonpublic information may result in
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excessive profit. Furthermore, shocks to prices are short-lived, implying that there
are market forces that bring the market into equilibrium and returns are predictable.

It is worth noting that this argument is for spot market efficiency.

Knowledge of the stochastic properties of non-renewable resource prices is not only
critical for the evaluation of the efficient market hypothesis, but it is also crucial for
forecasting and forming firms’ long and short-term investment decisions and
diversification strategies. The literature on the market efficiency of non-renewable
resources is relatively thin. When examining the literature for the market efficiency
of non-renewable resources, it appears that empirical evidence of earlier studies
reveals non-stationary prices and therefore supports the efficient market hypothesis
based on conventional augmented Dickey-Fuller (1979) (ADF) and Phillips and
Perron (1988) (PP) tests. Recent studies (e.g., Presno et al., 2014) have attributed the
nonstationarity finding of the earlier studies to the low power of traditional unit root
tests in the presence of structural breaks. Since the seminal paper of Perron (1989),
academia has acknowledged that the conventional unit root tests are biased towards
falsely accepting the null hypothesis of a unit root when the time series is stationary
around a break. However, a procedure that incorporates an exogenous break, as
suggested by Perron (1989), may suffer from a pre-test bias. This argument
motivates the application of test methods in which breaks are endogenously
determined. In empirical work, results support the evidence that prices of the
majority of commodities are stationary when the test includes endogenously
determined breaks (e.g., Lee et al. (2006) and Presno et al. (2014)).

A futures contract is a standardized contract to buy or sell a particular asset of a
predetermined quantity to be delivered at a specified future date. Regardless of the
specific asset of the futures contract, e.g., a commodity or foreign currency, futures
contracts furnish market participants with some understanding of future spot prices,
i.e., price discovery function, and enable short/long hedgers to pass on their risk to
speculators, i.e., risk transfer or hedge function. These features attract many

researchers to study the efficiency of futures markets.

Analyzing futures market efficiency has been an important research subject since
efficient markets do not allow profitable trading strategies between futures and spot
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markets. There are essential repercussions of futures market efficiency on hedgers,
speculators, arbitrageurs, and regulators. In an inefficient futures market, hedgers can
not hinge upon the risk transfer role of futures contracts. Therefore, they will be
unwilling to buy/sell a futures contract. Thus, they forego lower transactions, faster
execution of transactions, and short-selling opportunities in the futures market. Since
a speculator is an economic agent who takes the risk of the hedger in exchange for a
premium in a futures market, and the hedger is less likely to participate in an
inefficient futures market, speculation activity also will fall. However, arbitrageurs
will transact to earn riskless profits in an inefficient futures market. The return
motive for a speculator and an arbitrageur is different. The speculator seeks a return
in exchange for the hedger’s risk. The arbitrageur takes simultancous market
positions to earn profits without taking any risk. Even though regulators do not take
any positions in futures or spot markets, they should intervene in the markets with

regulations.

The empirical investigation of futures metal market efficiency differs from the spot
metal market efficiency. The metal futures market efficiency is commonly inspected
by implementing methodologies using both spot and futures metal prices to argue
whether futures price is an unbiased predictor of future spot price. The investigation
method varies based on the existence of a unit root or cointegration, provided that

both futures and prompt prices are non-stationary.

Some studies (Chowdhury (1991), Moore and Cullen (1995), Reichsfeld and Rauche
(2011), Arouri et al. (2011, 2013), Cagli et al. (2019), and Kuruppuarachchi et al.
(2019)) use cointegration methodologies due to the existence of a cointegrating
vector. Moore and Cullen (1995), Reichsfeld and Rauche (2011), Cagli et al. (2019),
and Kuruppuarachchi et al. (2019) report the efficiency of base metal futures markets
subject to their research. On the other hand, the estimation of regressions in which
metal’s futures and prompt price are used directly or indirectly in a single equation.
Based on these single equation estimations, Otto (2011), Chinn and Coibion (2014),
and Park and Lim (2018) point out the inefficiency of London Metal Exchange
(LME) futures markets, while Canarella and Pollard (1986) report the efficiency of
LME for copper, lead, tin, and zinc futures markets.
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In our study, we focus on the weak-form efficiency of both spot metal markets and
three-month futures metal markets. In analyzing spot metal markets, we aim to
investigate whether quarterly real prices of copper, lead, tin, nickel, zinc, aluminum,
gold, platinum, and silver can be characterized by the efficient market hypothesis or
not throughout 1980Q1 and 2017Q1. Following the existing literature, real metal
prices are selected to eliminate the potential cyclicality of the exchange rate.
Methodologically, unlike most existing studies, we utilize two different stationarity
tests, which are modified versions of the conventional KPSS (Kwiatkowski et al.,
1992) test. Given that tests with the null of a unit root have low power with
stationary but persistent data and cannot reject the null hypothesis of nonstationarity
unless there is powerful evidence against it, the market efficiency can be more
naturally tested under the null of stationarity, as in Presno et al. (2014). Moreover,
following the proposal of Lee et al. (2006) that structural breaks and trends are
essential considerations for analyzing stochastic properties of non-renewable natural
resource prices, we adopt two different tests to incorporate gradual breaks and to
identify sharp breaks in the price series. Given that misspecification of the functional
form of the breaks could be as problematic as ignoring the breaks, we consider both

smooth and instant breaks.

Following the analysis, we commence with the investigation of the futures markets
of six base metals. In our study, we focus on the same six base metals (copper, lead,
nickel, zinc, tin, and aluminum) non-overlapping price data to make inferences about
the weak-form efficiency of related LME futures markets between the period January
1990 and April 2020. We follow the standard approach in the literature and apply
ADF and PP tests. Moreover, the standard KPSS test with the Sul et al. (2005) (SPC)
prewhitening procedure to make the test consistent is also applied. Then, we employ
the autoregressive distributed lag (ARDL) bounds test of Pesaran et al. (2001),
designed to investigate a cointegrating relationship between futures and spot prices.
This testing procedure is robust to the integration of order and has some superior
features in comparison with Engle and Granger (1987), Johansen (1988), and
Johansen and Juselius (1990). Other than its robustness to the integration of order,
this procedure does not mandate a large sample for validity, unlike the Johansen

cointegration techniques. Furthermore, varying optimal autoregressive orders are
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allowed for each series in this method. Finally, based on test results, we commence

with the examination of futures market efficiency.

The organization of the dissertation is as follows. In the following chapter, we
provide details about the demand, supply, and price dynamics of metals and a simple
efficiency discussion. Later, we present our analysis regarding the weak form
efficiency of spot metal markets. In the fourth chapter, we examine the weak form

efficiency of three-month futures metal markets. We end with a brief conclusion.



CHAPTER 2

A CLOSER LOOK AT THE BASE AND PRECIOUS METALS

The second chapter of the thesis aims to present detailed information regarding the
main descriptive properties of both base and precious metals, metal price dynamics,
and market efficiency, which is investigated by analyzing prices. Base metals are
mostly used as industrial inputs for further production or construction rather than
investment purposes. Like base metals, precious metals, which are also classified as
non-ferrous (i.e., not containing iron) metals, have some industrial usage, for
instance, platinum or palladium for autocatalysts. However, industrial usage is
limited primarily due to the relatively scarce nature of the precious metals and,

therefore, higher prices.

Due to its importance for industrial production, both price indices and individual
metal prices have been analyzed empirically in the literature. It has been well
documented that real metal prices, particularly base metal prices, are mainly affected
by macroeconomic fundamentals such as industrial production, real interest rates,
and real exchange rates. In the case of precious metals, due to their limited industrial
use, especially gold, industrial production does not seem to be an influential direct
factor as much as base metals. However, interest rates and exchange rates should still
be emphasized due to the precious metals’ financial investment role. There exists
strong evidence underlining the nexus between precious metal prices and oil prices,

inflation, or risk appetite/economic uncertainty.

Analyzing the price behavior conveys significant information about the efficiency of
the relevant resource markets. There are three types of market efficiency, namely
weak-form, semi-strong, and strong-form market efficiency. The fundamental
distinction between these types is due to the information set available. While the
price in a strong form efficient market reflects all, either public or non-public,
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information, the price in a semi-strong form efficient market reflects all available
public information. The price in a weak-form efficient market reflects only past
prices. Econometrically, if the price series is integrated of order one, the relevant
market can be claimed to be weak-form efficient. On the other hand, if it is reported

to be stationary, the market can not be stated as a weak-form efficient market.

Early studies focus on other relatively simple methodologies to infer whether metal
markets are efficient or not. Some of these methodologies are such as runs,
autocorrelation, variance ratio tests, etc. Just like stationarity analysis, a runs test or a
variance ratio test suggests serial dependence or predictability of a price or return
series. In simple terms, serial dependence violates the efficiency of the relevant
market. Furthermore, these tests have more limitations compared to stationary
analysis. For instance, a runs test considers only the sign of deviation from the mean
but not the magnitude. Unlike stationary or unit root tests, other tests mainly did not
evolve in a way that included the possibility of structural changes such as smooth or

sharp breaks.

The remainder of the chapter is organized as follows. The first section presents a
descriptive analysis of some selected metals. The second section elaborates on the
price dynamics of the metals. The penultimate section discusses the efficiency

concepts. The last section concludes.

2.1. Descriptive Analysis of Selected Metals

Generally, unlike agricultural commodities, metals are classified as exhaustible or
non-renewable commodities. Like any non-renewable resource, finite stocks of
metals are present in the Earth’s crust. Moreover, on the contrary to fuel or energy
commodities (e.g., oil, natural gas), they do not perish by a single use. In terms of
storability, in contrast to commodities such as electricity, metals are storable
commodities. There is a pronounced discrepancy between labor and capital
manufactured by labor and non-renewable resources such as metals. This
discrepancy originates from the limited supply of all metals existing in the Earth’s

crust (Slade et al., 1993). This limited supply, storability, and technological
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advancements motivate the recycling or secondary production of metals, which saves
energy compared to primary production or ore production.

It is common to divide metals into two groups, namely ferrous and non-ferrous
metals. A typical ferrous metal (e.g., steel, cast iron) contains iron. Ferrous metals
are quite abundant relative to non-ferrous metals. Expectedly, a generic non-ferrous
metal does not contain iron. Moreover, non-ferrous metals can be categorized into
three sub-groups, namely base metals (copper, lead, zinc, tin, nickel, aluminum),
precious metals (gold, silver, platinum, palladium), and noble metals (gold, silver,
osmium, iridium, rhodium). A distinctive feature of noble metals is their resistance to
oxidation. On the other hand, base metals are relatively inexpensive and mostly used
for industrial purposes. A typical precious metal has a much higher price due to its
relative scarcity. Furthermore, those metals have investment, hedge, and safe haven
functions in addition to limited industrial purposes. Although all metals’ price
dynamics merit detailed study, we restrain our descriptive analysis to base metals,
namely copper, lead, zinc, tin, nickel, aluminum, and some precious metals, gold,

silver, and platinum, which are covered in the study.
2.1.1. Base Metals

Base metals, classified as non-ferrous metals, are mostly used as industrial inputs for
further production rather than investment purposes. Some of these industrial
purposes may be listed as construction, electrical equipment, and transportation
vehicles (e.g., automobiles, airplanes, spaceships). The industrial use of a metal is
highly dependent on the special features of that metal. Distinctive technical
properties of a base metal have an important role in determining the industrial input
function of that particular metal, which in turn affects the demand for the metal.
Table 2.1 illustrates the three largest consumption sectors for six base metals based
on their consumption shares as of 2008. The information regarding the content of
Table 2.1 is obtained from Cuddington and Jerrett (2008:559). Except for aluminum
and tin, the largest end-use consumption sectors can be argued to be unique to that
base metal and quite concentrated. From an industrial perspective, one metal may be
a complement or substitute for another metal to some extent. However, none of these

base metals seem to overlap any other in significant amounts.
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Base metals have experienced major changes in terms of supply shares after the mid-
2000s due to China’s fast-growth economic model. Particularly, China has constantly
increased both its mine and smelter/ refinery production share of lead, zinc, and tin,
especially after the 2000s, and has become the major producer. On the other hand,
for nickel, aluminum, and copper, the same development has occurred only for
smelter/refinery production. Moreover, China can be labeled as the leading consumer
country for all of these base metals. As a result of its consumer role, while metal
imports constituted 11 percent of China’s merchandise imports, metal exports formed
only 1.2 percent of merchandise exports as of 2018. Thus, the fast growth model of
China justifies its significant dominance in both demand and supply for base metals

to a great extent.

Table 2. 1. The Three Largest Consumption Sectors of Base Metals

Base Metal Sectors
Copper Building (48%), Electrical (17%), and General Engineering (16%)
Lead Batteries (71%), Pigments (12%), and Rolled Products (7%)
Aluminum Transportation (26%), Packaging (22%), and Construction (22%)

Zinc Galvanizing (47%), Brasse and Bronze (19%), and Zinc Alloying (14%)

Tin Solders (32%), Tin Plate (27%), and Other (17%)

Nickel Stainless Steel (65%), Nonferrous Alloys (12%), and Other Alloys (10%)

2.1.1.1. Copper

Copper has been utilized in various uses due to its advantageous features. Some of
these features can be listed as being the best conductor of heat and electricity among
base metals, antimicrobial, ductility, malleability, and resistance to corrosion. These
properties provide an extensive commercial ability to the metal such as automobiles,
construction, heat exchangers, electronic products, consumer products, industrial
machinery and equipment, transportation equipment, etc. As a result, copper ranks
third after iron and aluminum in terms of industrial usage (U.S. Geological Survey,
2013:45).
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Specifically, a quite large portion of produced copper is demanded by electrical
industries while copper alloys constitute the remaining part (Encyclopaedia
Britannica, 2019a). Furthermore, environmental regulations like reducing carbon
emissions also contributed to the consumption of copper in the automobile industry,
namely in electrical vehicle production (International Copper Study Group hereafter
ICSG, 2019). Copper production can be investigated in three phases: mine
production, smelter production, and refined metal production. In terms of mine
production, there has been a regional shift from North America to Latin America,
namely Chile and Peru, depicted in Figure 2.1 and Figure 2.2. On the other hand,
Asia, mostly China, has dominance both in smelting and refined copper production
after the 2000s (Figure 2.3, 2.4, and 2.5) based on the data from ICSG.
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Figure 2. 1. Copper Mine Production by Region

Chile

Peru

China
lUnited States
Congo
Australia
Zambia
russian fed.
Mexico
Kazakhstan
Indonesia
Canada
Poland
Brazil

Iran
Mongolia
Spain
Myanmar
Laos
Bulgaria

0 1,000 2,000 3,000 4,000 5,000 6,000

Figure 2. 2. Copper Mine Production by Country as of 2018 (Thousand Metric
Tonne)
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Figure 2. 3. Copper Smelter Production by Region (Thousand Metric Tonne)
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Figure 2. 4. Copper Smelter Production by Country: Top 20 Countries in 2018
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Figure 2. 5. Refined Copper Production by Region (Thousand Metric Tonne)
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2.1.1.2. Lead

Similar to copper, lead is also a malleable, ductile, and corosion-resistant non-ferrous
metal. However, this dense metal is a poor conductor of electricity. The production
of storage batteries has the lion’s share of lead consumption. These storage batteries
include vehicle (either electrical or conventional) batteries and emergency power
supply batteries. Moreover, its ability to absorb electromagnetic radiation of short
wavelengths promotes the usage of the metal as a protective shield around nuclear
reactors, particle accelerators, X-ray equipment, and containers used for transporting
and storing radioactive materials (Encyclopaedia Britannica, 2019b). These usage
areas are mostly related to its feature of being dense. According to the International
Lead and Zinc Study Group (ILZSG), the average end use of lead for the last five

years is highly concentrated (about 80 percent) on batteries (Figure 2.6).
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Figure 2. 6. Average End Use of Lead Over Last Five Years

Global mine production experienced a shift after the early 2000s, which was spurred
by China, as displayed in Figure 2.7 from the data obtained from the United States
Geological Survey (USGS). This is due to the fast growth model of China, depending
on the metal-intensive industries. On the other hand, production gradually decreases
as a result of China’s new smart growth model. This smart growth model entails
shifting from energy-intensive and high-polluting industries to high technology,
green energy, and services (Congressional Research Service, 2019:8). Consistently, a

similar picture is depicted at the refinery production front (Figure 2.8).
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Figure 2. 7. Global Lead Mine Production by Country (Million Tonne)
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Figure 2. 8. Global Lead Refinery Production by Country (Million Tonne)

2.1.1.3. Aluminum

Among the non-ferrous metals, aluminum has the highest industrial usage in terms of
quantity consumed. This high level of industrial usage, especially in transportation
and construction, is a result of the special features of aluminum. Other than being the
most abundant metallic element in Earth’s crust, aluminum is a lightweight metallic
element, which is also an excellent conductor of heat and electricity. Moreover, its
density is only about one-third of iron or copper. It is also malleable, ductile, and
corrosion-resistant. Aluminum is commercially utilized for aircraft construction,

construction, consumer durables, electrical conductors, and chemical and food
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processing equipment (Encyclopaedia Britannica, 2019c). Its property of being light
attracts the automotive industry due to lower fuel consumption and greenhouse gas
emissions. Aluminum is never present in metallic form due to its chemical activity.
The principal aluminum ore in nature is a mixture of hydrated aluminum oxides,
namely bauxite. After bauxite is refined into alumina, aluminum is produced from
alumina. Thus, aluminum production should be considered in three stages: bauxite,
alumina, and aluminum production. Especially in the refining process, electricity is
used intensively. For lower electricity costs, refining facilities are located in places
where electricity is relatively cheap. Furthermore, this condition pinpoints the
importance of aluminum recycling due to lower energy consumption during the
recycling process (Arezki and Matsumoto, 2017). In all three stages, China seemed
to shift the production amount to a higher level and became the leading producer
based on USGS data (Figures 2.9, 2.10, and 2.11).
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Figure 2. 9. Global Bauxite Production by Country (Million Metric Tonne)
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Figure 2. 10. Global Alumina Production by Country (Million Metric Tonne)
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Figure 2. 11. Global Aluminum Production by Country (Million Metric Tonne)

2.1.1.4. Zinc

Zinc has a low melting point. This property eases the galvanizing of iron and steel
with zinc. The galvanizing process protects iron and steel against corrosion
(Encyclopaedia Britannica, 2019d). Half of the commercial use or demand of zinc is
composed of galvanizing purposes, as depicted in Figure 2.12, which is obtained
from the ILZSG website. Furthermore, alloys and brass, which share the second rank
in commercial use, are utilized in die-casting. Before zinc smelting technology has
been discovered, zinc compounds have been produced by smelting copper and lead
(USGS, 2012:197).
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Figure 2. 12. Average End Use of Zinc Over Last Five Years

In terms of global mine and smelter production, similar to tin and lead, China has
become the largest producer after the early 2000s (Figures 2.13 and 2.14) based on
USGS data.
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Figure 2. 13. Global Zinc Mine Production by Country (Million Metric Tonne)
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Figure 2. 14. Global Zinc Smelter Production by Country (Million Metric Tonne)

2.1.15.Tin

Similar to zinc, tin also has a low melting point. However, it is relatively less
abundant compared to zinc. In addition, an invisible protective coating is formed as
pure tin is exposed to oxygen in the atmosphere. This characteristic, combined with
low melting point and firm adhesion to iron, steel, copper, and copper alloys,
provides oxidation resistance. Moreover, it is non-toxic, malleable, ductile, and
suitable for all kinds of cold working (Encyclopaedia Britannica, 2019e). Based on
the International Tin Association, solder is the primary commercial use of tin (Figure
2.15). Chemicals and tinplates follow as other uses.
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Figure 2. 15. Global Refined Tin Use by Application as of 2016

One observation would be the relatively low-scale production compared to other
non-ferrous metals discussed so far. Another one would be the closeness of mine and
smelter production displayed in Figures 2.16 and 2.17 based on USGS data. China
and Indonesia compose about half of both mine and smelter production. However,
countries following these two leading countries vary, as displayed in Figures 2.16
and 2.17. Global tin smelter production displays a relatively stable pattern regarding

country contribution.
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Figure 2. 16. Global Tin Mine Production by Country (Thousand Tonne)
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Figure 2. 17. Global Tin Smelter Production by Country (Thousand Tonne)

2.1.1.6. Nickel

Nickel has high electrical and thermal conductivity, similar to copper and aluminum.
However, the most pronounced feature of nickel is its high resistance to oxidation
and corrosion. Therefore, nickel is mostly used in alloys with iron (stainless steel).
Moreover, it is also alloyed with copper (such as monel) for corrosion resistance and
with chromium for heat resistance (Encyclopaedia Britannica, 2019f). Due to its
favorable properties, nickel is commercially used in jet aircraft engines, guided
missiles, space vehicles, high-performance batteries, sub-marines, and petroleum
storage facilities (USGS, 2012:105).

While China is the leading country in terms of nickel plant production, its role in
mine production is minor (Figure 2.18) based on USGS data. Unlike plant
production, mine production generally depicts a relatively balanced view. Although
China shifted global nickel production to a higher level after the early 2000s, this

increase began to fade away as China lowered plant production (Figure 2.19).
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Figure 2. 18. Global Nickel Mine Production by Country (Million Metric Tonne)
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Figure 2. 19. Global Plant Nickel Production by Country (Million Metric Tonne)

2.1.2. Precious Metals

Like base metals, precious metals, which are also non-ferrous metals, have some
industrial usage, e.g., platinum for autocatalysts. They are shiny, good electrical
conductors, and relatively less reactive. They do not corrode or oxidize easily.
Therefore, they are popularly used for jewelry. However, this industrial usage is
limited due to the relatively scarce nature of the precious metals. The scarce nature
triggers additional functions such as investment demand, safe haven or hedge role,
store of value, and specie function. The merit of using precious metals as currency
lies in the rarity, divisibility, and lack of corrosion underlined by Vigne et al. (2017).
Due to the scarcity of precious metals, demand seemed to change more relative to
supply. On the other hand, the same scarcity potentially eases the dramatic price
effect, especially in the short run, of a sudden supply shock such as labor disputes or
transportation problems. In terms of volatility, there is evidence that gold leads the
precious metal markets. For instance, Sensoy (2013) reports uni-directional
contagion volatility influence on silver, platinum, and palladium. The same study

also presents results supporting similar effects from silver to platinum and palladium.

Based on a three-year average covering years between 2016 and 2018, China (11%),
Mexico (21%), and South Africa (70%) lead the production of gold, silver, and
platinum, respectively (International Monetary Fund, 2019:52). As possibly inferred,
gold production is comparatively more dispersed, contrary to platinum. Moreover,
we can not conclude the dominance of China in terms of precious metals production,
with a marked contrast to base metals. In terms of the share of total demand among
precious metals studied, while platinum has the highest industrial usage share (63.6
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%), gold has the lowest share (7.6 %) based on 2015-17 three-year averages.
However, gold has the highest investment demand share (29.7%) and jewelry
demand share (52.3%). Similarly, gold is the only precious metal demanded by the
official sector (forming 10.% of total demand) during the period 2015-17 on average
(International Monetary Fund, 2019:52).

2.1.2.1. Gold

Gold, the most malleable and ductile element, is a good conductor of heat and
electricity. It is also one of the densest of all metals. In addition to its favorable
properties, it is a global medium of exchange. Due to its softness in its pure form, it
is challenging to handle gold for jewelry production. Therefore, gold is alloyed with
silver, copper, and a little zinc to produce various shades of yellow gold or with

nickel, copper, and zinc to produce white gold (Encyclopaedia Britannica, 20199).

As displayed in Figure 2.20, based on Gold Fields Mineral Services data, most of the
gold supply has originated from mine production. In terms of mine production, Asia,
specifically China, seems to be the main actor responsible for increasing global gold
mine production (Figure 2.21). O’Connor et al. (2015:191) emphasize the high ratio
of gold stock to annual flow. They highlight that only 1 percent of gold stock comes

from the new gold supply on yearly basis.
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Figure 2. 20. Global Gold Supply (Thousand Tonne)
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Figure 2. 21. Global Mine Production by Region (Thousand Tonne)

In terms of global demand, the majority of gold demand originates from jewelry and
retail investment, approximately 78 % of global demand as of 2018 (Figure 2.22).

The retail investment share has become more pronounced after the Global Financial
Crisis (GFC) and European Debt Crisis since gold is prevalently demanded as a
hedge or safe haven instrument. In terms of gold fabrication, similar to mine
production, Asia has the lion’s share (Figure 2.23). This investment demand also

supports the mine production by strengthening the gold price.
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Figure 2. 22. Global Gold Demand by Application (Thousand Tonne)
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Figure 2. 23. Global Gold Fabrication Demand by Region (Thousand Tonne)
2.1.2.2. Silver

Silver, the greatest conductor of electricity and heat of all metals, is also malleable
and ductile. It also has a resistance to atmospheric oxidation. Silver ores are
recovered as a by-product of copper and lead production (Encyclopaedia Britannica,
2019h). In the study, we obtain the demand and supply data of silver from World

Silver Surveys.

Similar to gold, silver mine production constitutes the majority of the silver supply
(Figure 2.24). However, since silver has more industrial usage (especially for the
electric industry due to the high electric conductivity of the metal), secondary
production originating from old silver scrap also contributes to the silver supply. The
distribution of mine production across regions has not changed, at least for the last
decade (Figure 2.25). Most of the mine production has been originated from Central

(e.g., Mexico) and South America (e.g., Peru).
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Figure 2. 24. Global Silver Supply (Million Oz)
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Figure 2. 25. Global Silver Mine Production (Million Oz)

On the demand side, industrial applications and jewelry compose most of the global
demand (Figure 2.26). There are instances like the GFC where investment demand
has seemed to have compensated for the drop in industrial applications. This
compensation is observed in Figure 2.26. Furthermore, Asia has seemed to dominate
the silver fabrication demand (Figure 2.27).
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Figure 2. 26. Global Silver Demand (Million Oz)

24



2005
2006
2007
2008
2009
2010
2011
2012
2013
2014
2015
2016
2017
2018

“Asia ™ North America ®™Europe ™ Central&South America ™Oceania & Other Countries ™ Africa

Figure 2. 27. Global Silver Fabrication (Million Oz)
2.1.2.3. Platinum

Platinum, the most prominent metal of platinum-group metals, has a high melting
point and good resistance to corrosion and chemical attack (Encyclopaedia
Britannica, 2019i). Before it was discovered as a precious metal, it was considered as
an obstacle or nuisance for gold mining activities (Vigne et al., 2017). South Africa
leads the mine production of platinum (Figure 2.28) based on World Platinum
Investment Council data. Moreover, mine production has been mostly concentrated
in four countries, namely South Africa, Russia, Zimbabwe, and Canada. Even though
mine production has displayed a relatively stable pattern, there also exists sharp
supply disruptions like the one in 2014, due to the longest workers strikes in South
Africa’s platinum mining industry (USGS, 2014:5).
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Figure 2. 28. Global Platinum Mine Production (Million Oz)
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The regional dispersion of the global platinum demand is relatively balanced, as
displayed in Figure 2.29. More than half of the platinum demand has been originated
from China and Europe. In terms of global demand, demand for jewelry (12% as of
2018) and autocatalysts (60% as of 2018) constitute the majority (Figure 2.30). Its
catalyst property determined the usage of platinum for the production of
autocatalysts, which are required for emission control systems, especially for diesel
automobiles. Autocatalysts are used to transform environmentally harmful emissions
(carbon monoxide, oxides of nitrogen, and hydrocarbons) from automobile exhaust

systems into unharmful gases.
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Figure 2. 29. Global Platinum Demand by Country (Million Oz)

88

= Autocatalyst ™ Jewellery ~ ™ Chemical  ®Electrical ™ Glass

B Investment = Medical “Petroleum  © Other

Figure 2. 30. Global Platinum Demand by Sector (Million Oz)
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2.2. Price Dynamics of Metals

Based on World Bank data, global ores and metals exports constituted 4.36 percent
of merchandise exports and approximately one percent of global GDP as of 2018.
One may assert that it represents a small share relative to fuel exports, which formed
13.07 percent of merchandise exports and approximately three percent of global
GDP as of 2018. Even though this argument can be claimed to be correct globally in
relative terms, the argument can vary significantly on country detail. Some
interesting country examples would be Zambia, Chile, Australia, and Peru, whose
ores and metals exports cover 77.4, 53.5, 28.3, and 53.5 percent of their merchandise
exports, respectively. Depending on the resource abundance of a particular country,
large price movements may affect national economies and the global economy by
influencing the price of that metal. These price movements may also potentially
influence advanced economies through imported input prices of manufactured goods,

such as automobiles, batteries, etc.

Starting with the seminal paper of Hotelling (1931), there has been a great interest in
academia to explain the dynamics of resources and their effects on countries’
economic growth. Some of the prominent seminal papers can be listed as Hotelling
(1931), Prebisch (1950) and Singer (1950), Corden and Neary (1982), and Sachs and
Warner (2001). Among these studies, we elaborate on the first two studies due to
their relevance to resource prices. Hotelling’s Rule (Hotelling, 1931) asserts that the
net price of a natural resource, defined as the market price net of the marginal cost of
extracting it, should grow at the interest rate. On the other hand, the Prebisch and
Singer Hypothesis, proposed by Prebisch (1950) and Singer (1950), asserts that
relative commaodity prices, in other words, prices deflated by some type of producer
price index, follow a downward trend. This downward trend is commonly attributed
to greater income elasticity demand for manufactured goods than natural resources.
The examination of price dynamics is important for natural resources, especially
metals, as well as all goods and services. In addition to many determinants, demand

and supply developments are the most critical determinants in market economies.

! The other two studies, namely Corden and Neary (1982) and Sachs and Warner (2001), focus on the
growth discussions, namely Dutch disease and resource curse, respectively.
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Metal prices play an important role for both resource-rich exporting, mostly
emerging countries, and metal-importing industrially advanced countries or large
emerging countries, like China and India. The immediate approach to analyzing
prices would be to focus on demand and supply. Demand and supply conditions for
metals are quite different than conventional consumption goods. The demand for a
metal is derived, and stock demand. The derived demand refers to the dependence on
the demand condition of the final good that the metal is used for. The stock demand
can be defined as the inability to be consumed in a single use. As the derived demand
property indicates, the metals are considered intermediate goods, which are produced
for final goods (USGS, 2006). Mainly, the quantity of produced final goods and the
amount of metal used in that final good production determine the demand for the
metal (Roberts, 1996). USGS (2006) identifies seven factors driving U.S. mineral
demand. These factors are population, consumption, construction, transportation,
legislation, consumer choices, and recycling. Expectedly, Humphreys (1991) reports
that U.S. metal consumption is mostly related to the durables and engineering
sectors. Global cycles, substitutability of a metal with the other(s), technological
advances resulting in a new usage area of the metal (e.g., space technologies
enwidened the usage area of aluminum), and a sharp price rise can be considered
potential factors affecting the demand for the metal. Recently, as metals become
more financialized, investment demand has drawn the attention of analysts. This

investment motive is highly pronounced for precious metals.

On the other hand, the supply of a metal depends primarily on factors affecting the
(both primary and secondary) production or production cost of a metal. Hewet (1929)
identifies geology, technology, economics, and politics as the most important factors
affecting the production of a metal. Although these factors interact throughout
history, production costs seem to be more influential on production. The production
cost of a metal mainly includes the extraction and processing costs. The extraction
costs are related to the mining of a metal, which is capital-intensive and technically
demanding (World Bank, 2006a:16). These costs may fall due to technological
advancements. However, on the other hand, as more of the metal is extracted, the
marginal cost of extraction may rise due to grade depletion of the resource stock
(Gaudet, 2007:1043). This is termed as the degradation cost (Solow and Wan, 1976).
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The recycling of metals limits the degradation cost to some extent. Technological
improvements (e.g., leaching and hydrometallurgical technologies), labor disputes
(e.g., labor strikes in mining countries), industry structure (e.g., the degree of
concentration and integration), government regulations (e.g., environmental
regulations regarding carbon emissions), taxes (e.g., import or export taxes), political
events (e.g., the dissolution of the Soviet Union), and energy or electricity prices
(e.g., high electricity usage for processing metal or concentrate such as aluminum)
can be listed as some factors affecting these costs. For instance, the price dynamics
of copper are generally shaped by production costs and the balance or imbalance
between demand and supply, although business cycles, government policy, and
technological changes have a significant effect. In addition to the previously
mentioned factors, high capital requirements and long lead periods for starting mine

production result in a cyclical copper industry (USGS, 2012:46).

In Figure 2.31, we present the natural logarithm of nominal and deflated metal price
series. We use two indices alternatively, namely the seasonally adjusted US
consumer price index (CPI) for all urban consumers and the seasonally adjusted
producer price index (PPI). In the literature, the terminology of deflated prices varies
based on the index used for deflation. If nominal prices are deflated by PPI, it is
popularly called relative prices. On the other hand, if they are deflated by CPI, they
are called real prices. Base metals are presented in terms of USD per metric tonne,
while precious metal prices are in terms of USD per troy 0z. One metric tonne is
approximately 32,150.75 troy oz.

As observed from Figure 2.31, both the natural logarithm of quarterly (end of the
quarter) base metals’ (largest exporters) and selected precious metals’ (London
afternoon fixing) prices seem to co-move in their own category. There are also some
common movements across categories. Possible explanations of comovements can
be listed as common demand and supply shocks and/or contagion of demand and
supply shocks specific to a metal among metal markets (Labys et al., 1999). As an
example of common demand shock, the GFC weakened the metal prices
pronouncedly, except for gold. This weakening was mainly due to sluggish industrial
demand.
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Figure 2. 31. Natural Logarithm of Base and Precious Metal Prices




Although relative and real metal prices behaved in a similar fashion to a great extent,
as displayed in Figure 2.31, they are different conceptually. As articulated by
Cuddington and Jerrett (2008:561), if a financial investor is interested in the metal
sector, (s)he would probably care about real or CPI-deflated prices. On the other
hand, if a mining company is assessing the profitability of the metal production
process, its focus would be on relative or PPI-deflated prices.

Like the price of any good, metal prices are affected by fundamental factors such as
demand and supply shocks, either in the short-run or long-run. In addition, the level
of inventories may influence the magnitude of the shock. High level of metal
inventories moderates the effect of shocks on prices (Carter et al., 2011), while low
inventories intensify the impact, especially for base metals. However, in the case of
precious metals, the inventory levels are not that critical due to their scarcity,
investment asset role, and low storage costs relative to their price. Moreover,

particularly gold is held as a part of official reserves, mostly by central banks.

Macroeconomic factors, i.e., real interest rates, real exchange rates, and industrial
activity, potentially affect metal prices. Lower short-term real interest rates would
strengthen metal prices through three channels, as Frankel (2006) suggests. First, low
real interest rates may postpone the extraction of metal ores today and reduce the
supply. The reason for this result is due to the fall in interest income from the sale of
metal ores. The second channel would be the speculators’ preference for spot metal
contracts instead of treasury bills since the return from treasury bills is lower. Thus,
the metal demand would increase. The third channel is related to the motivation to
carry inventories. The incentive to carry inventories is higher since the interest rate
or opportunity cost of carrying inventory is lower. This can be perceived as
increasing inventory demand. Similarly, the lower real exchange rate or depreciation
of denomination currency would positively affect the price of metals. One channel
would be that the supplier would be more inclined to reduce supply since the
domestic currency equivalence of income would be lower. Another channel would be
that the purchasing power of foreign consumers would be higher, resulting in higher
demand and prices. On the contrary, industrial activity has a positive effect on metal
(especially base metals) prices since it spurs the demand for metals due to their
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consumption in industrial activities. Slade (1982) attributes the high-income
elasticity of prices to the significant consumption of metals in industrial activities.

In addition to macroeconomic influences and demand/supply shocks, uncertainties
regarding the demand and supply would also have an effect on metal prices. Slade
(1988) exemplifies some uncertainty sources. The uncertainties from demand may
originate from a technical change in metal-consuming sectors, cyclical changes in
GDP, changes in the price of substitutes and complements, and tariffs implemented
by metal-importing countries (advanced countries). On the other hand, supply-side
uncertainties may arise from the discovery of new deposits, strikes in the mines,

political disruptions, or cartel actions of producing countries.

Unstrikingly, short-run and long-run metal price dynamics are different to some
extent. One cause would be the low price elasticity of demand and supply in the short
run. Slade (1982) attributes the low price elasticity of supply to the hardship of
extending production capacity quickly and at a low cost. Fernandez (2019) reports
that there is a two to three-year lagged response of mine production to a real price
boom based on monthly real bauxite, copper, lead, nickel, zinc, and tin LME prices
between 1995 and 2017. On the other hand, the low price elasticity of demand is
related to the fact that metals are intermediate goods, and they cost less in
comparison with the price of final output. Given the price unresponsiveness of
demand and supply and low inventory levels in the short run, a demand or supply
shock may exaggerate prices (Carter et al.,, 2011). For instance, an unexpected
negative supply shock, i.e., a labor strike in a mine, would increase the prices. Since
the demand would not adjust in the short run, prices may rise more than expected or
may maintain their high levels. On the contrary to the low price elasticity of demand
and supply, income elasticity, especially for base metals, is pretty high due to metal
consumption directed to industrial activities. These features enable prices to be more
exposed to business cycles. Cuddington and Jerrett (2008) argue that business cycles
last from six to thirty-two quarters. Although the price elasticity of demand and
supply is low in the short run, they are not low in the long run. The main reason
would be the sufficiency of time to adjust. Furthermore, there are studies focusing on
long-run super cycles lasting between twenty and seventy years in the literature. As
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Buyuksahin et al. (2016) state, many economists claim that super-cycles (long-run
cycles) occur as a result of a lagged response of supply to the unexpected demand
shock. In line with Buyuksahin et al. (2016), Slade (1982) argues that long

investment periods possibly lead to super cycles.

Long-run price dynamics are essential, especially for metal miners or producers. The
main reasons for the argument are related to the fact that mining activities are
capital-intensive, require long lead times, and respond slowly to unexpected demand
shocks. These lead times can be up to seven-ten years for recently discovered oil
wells and mines (Arango et al., 2012). Once producers increase their output as a
response to an unexpected demand shock, it is important for them to rationally
manage their quantity supplied during a downswing of a super-cycle to avoid some
loss. Therefore, long-run price dynamics draw the attention of academicians
relatively more. On the other hand, short-run price dynamics mostly affect
speculators’ behaviors. Since they just seek to earn profit from their market
transactions, speculators give high importance to short-run dynamics. Speculators’
activities can be perceived as a part of non-industrial or investment demand.
Therefore, precious metals are more exposed to speculators’ interest than industrial

metals.

Geman (2005: 178) lists some possible factors affecting the movements in the long-
run prices of metals. These are denomination currency, variation in demand and
supply for risk capital, gradual changes in long-term economics, shocks, and gradual
changes in consumption trends resulting from price elasticity of demand.
Denomination currency such as the US dollar, Euro, or Pound is claimed to play a
significant role in the long-term volatility of prices, apart from economic
fundamentals. The second factor acts as a bridge between short-run price and long-
run price. The risk capital, i.e., a debt or equity instrument, cost is highly affected by
the liquidity position of the borrower. If the spot price of a specific metal is high, the
cost of risk capital may fall due to cash income resulting from high spot prices. In
turn, this leads to higher investment and then to higher supply in the long run and
lower long-run prices. Gradual changes in long-term economics compensate for the

smooth movements in production costs, the discovery of new mines, and the usage of
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existing mines in a planned manner as a result of ongoing effort of research,
technological innovations, or investment activities. As a penultimate factor, shocks
can be defined as unexpected events arising in production techniques, geopolitics
resulting in supply changes, cartel instability, environmental regulations, etc. Given
the close substitutability among some metals (e.g., platinum and palladium), an
increase in the price of a metal may result in a shift of demand towards the close

substitute in the long run.

Arguably, there is some chance that some or all of these factors may also affect
short-run dynamics. For instance, with the help of structural vector autoregression
(VAR) methodology, Wang and Wang (2019) report the variance of base metals’
prices to be significantly explained by exchange rates based on monthly data
between January 1999 and June 2016. Another example is the study by Jacks and
Stuermer (2016). Using the same methodology as Wang and Wang (2019), Jacks and
Stuermer (2016) analyze annual real commodity prices, including copper, lead, tin,
and zinc, for the period between 1870 and 2013. They identify three shock types,
namely global demand shocks, commodity supply shocks, and remaining inventory,
or other demand shocks. They report the positive effect of global demand, inventory,
and other demand shocks and the negative effect of a commodity supply shock.
Moreover, the authors find evidence supporting the dominance of demand shocks on
supply shocks. However, they document the significant effect of commodity supply
shocks lasting up to five years in sugar and tin markets. Furthermore, this result is
attributed to oligopolistic market structure and cartel agreements in these markets. In
general, they conclude that commodity supply shocks just lead to short-run

fluctuations.

Studies focusing on indices should be interpreted with caution since they may be
exposed to different criteria for aggregation or weighting. However, they can still
provide useful insights. For instance, Grilli and Yang (1981) implement quarterly
and annual analyses based on monthly average indices of agricultural food products,
agricultural non-food products, and base metals between 1948 and 1980,
individually. The authors model relative price indices by employing a single
equation. The annual relative indices are specified to be determined by industrial
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production, time trend (as a proxy for technology or other change), and world
liquidity indicators (e.g., the share of liquidity held in private hands). The positive
effects of both the industrial production and the world liquidity indicator and the
negative effect of the time trend effect are reported. They argue that non-industrial or
speculative demand and developments related to physical availability (e.g., labor
disputes and security problems related to transportation) also gain economic
significance in the short run. Therefore, they incorporate the interest rate (i.e., the
Eurodollar rate in London) and the coefficient variation of the US dollar and the
Deutsche Mark exchange rate as a proxy for exchange rate instability in the short-run
regression. They present evidence supporting the negative effect of interest rates and
the positive effects of business cycle indicators and exchange rate instability on the

relative metal price index.

Similar to Grilli and Yang (1981), Carmen and Borensztein (1994) utilize a single
equation model. They extend the “traditional structural approach” to the
determination of real commodity prices, which is based on demand factors, by
incorporating the supply factor. In addition to demand factors such as industrial
production and real exchange rates, they include the non-oil import volume of
industrialized countries as a proxy for non-oil commodity supply in regression. The
authors study quarterly nominal IMF non-oil commaodity price index deflated by US
GNP deflator between 1970Q1 and 1992Q3. They find the negative effects of
positive supply shocks and out-of-sample forecast improvements when the supply is

taken into consideration.

Erten and Ocampo (2012) consider annual index data between 1865 and 2010. They
report that the metal price index does not experience as strong and steep downward
long-term trends as agricultural indices. Akram (2009) examines, among other
indices, the Economist’s quarterly metal index between 1990:Q1 and 2007:Q4. In the
paper, relationships among commodity prices, the interest rate, world economic
activity, and the US dollar exchange rate are investigated with the help of structural
VAR methodology. The author finds empirical evidence supporting the expectation
that the negative real exchange rate (depreciation of the US dollar), the negative
interest rate shock, and positive world economic activity result in higher real
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commodity prices. Furthermore, the gradual response of metal prices to interest rate
shocks and shocks to world economic activity explains most of the fluctuations in

metal prices.

Studies such as Radetzki (2006), Jacks and Stuermer (2016), Buyuksahin et al.
(2016), and Stuermer (2017) point out the long-lasting effects of demand shocks on
metal prices in the long run. Moreover, Stuermer (2017) investigates the elasticity of
selected minerals, including base metal demand per capita manufacturing output,
using panel data methodologies such as mean group estimator, pooled mean group
estimator, and dynamic fixed effects estimator. The author reports only the elasticity
of aluminum price to be greater than one, others to be either equal to one (copper) or
less than one (lead, tin, and zinc). Issler et al. (2014) investigate various frequencies
of real base metal prices. The authors examine monthly and quarterly data between
1957 and 2012 and annual data between 1900 and 2010. They conclude the
significant effect of industrial production on real base metal prices, especially in the
short run, by applying cointegration and other forecasting methodologies. Similar
results are found by Labys et al. (1999), even though they implemented the dynamic
factor analysis for monthly nominal base metals’ (except nickel) price data between
1974 and 1995. Alquist et al. (2020) conduct a factor analysis on monthly real prices
of various commodities, including six base metals, roughly between January 1968
and January 2013. Furthermore, they conclude that an indirect or non-commodity
factor, such as global economic activity, explains the majority of the variance in
commodity prices. So, there is empirical evidence supporting industrial production as

a factor affecting the base metal prices both in the short run and long run.

Until this point, we discuss the price dynamics of base metals with some exceptions,
such as Carmen and Borensztein (1994). The price dynamics of precious metals are
different than base metals. Churchill et al. (2019) analyze annual real gold, silver,
and platinum prices through a two-regime threshold time-varying error correction
method. The authors find a positive effect of oil prices and a non-linear (first
decreasing and then increasing) effect of the British pound/US dollar exchange rate
for the period between 1880 and 2016. On the other hand, Bildirici and Turkmen
(2015) present slightly different results for the relationship between monthly prices
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of gold, silver, and oil prices. The data spans the period between January 1973 and
November 2012. By applying the non-linear ARDL and two popular causality tests,
they reach the conclusion that there seems to be a nonlinear relationship only

between gold and oil prices.

The studies regarding precious metal prices are not restricted to their relationship to
oil prices, as expected. Batten et al. (2010) analyze monthly gold, silver, platinum,
and palladium return volatility between 1986 and 2006 by applying a VAR
methodology. The authors find evidence that monetary variables affect gold but not
silver return volatility. Sari et al. (2010) examine the nexus among daily precious
metal prices, oil prices, and the US dollar/euro exchange rate between January 4,
1999 and October 19, 2007. The authors conduct a VAR analysis. The generalized
impulse response results underline the temporary but positive effects of oil prices
and the US dollar value of the euro on precious metal prices. Batten et al. (2015) use
weekly return and return volatility of the same precious metals between 1982 and
2013. They report significant spillovers between gold and silver. However, there is
supporting evidence of disconnected platinum and palladium markets. Batten et al.
(2014) study the gold price and inflation relationship between January 1985 and June
2012 on a monthly basis. They point out the time-varying nature of the relationship
between the gold price and inflation. They also report that the sensitivity of the gold
price to inflation is negatively affected by the value of the US dollar. Qadan (2019)
employs Glosten-Jagannathan-Runkle generalized autoregressive conditional
heteroscedasticity (GARCH) and causality models to investigate the nexus between
precious metal prices and risk appetite (i.e., CBOE volatility index). Their data
consists of five-minute returns of precious metal prices starting from January 1990
and ending in July 2018. Both precious metal prices and their return volatilities are
reported to be linked to economic uncertainty and risk appetite shocks.

2.3. Efficiency Discussion

Analyzing price behavior conveys significant information about the efficiency of the
relevant resource markets. There are three types of market efficiency, namely weak-
form, semi-strong, and strong-form market efficiency. While the price of a strong
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form efficient market reflects all, either public or non-public, information, the price
of a semi-strong form efficient market reflects all available public information. The
price in a weak-form efficient market reflects only past prices. Econometrically, if
the price series is integrated of order one, the relevant market can be claimed to be
weak-form efficient. On the other hand, if it is reported to be stationary, the market

can not be stated to be a weak-form efficient market.

Shocks to prices are not short-lived in a weak-form efficient market. Therefore,
returns can not be predicted. As Hasanov and Omay (2007) argue, random walk
prices fulfill the condition for return unpredictability, which in turn implies the
efficiency of a market. So, serially dependent price series such as stationary prices
violate the efficiency of the relevant metal market. The return unpredictability
implies that an investor can not earn abnormal profit by just analyzing the historical
prices or implementing technical analysis. Moreover, there is a lack of market forces
that equilibrate the market in the long run. So, an active public policy may be
designed for this purpose. However, if a market can not be claimed to be weak-form
efficient, the prices do not fully reflect past price information in the market.
Therefore, incorporating any important non-public information may result in
excessive profit. Furthermore, shocks to prices are short-lived, which implies that
there are market forces that bring the market into equilibrium, and returns are

predictable.

Integration order of prices has implications regarding the efficiency of the related
market in addition to many econometric consequences. Basically, stationary prices
imply serial dependence or non-randomness. Moreover, stationary prices revert to
their equilibrium value. Explicitly, the price moves towards the equilibrium value
when it is above or below the equilibrium value (Kritzman, 1994:19). On the
contrary, non-stationary prices comply with an efficient market and random

behavior.

The argument that prices are non-stationary in an efficient market can also be
theoretically justified with the statement that given the information set until today,

the expectation of tomorrow’s price is today’s price. Intuitively, no trading strategy
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can beat the buy-and-hold strategy in an efficient market (Fama, 1970). Fama (1970)
theoretically presents three types of models for efficient markets, namely the
expected return model, the random walk model, and the (sub)martingale model. The
stationarity argument is related to the martingale model since it is defined by the
argument that given information set at time t, the expectation of the price at t+1 is the
price of time t, or equivalently, the expectation of return at time t+1 is zero.

Lee and Lee (2009) further elaborate on the concept of efficiency. They identify the
information in efficient markets as a factor possibly influencing prices. Moreover,
the reason for the future price movements in an efficient market would be the

information that is unknown today but will emerge randomly tomorrow.

Some studies, such as Solt and Swanson (1981), Smith (2002), and Charles et al.
(2015), focus on other relatively simple methodologies to infer the efficiency or
inefficiency of metal markets. These methodologies include autocorrelation
coefficient, runs, and variance ratio tests, which Kritzman (1994) discusses in detail.
Using weekly London afternoon fixing price changes of gold and silver between
January 1971 and December 1979, Solt and Swanson (1981) apply the runs test and
calculate autocorrelation coefficients. They report positive serial dependence,
implying inefficiency. The authors also show that investors are not likely to be able
to take advantage of this inefficiency to enjoy abnormal profits. On the other hand,
Smith (2002) applies a multiple variance ratio test to three daily London gold return
series, namely the morning fixing, afternoon fixing, and closing prices. The data
covers the period January 3, 1990-September 27, 2001. The author concludes that
due to return autocorrelation, two fixing prices are formed in an inefficient market, in
accordance with Solt and Swanson (1981). However, closing prices are compatible
with efficient market dynamics. On a broader perspective, Charles et al. (2015) work
on daily closing prices of gold, silver, and platinum spanning the period January 3,
1977-October 23, 2013. They employ automatic portmanteau and variance ratio tests
on log returns. They report time-varying return predictability, decreasing
predictability (therefore increasing efficiency) for gold and silver over time. Just like
stationarity analysis, the runs and the variance ratio tests also suggest serial
dependence or predictability of a return series. However, these tests have certain
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limitations. For instance, the runs test does not consider the magnitude of deviation
from the mean. Unlike stationary or unit root tests, other tests mainly do not evolve
in such a way, which includes the possibility of structural changes (e.g., smooth or

sharp breaks) to the best of our knowledge.

2.4. Conclusion

Metals display some disparities from other commodities. They are recyclable and not
consumed with single-use, unlike fuel commodities (e.g., oil, natural gas), and not
subject to seasonal production, which is typical for agricultural commodities (e.g.,
corn, wheat). However, they also have some similarities, such as being storable like
fuel or agricultural commodities. There is also a pronounced discrepancy between
labor and capital manufactured by labor and non-renewable resources such as metals.
This discrepancy originates from the limited supply of all metals existing in the
Earth’s crust. While metals can be classified as a special category under
commodities, there are also subcategories such as base or precious metals of the non-
ferrous metals category, which is defined as metals that lack iron. Furthermore, there
are also marked distinctions between base metals (copper, lead, nickel, aluminum,

tin, and zinc) and precious metals (gold, silver, and platinum).

Base metals are subject to significant industrial demand due to their favorable
technical properties, such as the electrical conductivity property of copper, the low
weight of aluminum, or the high density of lead. Moreover, compared to precious
metals, they are more abundant, which eases their intermediate good role in
industrial production. On the other hand, due to their hedge, safe haven, financial
investment role, scarcity, and pronouncedly high precious metals, especially gold,
prices have a comparatively minor role in industrial production. Exceptionally, a
significant amount of platinum and palladium is used for industrial purposes, such as

autocatalyst production.

On the supply side, there are also two different narratives for these two
subcategories. The precious metal-supplying countries and their share have not

changed significantly. On the other hand, base metals have experienced major
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changes in terms of supply shares after the 2000s due to China’s fast-growth
economic model. Particularly, China has constantly increased both its mine and
smelter/ refinery production share for lead, zinc, and tin, especially after the 2000s,
and become the major producer. On the other hand, for nickel, aluminum, and

copper, the same development has occurred only for smelter/refinery production.

The metal, either base or precious type, prices play a critical role for both metal
exporting, mostly emerging, countries, and metals importing relatively more
industrialized countries. For major metal exporting countries, metal export volumes
are significant due to their effects on export revenues and macroeconomic
fundamentals. For metal-importing countries, imported metals, especially base
metals, are among the cost items of industrial output. Therefore, metal price

dynamics merit further attention.

It has been well documented that real metal prices, particularly base metal prices, are
mainly affected by macroeconomic fundamentals such as industrial production, real
interest rates, and real exchange rates. In the case of precious metals, due to their
minor industrial use, especially for gold, industrial production does not seem to be an
influential direct factor as much as base metals. On the other hand, even though
industrial demand constitutes the majority of silver and platinum demand, investment
and jewelry demand seem to moderate the cyclical price effects of industrial
production. Interest rates and exchange rates should still be emphasized due to the

precious metals’ distinctive financial investment role.

Analyzing price behavior conveys significant information about the efficiency of the
relevant resource markets. There are three types of market efficiency, namely weak-
form, semi-strong, and strong-form market efficiency. While the price of a strong
form efficient market reflects all, either public or non-public, information, the price
of a semi-strong form efficient market reflects all available public information. The
price in a weak-form efficient market reflects only past prices.

Due to the crucial implications of efficiency analysis, the following chapter focuses

on the weak-form efficiency of spot markets for six base metals (copper, lead,
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aluminum, nickel, zinc, and tin) and three precious metals (gold, silver, and
platinum). Furthermore, we examine the weak-form efficiency of three-month

futures markets for the same six base metals in the fourth chapter.
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CHAPTER 3

MARKET EFFICIENCY IN NON-RENEWABLE RESOURCE MARKETS:
EVIDENCE FROM STATIONARITY TESTS WITH STRUCTURAL
CHANGES

The price behavior of exhaustible or nonrenewable resources has been a great
concern for a long time, mainly due to their scarce nature. Analyzing price behavior
conveys significant information about the efficiency of the relevant resource market,
specifically selected metal markets. A market is said to be efficient if all relevant and
available information is instantly reflected in prices so that no participant can earn
excess returns consistently by utilizing past, current, or new information. Depending
upon the level of available information, three types of market efficiency are defined.
While the weak-form efficiency is based on an information set that involves only
historical prices, the semi-strong and strong forms, respectively, account for publicly

available information and any publicly or privately provided information.

In the field of energy, the most commonly examined form of efficiency is the weak
form of market efficiency, which requires that energy prices can not be predicted by
using historical price information. In turn, this implies that prices are expected to
follow a random walk process with random successive price changes. Knowledge of
the stochastic properties of energy prices is not only critical for the evaluation of the
efficient market hypothesis but is also important for forecasting and forming firms’
short and long-term investment decisions and diversification strategies. Moreover,
for energy-dependent economies, the path of the prices is critical for revenue
forecasting and management purposes. There are many studies available on the
empirical validity of the efficient market hypothesis in the field of energy. While a
major strand of this literature has focused on the efficiency of oil markets, such as
Maslyuk and Smyth (2008), Charles and Darne (2009), Ozdemir et al. (2013), and
Stevens and de Lamirande (2014), the literature on the market efficiency of non-
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renewable resources is relatively thin. When examining the literature for the market
efficiency of non-renewable resources, it appears that earlier studies, including
Macdonald and Taylor (1988), Chowdhury (1991), Moore and Cullen (1995), and
Berck and Roberts (1996) have employed conventional ADF and PP tests. Despite
some differences, almost all of these studies have concluded that most of the metal
prices are non-stationary. Therefore, they can be characterized by the efficient

market hypothesis.

Subsequently, Ahrens and Sharma (1997), Lee et al. (2006), Narayan and Liu (2011),
and Presno et al. (2014) have attributed the nonstationarity finding of the earlier
studies to the low power of traditional unit root tests in the presence of structural
breaks. Since the seminal paper of Perron (1989), it is well acknowledged that the
conventional unit root tests are biased towards falsely accepting the null hypothesis
of a unit root when the time series is stationary around a break. Given that natural
resource markets are sensitive to macroeconomic conditions and events of world
geopolitical tensions, as underlined by Lee and Lee (2009) and Gil-Alana et al.
(2015), the use of conventional unit root tests that ignore potential structural breaks
might produce some serious limitations. In that sense, by imposing exogenously
determined structural breaks associated with the Great Depression in 1929, the
outbreak of World War 1l in 1939, or the end of World War 1l in 1945, Ahrens and
Sharma (1997) investigate stochastic properties of 11 non-renewable natural
resources’ real prices. 6 of 11 prices appear to be characterized by a trend stationary
process with a structural break. Although the assumed break date(s) of Ahrens and
Sharma (1997) are quite reasonable from an economic viewpoint, it is evident that

such a procedure may suffer from a pre-test bias.

Lee et al. (2006) employ the endogenously determined two-break unit root test of
Lee and Strazicich (2003) to re-analyze the data of Ahrens and Sharma (1997).
Contrary to previous studies, they find that all real price series follow a stationary
process around deterministic trends with sharp structural breaks. Another study that
utilizes the dataset of Ahrens and Sharma (1997) is by Presno et al. (2014). Presno et
al. (2014) follow a two-step testing procedure with the focus being on the circularity

problem between tests for structural breaks and stationarity or unit root behavior of
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the process. In the first step, they specify the presence of the structural change(s) by
utilizing a procedure that is robust to the integration of order. Once the dates of the
structural changes are estimated, they proceed with testing the null hypothesis of
trend stationary against the alternative of a unit root. In that respect, they apply two
tests, one allowing for sharp structural breaks and the other one allowing for gradual
breaks through the use of a nonlinear logistic function where the transition variable is
time. They find that all real prices except silver and natural gas follow a stationary

path with sharp or smooth changes in trend depending on the price examined.

Unlike Ahrens and Sharma (1997), Lee et al. (2006), and Presno et al. (2014),
Narayan and Liu (2011) examine the efficient market hypothesis over a more recent
dataset. In that respect, Narayan and Liu (2011) analyze the stochastic properties of
daily prices of 10 non-renewable natural resources for the period ending in March
2010. Although the beginning date varies based on the natural resource, the most
minor beginning date is January 1976 for a natural resource, namely gold. The
authors employ two unit root tests, one allowing for two sharp structural breaks in
intercept and trend and the other one accounting for both structural breaks and the
potential autoregressive conditional heteroscedasticity structure, which is necessary
due to the use of daily data. Their findings reveal that the unit root null hypothesis
can be rejected for five of 10 prices, while the remaining five series, namely gold,

silver, platinum, aluminum, and copper, are found to have a random walk structure.

Price shocks are not short-lived in a weak-form efficient market. Therefore, returns
can not be predicted. This condition implies that an investor can not earn abnormal
profit by just analyzing the historical prices or implementing technical analysis.
Moreover, there is a lack of market forces that equilibrate the market in the long run.
However, if a market can not be claimed to be weak-form efficient, prices do not
fully reflect past price information in the market. Therefore, incorporating any
important nonpublic information may result in excessive profit. Furthermore, shocks
to prices are short-lived, which implies that there are market forces that bring the

market into equilibrium, and returns are predictable.

In this study, we aim to investigate whether quarterly real prices of copper, lead, tin,

nickel, zinc, aluminum, gold, platinum, and silver can be characterized by the
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efficient market hypothesis or not over the period of 1980Q1 and 2017Q1.
Methodologically, unlike the majority of the existing studies, we utilize two different
stationarity tests, which are modified versions of the conventional KPSS test. Given
that tests with the null of a unit root have low power with stationary but persistent
data. Therefore, one cannot reject the null hypothesis of nonstationarity unless there
IS very strong evidence against it. To address this problem, one can naturally test the
market efficiency under the null of stationarity, as in Presno et al. (2014). Moreover,
following the proposal of Lee et al. (2006) that structural breaks and trends are
important considerations for the analysis of stochastic properties of non-renewable
natural resource prices, we adopt two different tests; one is to incorporate gradual
breaks, and the other is developed to identify sharp breaks in the price series. Given
that misspecification of the functional form of the breaks could be as problematic as
ignoring the breaks, we consider both smooth and instant breaks. Instant or sharp
breaks may occur as a result of all agents behaving simultaneously in a particular
manner, such as demanding the asset as a reaction to an economic stimulus. Due to
the heterogeneity among economic agents in terms of response to an economic
stimulus (Leybourne et al., 1998), presuming a sharp break may be unrealistic
(Harvey and Mills, 2004). Therefore, we also incorporate smooth breaks into our
analysis. We contribute to the literature by incorporating the SPC method to smooth
break the KPSS-type test of Becker et al. (2006). In addition to this contribution, two
stationarity tests have not been utilized to examine the efficiency of global spot
markets. The merit of the SPC method is to make KPSS-type tests consistent.

Specifically, we first use the endogenously determined two break stationarity tests of
Carrion-i-Silvestre and Sanso (2007) to identify potential sharp breaks in the price
series. Then, accounting for the possibility that structural changes might take a
period of time for the effects to be observed in an economy and might not be
captured well by dummy variables, we employ the stationarity test of Becker et al.
(2006), designed to detect multiple smooth breaks of unknown form through the use
of a Fourier function. The advantage of using the Fourier function over the nonlinear
logistic function used by Presno et al. (2014) is that the Fourier approximation can
also detect U-shaped breaks and smooth breaks located near the end of the series.
Both approaches of Carrion-i-Silvestre and Sanso (2007) and Becker et al. (2006) are
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modified versions of the standard KPSS test. Given the sensitivity of the KPSS test
to the estimation of the long-run variance, we are aware of this drawback throughout

our analysis.

The rest of the chapter is organized as follows. Section 1 presents the literature
review. The next section describes the econometric methodologies we adopt. While

Section 3 discusses the data and the empirical results, Section 4 concludes the study.

3.1. Literature Review

Some studies about nonferrous metals, namely copper, lead, tin, zinc, aluminum, and
nickel, can be listed as Macdonald and Taylor (1988), Chowdhury (1991), Moore
and Cullen (1995), and Heaney (1998). While Macdonald and Taylor (1988),
Chowdhury (1991), and Moore and Cullen (1995) investigate end-of-month, monthly
average, and monthly and weekly (one o’clock) prices, respectively, Heaney (1998)
examines the natural logarithm of weekly and quarterly data. Macdonald and Taylor
(1988) analyze lead, tin, and zinc prices for the period between January 1976 and
October 1985. Chowdhury (1991) focuses on copper, lead, tin, and zinc between July
1971 and June 1988. On the other hand, Moore and Cullen (1995) utilized weekly
aluminum, tin, and zinc prices and monthly copper, lead, and nickel prices between
1988 and 1992. Heaney (1998) investigates weekly and quarterly lead prices between
1976 and 1995. While Moore and Cullen (1995) and Heaney (1998) apply the PP
test, Macdonald and Taylor (1988) and Chowdhury (1991) utilize the Dickey and
Fuller (1979) (DF) test, and the DF and augmented DF (ADF) test, respectively.
Among these papers, only Moore and Cullen (1995) and Heaney (1998) report the
stationarity of some metals. Moore and Cullen (1995) report monthly lead and
weekly tin prices of LME to be stationary, while Heaney (1998) finds weekly and
quarterly natural logarithms of lead prices of LME to be stationary. To sum up, the
time span of the data of these papers does not differ significantly, and with some
exceptions, most of the metal prices are reported to be nonstationary. So, it would not
be surprising to infer these markets to be efficient for this short period of time.
Furthermore, none of these papers consider breaks since the study periods are short.
The probability of having a break can be argued to be relatively low.
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Ahrens and Sharma (1997), Lee et al. (2006), and Presno et al. (2014) investigated
annual US real prices of aluminum, copper, iron, lead, nickel, silver, tin, and zinc
between 1870 and 1990. Ahrens and Sharma (1997) apply autocorrelation function,
ADF, Perron (1989), Leybourne and McCabe (1994), and Ouliaris et al. (1988) tests,
all of which do not consider endogenously determined structural breaks in
stationarity analysis. The authors report lead, tin, nickel, and zinc as nonstationary,
while aluminum, copper, and silver are reported to be stationary according to
Perron’s (1989) test. They apply the Perron (1989) test by assuming only one
exogenous structural break in the trend during the Great Depression (1929), the
outbreak of World War 11 (1939), and the end of World War 11 (1945).

Lee et al. (2006) and Presno et al. (2014) allow two breaks in the trend function in
their analysis. Both studies take endogenously determined structural breaks into
account. Lee et al. (2006) report only aluminum and silver to be nonstationary
according to the lagrange multiplier (LM) unit root test with one endogenously
determined break in the trend function. Moreover, all metals are reported to be
stationary based on the unit root test with two endogenously determined breaks in the
trend function. However, when the quadratic trend is added to the model of two
endogenously determined breaks, prices of aluminum and silver are now reported as
integrated of order one, which is the same as no break with the quadratic trend case.
The result is the same as one endogenously determined break. Presno et al. (2014)
employ the stationary test of Landajo and Presno (2010) to analyze the annual data of
Lee et al. (2006). They focus on testing the null of stationarity with linear or
quadratic trends with two sharp breaks at most and smooth transitions. Among eight
metals, only silver is reported to be non-stationary. Unlike these two papers, Ahrens
and Sharma (1997) do not consider any break, even though the same data is
analyzed. However, since the period covers annual data between 1870 and 1990 in
these three papers, the probability of a break increases. Both papers consider two
endogenously determined breaks in the trend function. Interestingly, even though
they follow different procedures, they present evidence of stationarity for almost all
metals studied. These results generally contradict the evidence of a unit root reported
by Ahrens and Sharma (1997). However, this supports the fundamental arguments
regarding considering breaks in unit root or stationarity testing. Simply ignoring an
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existing break results in accepting a false unit root null hypothesis for a unit root test
(Perron, 1989) and rejecting a true null of stationarity for a stationarity test (Lee et
al., 1997). In technical terms, not allowing a break ends up in power loss in unit root

testing procedures and size distortion in stationarity testing procedures.

At this point, the studies of Lee et al. (2006) and Presno et al. (2014), which
emphasize stationarity tests contingent upon the existence of endogenous breaks,
deserve further attention, even though they have different methodologies to identify
breaks. Lee et al. (2006) apply the LM unit root test that includes a quadratic trend.
Moreover, they use the same specification to detect the two breaks assumed both in
level and the linear trend. On the other hand, Presno et al. (2014) implement the
Kejriwal and Perron (2010) sequential test, including quadratic trend to test for
multiple breaks in linear trend, and Harvey et al. (2009) test for multiple breaks in
level. Then, they apply Landajo and Presno’s (2010) test, assuming the null of
stationary series with both abrupt changes or smooth transitions. Since the
overlapping period between this study and those two papers is the period between
1980 and 1990, we only present the breaks reported in those papers regarding the
period between 1980 and 1990. Presno et al. (2014) present the year 1982 as a break
for copper and lead and the year 1980 as a break for silver. Aluminum, iron, and zinc
do not have breaks in the period between 1980 and 1990, according to Presno et al.
(2014). Lee et al. (2006:361) do not report any break in the period between 1980 and
1990. Thus, the breakpoints, as pointed out by Lee et al. (2006) and Presno et al.
(2014), differ based on methodologies even though the data span the same period.
This observation pinpoints and motivates using different methodologies on metals
data. There exists some advanced econometric research on the most metals
considered here. However, gold and platinum are exceptions. Even though typical
unit root tests, such as the ADF test, for various samples are considered enough for
gold in studies like Ciner (2001) and Lucey and Tully (2006) or platinum price
analysis (e.g., Huang and Kilic (2019)), no effort has been devoted to stationarity

testing procedures like this study.
3.2. Methodology

This section is composed of three subsections. We commence with the long-run
variance (LRV) discussion for KPSS-type stationarity tests and SPC methodology.
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The second subsection presents the sharp break stationarity test of Carrion-i-Silvestre
and Sanso (2007). The last subsection elaborates on the stationarity test of Becker et

al. (2006) that permits smooth breaks of unknown form.
3.2.1. KPSS Test and Its Sensitivity to LRV Estimation

KPSS test is developed as a confirmatory test to standard unit root tests. This
development is due to the argument that standard unit root tests are not very
powerful against some alternatives, such as highly autoregressive stationary time
series (Dejong et al., 1992) or fractionally integrated series (Diebold and Rudebusch,
1990) in the case of DF tests. In order to construct a test with the null of stationarity,
KPSS (1992) adopt the approach of Nabeya and Tanaka’s (1988) local best invariant
test, which is designed to check the parameter constancy of regression coefficients
under independent and identically distributed (iid) normal errors assumption.
However, KPSS (1992) extend the work of Nabeya and Tanaka (1988) by rescaling
the locally best invariant statistic by an estimator of LRV in order to consider non-iid
errors, as displayed in equation 3.1.

_ 135,48
TKPSS = T2 " [Rrv (3.1)

where S, = thzléj and &, are the ordinary least squares (OLS) residuals obtained

from regressing dependent variable on Xt, independent variables, while T is the
sample size. The estimator of LRV intuitively serves two purposes. One purpose is to
balance the change in the test statistic due to a strong stationary autocorrelation. This
would help to control the size of the test. The other is to allow the test statistic to
correctly reject the null hypothesis or prevent power loss in the case of strong sample
autocorrelation stemming from an integrated process (Miiller, 2005). The estimation
of LRV deserves special emphasis since it is considered as the main drawback of
stationarity tests (e.g., Carrion-i-Silvestre and Sanso, 2006). There are two broad
categories of LRV estimation, namely parametric, such as Lee and Phillips (1994)

and Den Haan and Levin (1996), and non-parametric kernel-based estimators, such
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as Andrews and Monahan (1992), Newey and West (1994), Andrews (1996), and
SPC. Our focus is on non-parametric kernel-based LRV estimation. The estimate of
the LRV if strong mixing regularity conditions are satisfied (Phillips and Perron,
1988:336), can be obtained as presented in equation 3.2 using a nonparametric

correction for non-i.i.d. errors.

o = lim T~1E(S%) where Sp = Y, & (3.2)

Non-parametric kernel-based LRV is commonly estimated with the following

formula in equation 3.3 where k(x) is kernel-based non-parametric weighting or
kernel function satisfying |k(x)| < 1, continuity at x=0, and ffooo k?(x) < oo, M is
estimated bandwidth or lag truncation parameter and e, is defined as same as in

equation 3.1.

LRV =0+ 2311k (/5) O (3.3)

~ 1 . ~ 1 . .
where Qo = ~¥1_; é7 and {; = ~¥i_;,, &, ; wherej > 1.

As displayed in equation 3.3, non-parametric LRV estimation entails some kind of
weighting where these weights are based on the kernel k(.) and the bandwidth
parameter m chosen. Furthermore, a preliminary choice of prewhitening or not
prewhitening should also be made. A justification about prewhitening procedure
should be made at this point. The most cited prewhitening procedure of Andrews and
Monahan (1992) contains smoothing out &, with the help of the AR(1) model,

estimating a consistent estimate ,and recoloring it.

Some common kernel formulas such as Bartlett, Parzen, quadratic spectral (QS),
truncated kernels, and LRV estimator formulas can be found in Andrews (1991:821)
and Newey and West (1994:640), respectively. Kernel-based estimators mentioned
above, except for the truncated kernel, assign weights less than one in order to
provide a positive semi-definite estimator (Den Haan and Levin, 1997). It is crucial

for the estimator to be positive semi-definite. Otherwise, estimated variances and test

51



statistics will be negative for some linear combinations of estimated regression
parameters (Newey and West, 1987). However, ensuring positive semi-definiteness
comes with the price of asymptotic bias, as underlined by Den Haan and Levin
(1997). Two kernels, namely Bartlett and QS kernels, are widely utilized in the
literature. QS kernel-based estimators became more popular as Andrews (1991)
reports the lowest mean squared error (MSE) among the kernels studied in the paper.
Moreover, Newey and West (1994) also confirm this result in their work.
Furthermore, the estimation performance of the variance of the first non-constant
regressor based on QS kernel with Andrews (1991) methodology is compared with
the heteroscedasticity consistent estimator of Eicker (1967) and White (1980) and a
parametric estimator assuming homoskedastic errors. The punchlines of this Monte
Carlo simulation analysis are that in terms of bias and MSE, while the QS
heteroscedasticity and autocorrelation consistent (HAC) estimator is often the best
when T=128, the parametric estimator is mostly the best when T=256 among four

estimator.

KPSS (1992) test utilizes deterministic or fixed bandwidth parameters based on the
sample size. However, as pointed out by Hobijn et al. (2004), in finite samples, while
too large bandwidth implies overestimated LRV and significant power loss, too small
bandwidth combined with highly autoregressive process leads to underestimated
LRV and oversized test statistic. Therefore, too small or large bandwidth may
severely distort the inference regarding computed test statistics based on the LRV
estimator. This argument explains the motivation behind the research of the most
popular optimal automatic bandwidth selection procedures of Andrews (1991) and
Newey and West (1994), both of which are dependent on the sample rather than the
sample size. The estimation of asymptotically optimal bandwidth parameters is first
formulated by Andrews (1991) based on some kernels through the minimization of
asymptotic truncated MSE. Newey and West (1994) further refine Andrews (1991)
by considering not only first-order autocorrelation, but also other autocovariance and
cross-covariances. However, both of these methods do not point out the exact
optimal parameter value. They formulate bandwidth parameters dependent upon the
rate at which the bandwidth parameter should increase as a function of the sample
size (e.g., Den Haan and Levin, 1997). The advantages and disadvantages of
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employing the optimal bandwidth procedures of Andrews (1991) and Newey and
West (1994) compared to deterministic bandwidths are reported in the literature for
the KPSS test in studies by Lee (1996) and Hobijn et al. (2004).

Lee (1996) investigates the size and power properties of some selected fixed
bandwidths, Andrews (1991) and Andrews and Monahan (1992) procedures for the
KPSS test. The author shows that both Andrews (1991) and Andrews and Monahan
(1992) procedures display better size properties than fixed bandwidth parameters.
Strikingly, Andrews and Monahan’s (1992) prewhitening procedure depicts very
good size properties, almost exactly 5 percent nominal size, especially for a
sufficiently large sample regardless of autocorrelation structure. Unfortunately,
significant power loss is reported for both procedures when compared with fixed
bandwidths. Furthermore, employing a prewhitening procedure leads to
inconsistency in the test. Lee (1996) attributes the power loss of Andrews’s (1991)
procedure to overfitting caused by the conservative selection of lags. However, the
inconsistency of the KPSS test in the case of Andrews and Monahan (1992)
prewhitening procedure is argued to be caused by technical consequences of the
procedure when the alternative hypothesis of a unit root is true.

On the other hand, Hobijn et al. (2004) illustrate that the KPSS test combined with
Newey and West’s (1994) automatic bandwidth procedure ends up with consistent
and better small sample results than the original KPSS test. However, even though
the size distortion is generally reduced, for most of the identifications, the oversize of

the test still remains.

As discussed above, while Andrews (1991) and Andrews and Monahan (1992)
display rejection rates closer to nominal size and worse power properties relative to
fixed bandwidths in the case of the KPSS test, Newey and West (1994) end up with
relatively better size and consistent test statistic. Optimal bandwidth and
prewhitening procedures also draw the attention of researchers who develop
stationary tests involving LRV estimation. Tests proposed by Choi (1994), Choi and
Ahn (1995, 1999), and Kurozumi (2002) can be listed as some examples.
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Choi (1994) shows the stationarity tests developed in the study become inconsistent
when Andrews (1991) or Andrews and Monahan (1992) procedures are employed.
Therefore, the author uses fixed bandwidth parameters. Similarly, Choi and Ahn
(1995, 1999) argue about the inconsistency of their tests when Andrews (1991) or
Andrews and Monahan (1992) procedures are applied. Therefore, they limit the
bandwidth by two if the estimated bandwidth according to Andrews’s (1991)
methodology is greater or equal to T3, where §=0.7 for raw series and §=0.65 for
detrended series. Kurozumi (2002) also states that the Andrews (1991) methodology
can not be applied to his test due to inconsistency. Therefore, the author sets an upper
4f2T
(1+H)2(1-0)?
are directed to Andrews’s (1991) methodology, a refinement to Andrews and

1
bound 1.1447( ) s where f=0.7 or 0.8. However, since both refinements

Monahan’s (1992), which displays very good size properties for the KPSS test (Lee,
1996), would contribute more to the tests we apply in the chapter. The most
important issue to be addressed about the Andrews and Monahan (1992)

prewhitening procedure is its inconsistency.

SPC address the inconsistency problem of the KPSS test by restricting LRV through

a new sample size-based rule 1—\/% instead of an arbitrary rule of 0.97 in

prewhitening procedure of Andrews and Monahan (1992). Before applying the new
rule of SPC, the estimated residuals €, are fitted to the AR(p) model in which
appropriate lag order is possibly specified, for example, using the Bayesian
information criterion (BIC), and the new rule is executed as presented by equations

3.4 and 3.5, respectively:

€= p1€—1+ -+ pplp + & (3.4)
& = —2¢_where 5 = mi ( + -+ 1—1) (3.5)
B =y p = min(p, ppl— % :

and @, is the LRV estimator of €. By this new methodology, SPC compare Newey
and West (1987) fixed bandwidth procedure with prewhitening procedure using QS

kernel with 0.97 and the new rule. They report evidence supporting significant power
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improvements even in relatively small samples and better size properties compared
with undersized QS kernel with 0.97 rule for relatively low AR(1) parameters
(smaller than 0.95). Unlike Lee (1996), SPC also consider the AR(1) parameter

extending from 0.80 to 0.95 where generally better size properties are reported.

Carrion-i-Silvestre and Sanso (2006) compare the KPSS test results of Kurozumi
(2002), Choi and Ahn (1995, 1999), and SPC methodology in terms of finite sample
properties. SPC methodology provides better size and relatively less power loss
(although consistent) results for both constant and trend case when compared with
Kurozumi (2002), Choi and Ahn (1995, 1999). However, the KPSS test with SPC
methodology results in oversized test statistics, especially for very highly
autocorrelated processes, namely AR(1) parameter greater than 0.90. Another
important observation of Carrion-i-Silvestre and Sanso (2006) is that the size
improves even for strongly autocorrelated data-generating processes. For instance,
when T=600 and the AR(1) parameter is 0.96, the size of the KPSS-SPC
methodology is the proper size for the specification, allowing a time trend.
Moreover, they report pronounced size distortion when the AR(1) prewhitening
procedure is applied in the case of the AR(2) process. Kurozumi and Tanaka (2010)
utilize SPC methodology using AR(p) filtering in their comparison analysis. They
report relatively better size properties for some specifications compared to AR(1)
prewhitening, including T=100 and a boundary rule of 0.90, which is very close to
our sample size of T=149 and a boundary rule of 0.92. So, due to its merits in LRV
estimation, we employ the SPC methodology in Becker et al. (2006) and Carrion-i
Silvestre and Sanso (2007) KPSS-type tests, which consider breaks unlike the KPSS

test. The elaboration regarding these tests is presented in the following subsections.

3.2.2. Sharp Break Stationarity Test of Carrion-i-Silvestre and Sanso (2007)

In order to test the null hypothesis of stationarity in the presence of instantaneous
structural breaks, Carrion-i-Silvestre and Sanso (2007) consider the following data-

generating process for the time series y, defined as in equation 3.6:

Ve = f(t,Tp1, Tpa) + 10 + &
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f(t,Tp1, Toz) = 6o + Yot + Xi=10; DU; + X7y v DTy, (3.6)

T't = T't_l + ut

where &,is the stationary error term, u, is iid (0, 6Z), DUy (, and DU, are the dummy
variables for mean shifts and DT;, and DT, are the dummy variables for trend
shifts, which occur at T,; = A, T and Ty, = A, T, where {A;,A,} € (0,1) and T, #
Ty1 + 1. DU, and DT; are defined as:

1 ift>Ty
0 otherwise

t—Ty ift>Ty

DU;; =
Lt { 0 otherwise

and DT, = {

If 6; and y; are assumed to be zero, equation 3.6 characterizes the setting for the
KPSS test statistic. The KPSS test statistic for the null hypothesis of trend stationary,

i.e., 02 = 0, has the form displayed in equation 3.7:
h=6"T 2%, S¢ 3.7)

where S, = Y'I_, 8 with &; being the OLS residual obtained from the regression of y,
on the intercept and trend term and G2 presenting the estimated long-run error
variance. However, in the Carrion-i-Silvestre and Sanso (2007) setting, one needs to
clarify two unknown points, break dates and the estimation of the long-run variance
62, which is expected to capture the unknown autocorrelated structure. Carrion-i-
Silvestre and Sanso (2007) advise identifying the break dates through the
minimization of the sequence of the sum of squared residuals (SSR). That is,
regression 3.6 is estimated by OLS for each possible break T, and Ty, and then the
dates which produce the minimum SSR are selected. More specifically, the break
dates are estimated as:

(Tbl, sz) = argmin SSR(Tp1, Tp,)

A1A2EA

where the interval A issetas A = E %]
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The estimation of the long-run variance, which is the main drawback of stationarity
tests, is the next problem to be addressed to compute the KPSS-type test statistic. In
their original paper, KPSS (1992) have proposed a nonparametric estimator 2 in the

form of

T l T
52 = T‘lz 62 4 2T‘12 w(i, D) Z 86,
t=1 j=1 t=j+1

where &, is the residual obtained from the OLS estimation of the regression of y, on
the deterministic terms and w(j,l) is the Bartlett kernel set with a truncation lag 1 =
integer[q(T/100)%2°] q = 0,4 or 12. Although Bartlett kernel is used by KPSS to
weigh the estimated autocovariance, different kernels, like Parzen and QS kernel, can
also be applied. Among all available kernels, the QS kernel appears to be the most
preferred one in the literature due to Andrews (1991) and Newey and West (1994),
who have shown that the QS kernel has the optimal asymptotic mean squared error
properties and yields more accurate long-run variance estimates than other kernels in
finite samples. The other determinant of the estimation of the long-run variance is the
truncation lag I. Its calculation has received more attention in the literature.
Regarding optimal lag truncation lag, there are different suggestions. In that respect,
while Lee (1996) suggests using Andrews’ (1991) method, Hobijn et al. (1994)
prefer to employ the method proposed by Newey and West (1994). However, Choi
(1994), Choi and Ahn (1995, 1999), Kurozumi (2002), and SPC have criticized the
data-based selection methods of Andrews (1991) and Newey and West (1994) for
leading to the inconsistency of the test under the random walk alternatives and
suggest to eliminate the inconsistency by imposing some bounds to control the
estimated truncated lag. Recently, Carrion-i-Silvestre and Sanso (2006) provide a
comparative analysis to investigate the finite sample properties of the KPSS test
under different estimation methods for the long-run variance. According to their
Monte Carlo analysis, the procedure suggested by SPC appears to be the one with
less size distortion and reasonable power. Therefore, Carrion-i-Silvestre and Sanso
(2007) have advised using the prewhitened HAC estimator of SPC for the long-run
variance in their two-break KPSS test.
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The procedure suggested by Sul et al. (2005) is as follows. First, an autoregressive

model is estimated for the residuals, &, as in equation 3.8:

é = p16p—1 + -+ pplrp + Yy (3.8)

where the optimal lag order can be determined using information criteria such as
Bayesian information criteria. After the estimation of the AR model in equation 3.8,
the long-run variance of the estimated residuals Gy, is obtained through the use of a
HAC estimator with the QS kernel to take the presence of heteroscedasticity into

account. In the subsequent step, the estimated long-run variance &y, is recolored as:

~2
~2_ %
p(1)?

where p(1) denotes the autoregressive polynomial p(L) =1 —pL —---—pLP

evaluated at L=1. At last, in order to address the inconsistency problem of the KPSS
test statistic that originates from the use of prewhitened long-run variance estimate,

SPC impose the boundary condition as in equation 3.9.

A2 2 T
o —mln{Taw,W} (3.9

After the estimation of break dates and long-run variance, Carrion-i-Silvestre and
Sanso (2007) derive the nonstandard asymptotic distribution of the KPSS type
statistic 1) in the formula 3.7, which depends on the relative positions of the breaks in
the sample. Hence, the authors provide finite sample critical values using response
surface regressions, where the finite sample critical values converge to their

asymptotic values as the sample size increases.
3.2.3. Smooth Break Stationarity Test of Becker et al. (2006)

Due to the possible heterogeneity among economic agents in terms of reaction to an

economic stimulus (Leybourne et al., 1998), directly presuming a sharp break may be
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erroneous (Harvey and Mills, 2004). Different from the sharp break stationarity test
of Carrion-i-Silvestre and Sanso (2007), which implicitly assumes that breaks occur
at a particular point in time and their effects are observed instantaneously, the test of
Becker et al. (2006) considers the possibility that structural changes can occur
gradually. It is designed to capture multiple smooth breaks in the series through the
use of a Fourier function, which can approximate any integrable functions to any
desired degree of accuracy. In this framework, the time series process y; is defined as

in equation 3.10:

yve=a+pt+alkt)+r+¢&

2kt

a(k,t) =y, sin (27:71“) + y, cos (T) (3.10)

e =T + Ug

where a(k,t) denotes the time-varying deterministic component that requires no
prior information regarding the number and forms of breaks, k is the single
frequency selected for the approximation, y; and y, measure the amplitude and
displacement of the frequency component, t is a trend term, T is the sample size, T =
3.1416, & Is a stationary disturbance term and u, is the iid disturbance term with the
variance o?. In this setting, it is obvious that under the null hypothesis 62 = 0, y, is a

trend stationary and the KPSS statistic has the form of equation 3.11.
te(k) = 62T 72 Xi_1 Se (k)? (3.11)

where 62 being the estimated long-run error variance and S.(k) = XI_, & with &; the

OLS residual from the regression in equation 3.12.

Vi = a+ Bt + y;sin (ZnTkt) + y, cos (ZHTM) +e; (3.12)

Calculating KPSS statistics requires estimated long-run variance and an appropriate
single frequency k. Although Becker et al. (2006) follow the approach of KPSS to
estimate the long-run variance, we prefer to use the approach of SPC due to its

previously discussed merits in long-run variance estimation. Given that the actual

59



value of k is unknown, the next issue to be addressed is specifying the appropriate
frequency, k. To accomplish that, Becker et al. (2006) suggest employing a grid
search procedure. That is, equation 3.10 is estimated through OLS for each integer
value k € [1, 5], and the optimum frequency that produces the smallest residual sum
of squares is chosen. Becker et al. (2006) show that the asymptotic distribution of the
proposed KPSS statistic rt(f(), where k is the optimum single frequency obtained
from the grid search procedure, is non-standard and depends on the frequency of the
Fourier series. Hence, the authors tabulate the critical values through Monte Carlo

simulations for different integer values of k.

If the application of the test provides empirical evidence supporting the stationarity
of y;, then Becker et al. (2006) advise proceeding further with testing for the
presence of the smooth breaks since the null hypothesis of 62 = 0 lacks any specific
assumption regarding the presence of the breaks. In that sense, the null hypothesis
Ho: vy, =y, = 0 is tested in specification 3.10 by using an F-statistic, F(k). The
distribution of the F-test is non-standard due to the presence of the nuisance
parameter under the null. Therefore, the critical values are generated through Monte

Carlo simulations and tabulated in Becker et al. (2006).

3.3. Data and Empirical Results

In the study, we analyze quarterly real prices of six base metals (aluminum, copper,
lead, tin, nickel, zinc) and three precious metals (gold, silver, and platinum). The
rationale for studying real metal prices is to save the analysis from the cyclicality of
the exchange rate. While base metals oxidize or corrode quickly, precious metals
resist to corrosion or oxidation. Furthermore, base metals can be divided into two
categories, namely ferrous metals and nonferrous metals. Ferrous metals (e.g., iron)
are such metals that are redundant and heavy. On the other hand, non-ferrous metals
(e.g., copper, nickel, zinc, aluminum, tin, lead) typically do not contain iron in

significant amounts.

Nominal metal (except for gold, silver, and platinum) prices and US Producer Price
Index (1982=100) by Commodity for Final Demand: Finished Goods are collected
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from the database of the Federal Reserve Bank of St. Louis. The remaining metal
prices are obtained from the World Bank (Pink Sheet). Using end-period nominal
metal prices and seasonally adjusted US Producer Price Index (1982=100), the
natural logarithm of quarterly real prices is calculated. Using the US Producer Price
Index to deflate nominal metal prices is common in the literature (e.g., Slade (1982),
Ahrens and Sharma (1997), Lee et al. (2006), and Presno et al. (2014)).

We commence with employing standard ADF and KPSS tests. In the standard KPSS
test, we utilize SPC methodology for long-run variance estimation. The KPSS test
with SPC methodology is used to address the inconsistency problem originating from
the computation of data-based truncation lag selection procedures of Andrews (1991)
and Newey and West (1994). The test results are illustrated in Table 3.1. The results
present strong evidence for nonstationary, except for zinc and aluminum. Zinc and
aluminum prices, almost uniformly, are reported to be stationary based on ADF and
KPSS tests. However, as indicated before, both tests may be misleading, such that
both tests have a bias supporting the existence of a unit root if a structural break
exists. Hence, to furnish more trustworthy results, we proceed with the stationarity
tests of Becker et al. (2006) and Carrion-i-Silvestre and Sanso (2007), which allow

structural breaks in the price series.

Table 3. 1. ADF and KPSS Tests for Quarterly Real Metal Prices

ADF Test ADF Test KPSS Test KPSS Test
Statistic Without Statistic Statistic Without | Statistic With

Trend With Trend Trend Trend
Copper -1.796 -2.640 2.632 0.404
Lead -1.453 -2.569 2.998 0.727
Tin -2.391 -2.342 2.789 2.784
Nickel -2.858 -3.035 0.985 0.179
Zinc -3.391** -3.631** 0.294** 0.123**
Aluminum -3.760** -3.931** 0.538 0.063**
Gold -1.134 -2.042 7.785 4.381
Platinum -2.131 -3.165 2.992 0.595
Silver -2.901** -3.410 2.956 2.392

Notes: The maximum autoregressive order is 8 for both of the tests. The lag order for the ADF test is
based on the minimization of the Akaike Information Criteria (AIC). For the KPSS procedure, the
SPC method is utilized with the QS kernel. BIC is utilized for choosing the optimal lag order in
prewhitening procedure of Andres and Monahan (1992). ** denotes the stationarity of the series at the
5% significance level.
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We employ the smooth break stationarity test of Becker et al. (2006) and commence
with incorporating smooth breaks in real metal prices. The regression stated in
equation 3.12, which assumes a trending series, for each integer single frequency is
estimated to compute the test statistic T.(k) and the optimal single frequency k is
selected through the minimization of the sum of squared residuals based on the
specification. The same procedure is also utilized for computing TH(R) with an
additional assumption of nontrending series, i.e., f = 0 in equation 3.12. Although
Becker et al. (2006) have proposed that one or two frequencies should be sufficient
to capture the important breaks in the series and higher frequency implies stochastic
parameter variability rather than structural breaks, we prudently employ the grid

search for each integer value of k € [1,5].

The test results based on a single frequency are presented in Table 3.2. We tabulate
test statistics, including either a linear trend or not. Results do not vary nearly for all
metals. Except for zinc and aluminum prices, all optimum frequencies are either one
or two, which is consistent with the expectation of Becker et al. (2006) about the
argument that optimal frequency should be one or two in order to indicate important
structural breaks. Since there is already strong evidence supporting the stationarity
zinc and aluminum prices based on ADF and KPSS test results presented in Table
3.1, we focus on other metals. Based on test results, we can not reject the null
hypothesis of level stationary or trend stationary for most of the metals, except for
gold and copper. Furthermore, Fu(l?) and F.(k) indicate the significance of the

Fourier terms for metal prices, which are reported to be stationary.

Table 3. 2. Becker et al. (2006) Stationarity Test Results

k| 7 (k) E,(k) k 7 (k) Fi (k)

Copper 2 | 0.244** | 54.19%* 2 0.142 NA

Lead 1 [ 0.091** | 84.31* 1 0.043** | 56.35**
Tin 1 | 0.126** | 286.02** 1 0.046** | 340.02**
Nickel 2 |0.303** | 35.90** 2 0.080** | 38.54**
Zinc 2 | 0117* | 24.75** 4 0.081** | 21.98**
Aluminum 2 |0.391* | 14.50** 4 0.063** | 17.19**
Gold 1 | 0830 NA 1 0.060 NA

Platinum 1 [ 0.104** | 143.752** 1 0.051** | 81.39**
Silver 1 | 0.106** | 239.916** 1 0.049%* | 241.91**
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Notes: T”(E) (t.(k)) and F!'l(fc) (F,(k)) indicate the KPSS-type test statistic of Becker et al.

(2006) and F-statistic to test the presence of smooth breaks assuming the absence (presence) of a
linear trend. Critical values are taken from Table 1 of Becker et al. (2006). The SPC method is utilized
with the QS kernel and a maximum autoregressive order of 8. NA stands for ‘Not Applicable’ since F-
statistic is not reliable when stationarity is rejected. ** denotes the significance of KPSS-type statistics
and F-statistics at the 5% significance level.

We further present the real metal prices and the estimated Fourier functions in Figure
3.1. It seems from the figure that Fourier approximations are plausible to reflect the
overall pattern of the real prices. They do not seem to perform very well identifying
the sharp breaks in terms of break magnitudes and timings. This observation is
consistent with the proposal of Jones and Enders (2014) that Fourier approximations
can perform plausibly well mimicking sharp breaks, though they might struggle with
the identification of the time and magnitude of the break. This is an issue that might
affect the performance of the stationarity test of Becker et al. (2006) since, as
suggested by Harvey and Mills (2004), the size distortion of the smooth break
stationarity tests in the presence of instant breaks might worsen with the magnitude
of the break.

Taking this potential problem into account, we proceed with the sharp break
stationarity test of Carrion-i-Silvestre and Sanso (2007). In their paper, Carrion-i-
Silvestre and Sanso (2007) have proposed seven different specificants for the
deterministic terms that are represented by f(t, Ty, Ty2). Among them, we use three
popular models, namely Model AA, Model BB, and Model CC. Model CC is the
most general form that allows for two structural changes in the intercept and trend

terms.

The test results are illustrated in Table 3.3. The test statistic fj from equation 3.7 and
the corresponding estimated structural breaks are presented based on the
specification. Three alternative models are considered. These models can be obtained
from equation 3.6 with appropriate restrictions. Model CC does not require any
restriction. In equation 3.6, 8; = 0 for each i is required to obtain Model BB. Model

AA requires that all y;s equal zero.
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Strikingly, when two structural breaks in level (Model AA) are considered, all metal
prices are reported to be stationary. A similar picture is also displayed for two breaks
in the linear trend, Model BB, and two breaks both in the level and linear trend,
Model CC, with some exceptions. Interestingly, except for copper, silver, and tin,
metal prices are reported to be stationary for Model BB. On the other hand,
excluding aluminum, gold, and silver, metal prices are reported to be stationary for
Model CC. Inference about aluminum price series may be due to power loss
originating from additional unnecessary break-related variables since there is already
strong evidence of stationarity based on standard ADF and KPSS tests. Another
important observation here would be that only real platinum prices among precious
metal prices are uniformly found to be stationary, meaning inefficiency of the
market. It can be attributed to low investment demand for platinum when compared
to other precious metals, especially gold (see Huang and Kilic, 2019, Figure 5). More
than half of the global platinum demand comes from autocatalyst producers.

Table 3. 3. Carrion-i-Silvestre and Sanso (2007) Stationarity Test Results

Model AA Model BB Model CC
N ﬁA.ﬁ N ﬁB§ N ﬁCg
(Tp1, Tpz) (Tp1, Tyz) (Tp1, Tpz)
Copper 0.037** 0.079 0.022**
(1987Q3, 2005Q2) (2003Q3, 2006Q3) (1987Q3, 2003Q4)
Lead 0.037** 0.040** 0.037**
(2003Q4, 2006Q3) (2003Q1, 2007Q3) (1986Q3, 2003Q4)
Tin 0.056** 0.096 0.025**
(1985Q4, 2006Q3) (2001Q4, 2010Q4) (1985Q4, 2003Q4)
Nickel 0.027** 0.040** 0.024**
(198703, 2003Q3) (200202, 2007Q1) (198703, 2003Q3)
Zinc 0.020** 0.063** 0.018**
(198704, 2005Q3) (200502, 2006Q1) (1988Q1, 2005Q3)
Aluminum 0.024** 0.025** 0.069
(198701, 2003Q4) (200303, 2006Q3) (198702, 19930Q4)
Gold 0.039** 0.047** 0.061
(200503, 2009Q2) (200201, 2011Q4) (200004, 2013Q1)
Platinum 0.043** 0.024** 0.016**
(1980Q4, 2003Q2) (1998Q2, 2010Q4) (1999Q3, 2010Q4)
Silver 0.056** 0.121 0.068
(1984Q2, 2005Q4) (2001Q2, 2011Q4) (1992Q4, 2010Q3)

Notes: The SPC method is utilized with a QS kernel and the maximum autoregressive order of 8. **
denotes the stationarity of the series at the 5% significance level. The dates in parentheses correspond
to the estimated break dates. Critical values of Model AA, Model BB, and Model CC are taken from
the response surfaces in Table 3, Table 4, and Table 5 of Carrion-i-Silvestre and Sanso (2007),
respectively.
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Figure 3. 1. Real Metal Prices with Fitted Fourier Functions




Unfortunately, there is no agreed statistical method for selecting a model among
these three model specifications. All real metal prices are reported to be stationary
for only model AA. Lead, nickel, zinc, and platinum prices are reported to be
stationary for all three model specifications. At this point, copper, tin, and aluminum
prices deserve further emphasis since all those prices are reported to be nonstationary
for only one model. In the case of copper prices, although both AA and CC models
present the third quarter of 1987 as a structural break, model BB can not capture that
break. We argue that this is the main reason for model BB’s inference about the
stationarity of copper since, due to growing world consumption and historically low
inventory, prices peaked at the end of 1988 (USGS, 2012:49). Similarly, unlike
models AA and CC, model BB for tin prices can not capture the break of the fourth
quarter of 1985 which is the collapse of International Tin Council (ITC). ITC was the
organization that defended the tin price to keep high until October 24, 1985. The case
Is quite different for aluminum prices since stationarity is rejected only for model
CC. This is possibly due to the failure to capture the break of the third or fourth
quarter of 2003. The years between 2004 and 2008 coincide with the rise of the
emerging economies of Brazil, China, India, and Russia, resulting in high aluminum
demand (USGS, 2012:4). As pointed out before, there is strong evidence supporting
the stationarity of aluminum prices based on standard ADF and KPSS tests. The
rejection of null of stationarity may be affected by additional variables due to the
break specifications. However, unfortunately, similar arguments can not be made for
gold and silver, which are the main precious metals and are not subject to industrial
end-use as much as industrial non-ferrous metals. Since model CC is the most
general case and seems to better capture the trough in the early 2000s, we argue that

gold and silver prices are nonstationary.

The observed structural breaks are plotted together with the original price series in
Figure 3.2. Overall, it seems that the observed dates and magnitudes of the breaks are
more coherent with the original price series compared to those derived from the

approach of Becker et al. (2006), which is presented in Figure 3.1.

Some peaks and troughs of fitted Fourier functions and original metal prices

coincide. Reasonably, some metals’ prices share common overlapping peaks or
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troughs, while some metals’ prices overlapping peaks or troughs are specific to that
metal. Except for some instances, common peaks or troughs are related to global
events. For instance, copper, lead, platinum, and silver have overlapping peaks of
2011Q2 or 2011Q3. Interestingly, the peak is mostly related to growing stress and
global uncertainties regarding the European sovereign debt problem and concerns
about slowing industrial demand in China (World Bank, 2011a). In addition, due to
its precious metal property, the decline in silver prices is also partly attributed to
investor liquidation at the time (World Bank, 2011a, 2011b). As a result of rising
Chinese exports and inventories, the peak occurred at the end of 2006 or the
beginning of 2007 is common in nickel, zinc, and aluminum price paths (World
Bank, 2007a, 2007b, 2007c). Nickel and zinc prices share the peak of the 1989Q1.
The price of nickel soared with the demand for cyclical stainless demand in 1987
(Bureau of Mines, 1989a:739). Similarly, from November 1987, the price of zinc
rose due to strong demand and tight supply (Bureau of Mines, 1989b:1155). Copper,
tin, gold, and silver prices share the trough of the third quarter of 2001, which is
mainly related to the global economic slowdown. Specifically, tin and gold price
falls is related to slowing demand in the electronic sector and jewelry fabrication,
respectively (Bureau of Mines, 2001a, 2001b), while silver price fall can be
attributed to weak fabrication demand (The Silver Institute, 2002).

Justifications related to the peak of aluminum price in the second quarter of 1988 and
the trough of nickel price in the fourth quarter of 1998 are quite different in the sense
that they are caused by financial and relatively local reasons, respectively. The
aluminum price peak was due to the financial event, namely the Big Sequeze, in
which short position holders could not cover their positions from long position
holders during huge price increases in the LME (The Metal Bulletin, 2015). On the
other hand, the nickel price trough is caused by reduced nickel consumption in
Russia, a recession in Japan, and economic problems in other parts of East Asia
(Bureau of Mines, 1998). Thus, the overlapping peaks and troughs were mostly
related to global cyclical events. However, there is a chance that sharp structural
breaks specific to a metal may also exist. In order to capture some of those, Carrion-
i-Silvestre and Sanso’s (2007) methodology is used as a complementary econometric

tool.
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Estimated structural breaks are also checked in terms of plausibility. A reasonable
way to approach this analysis would be to start with the most comprehensive model
among the three models, i.e., the model CC. However, the preliminary condition for
interpreting the estimated break dates of model CC would be the stationarity of metal
prices. As elaborated in studies by Bai (1994, 1997) and Nunes et al. (1995), the
main reason would be the inconsistency of estimated break dates if the data series is
nonstationary. If the data series is nonstationary, the estimated break dates do not
converge in probability to the actual break dates as the sample size goes to infinity.
Among the investigated metals, only aluminum, gold, and silver prices are reported
to be nonstationary for model CC. However, we argue that nonstationary aluminum
metal prices for model CC can be attributed to missing the break of the third or
fourth quarter of 2003 that both models AA and BB capture. On the other hand, the
nonstationarity of gold and silver prices can be claimed to be due to the relatively
non-industrial use of those metals. Lastly, we consider model AA for gold and silver
prices, which is reported to be stationary for both precious metals. For models AA
and CC, copper, lead, tin, nickel, and zinc are reported to be stationary. Moreover,
for copper, lead, tin, and nickel, estimated structural breaks are very close to each
other for model CC. The third or fourth quarter of 2003 break is common to all four
metals. This break can be attributed to the rise in demand for those metals due to the

emergence of some economies, especially China (USGS, 2012).

Similarly, the estimated break of the third quarter of 1987 is reported for copper and
nickel. The nickel price rise was due to the record worldwide stainless steel
production, which was not expected (Bureau of Mines, 1987b: 648), while the
copper price hike can be attributable to the tight scrap copper supplies, which are
accompanied by relatively high consumption demand (Bureau of Mines, 1987a:
307). The first quarter of 1988 is estimated to be a break for zinc prices for model
CC. This period coincided with the increased Chinese buying and tightening of zinc
supplies in Europe and the United States (Bureau of Mines, 1987c:938). As
mentioned before, the break of 1985’s fourth quarter for tin prices is due to the
collapse of ITC. Until the October 24, 1985, ITC defended the price to be kept high.

However, ITC declared the exhaustion of the funds required to support the price on
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October 24, 1985. This event led to severe disruption in the World tin market
(Bureau of Mines, 1985: 969).

The case for aluminum is quite different than other industrial metals under
investigation. Aluminum prices are reported to be nonstationary for model CC, even
though it is reported to be stationary for both models AA and BB. We argue that it is
due to the failure of model CC to capture the break of the third or fourth quarter of
2003, which is explained by the rise of Chinese demand. Model CC identifies one
break as the second quarter of 1987, which is very close to the first quarter of 1987, a
break of model AA. The peak of 1987Q1 was mostly related to excess demand. For
instance, some countries such as Brazil, Cameroon, Indonesia, and Suriname had to
reduce their production due to drought conditions badly affecting the hydroelectric
power (Bureau of Mines, 1987: 97). Under these conditions, we could not separate
aluminum from other base metals investigated in this study.

Among precious metals, only platinum prices are reported to be stationary for model
CC. The break of the third quarter of 1999 was mainly related to increased
consumption by the automobile industry combined with limited physical availability
(USGS, 2012:121). On the other hand, the break of the fourth quarter of 2010 is due
to the significant substitution of platinum with palladium. The increasing use of
palladium in the catalytic converter industry can be stated as the main driver of the
fall of platinum prices (Bureau of Mines, 2010).

Model AA, which is reported to be stationary for both precious metals, is considered
for checking the reasonability of estimated breaks. The peak of 2009Q2 is due to
strong investment demand for gold in the form of exchange-traded funds, bars, and
coins (World Bank, 2009: 13). The estimated peak of 2005Q3 coincides with the
concerns of inflation (World Bank, 2005). The trough of 1984Q2 is related to
increased world mine silver production of developing countries to obtain foreign
exchange for debt repayment (Bureau of Mines, 1984:814). The peak of 2005Q4 is
claimed to be the result of fresh investment due to global liquidity (World Bank,
2006b). The price increase is also positively affected by silver’s being an alternative

to gold. Our conclusion about the nonstationarity of gold and silver prices is in line
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with the inferences proposed by the most recent studies of Narayan and Liu (2011)
and Presno et al. (2014), despite the differences in methodologies and the time span
of data.

Overall, our results indicate that while industrial metals are affected mainly by
market-specific conditions, precious metals are driven specifically by global
macroeconomic conditions. This finding is quite revealing given that precious
metals’ role as a store value, especially in times of financial turmoil since their

inclusion yields risk reduction in portfolios through hedging strategies.

3.4. Conclusion

In this study, we examine the efficient market hypothesis for several non-renewable
resources, including copper, lead, tin, nickel, zinc, aluminum, gold, silver, and
platinum, from 1980Q1 to 2017Q1. The standard ADF and KPSS-SPC test results
support the existence of a unit root, except for zinc and aluminum. This result
implies that almost all metal markets are weak-form efficient. These results mainly
corroborate the picture drawn by Moore and Cullen (1995), Macdonald and Taylor
(1988), and Chowdhury (1991), even though those three papers relatively cover a
short period with different frequency structures. Following the inference of the
existing literature that structural breaks and trends are important considerations for
the analysis of stochastic properties of non-renewable natural resource prices, we
employ two stationarity tests. One is designed to identify smooth breaks. The other is
designed to detect abrupt changes in trend. The motivation behind the consideration
of smooth and sharp breaks is to avoid any misspecification of the functional form of

the breaks, which could be as problematic as ignoring the breaks.

The methodologies of Becker et al. (2006) and Carrion-i-Silvestre and Sanso (2007)
augmented with optimizing quadratic spectral kernel (Andrews, 1991) are applied.
Furthermore, the SPC prewhitening approach to make those KPSS-type tests
consistent is also used for both methodologies. When Becker et al. (2006)
methodology is utilized, all metals, except for copper and gold, are reported to be

stationary whether they include a linear trend or not. The main merits of Becker et al.
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(2006) approach can be claimed to be regular periodicity consideration and lack of
priori assumption regarding breaks. However, Becker et al. (2006) admit that their
methodology is better for gradual breaks. Moreover, some metal price data visually
support the existence of a structural break. The fitted values of Becker et al. (2006)
coincide with the global economic events. To capture more of the metal-specific
events, the employment of a KPSS test allowing structural breaks enriches the
analysis. Therefore, Carrion-i-Silvestre and Sanso’s (2007) methodology, which

allows two endogenously determined breaks, is employed.

Our results reveal that the empirical evidence of stationarity of metal prices increases
when structural breaks are appropriately considered. In that sense, the sharp break
stationarity test of Carrion-i-Silvestre and Sanso (2007) appears to be decisive in
uncovering evidence for the stationarity of metal prices, while the smooth break
stationarity test of Becker et al. (2006) seems to perform relatively poor in
identifying the sharp breaks in terms of break magnitudes and timings. In particular,
we find that almost all metal prices follow a stationary trend with the observed
structural changes, which are related to market-specific and economic events. The
global financial conditions have appeared to be effective, especially on precious
metals. Although it is not a direct focus of this study, our results can be helpful for
forecasting purposes. Heterogeneity among economic agents is the primary
determinant of sharp or smooth breaks. As elaborated in the second chapter, precious
metals are subject to non-industrial and industrial demand. Non-industrial demand
moderates the shocks originating from industrial activity. On the other hand, demand
for base metals is solely composed of industrial demand. Thus, the demand structure
of precious metals is heterogeneous. For forecasting purposes, we argue that sharp
breaks and smooth breaks are suitable for base and precious metal prices,

respectively.

Reported evidence of inefficiency means that prices do not fully reflect all available
information in the market. The implication of weak-form inefficiency finding in all
these markets enables one to perform technical analysis to predict prices and make
excess profits. Moreover, stabilization policies effectively deal with exogenous

shocks, which will be temporary and short-lived. Gold and silver, exceptionally,
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appear to be characterized by the efficient market hypothesis, with stationarity
rejected for almost all of the specifications considered in this study. This result
advises that the effects of exogenous shocks on these metal prices would be
permanent and strong policy measures should be implemented to bring metal prices

to their original trend.
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CHAPTER 4

FUTURES MARKET EFFICIENCY OF BASE METALS: EVIDENCE FROM
LONDON METAL EXCHANGE

As metal markets have become more financialized, they have become increasingly
important (Cheng and Xiong, 2014). Furthermore, related to climate change
concerns, countries have started to prefer increasingly metal-intensive technologies
rather than fossil fuel mechanisms, especially after the 2015 Paris Agreement (World
Bank, 2017:19). In a recent report by the IMF (2023), copper, nickel, cobalt, and
lithium have been listed as crucial mineral inputs for the green transition. On the
other hand, since metal production consumes a significant amount of energy and
emits a significant amount of greenhouse gases, environmental regulations would
probably cause a transformation of production methods and amounts. These
developments draw more attention to the price dynamics of metals. Futures as well
as spot prices should be emphasized in this regard. There are even studies, such as
Figueralla-Ferreti and Gonzalo (2010) and Zhang and Wang (2013), arguing that the
futures price is superior to the spot price in terms of being an indicator of the spot
price. Figueralla-Ferreti and Gonzalo (2010) present evidence supporting that the 15-
month futures price of metals, except for lead, is the dominant factor in the price
discovery function. Zhang and Wang (2013) report that one period-lagged oil futures
price, relative to one period-lagged spot price, carries out 95.71 percent of the price

discovery function.

The empirical investigation of futures metal market efficiency requires a different
approach from the spot metal market efficiency. The efficiency of a spot metal
market is popularly analyzed through a unit root or a stationary test to infer
predictability from spot metal prices. If the price series of a metal is non-stationary

or displays a random walk structure, then it can be characterized by the efficient
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market hypothesis. On the other hand, metal futures market efficiency is inspected by
implementing methodologies using both spot and futures metal prices to argue about
whether futures price is an unbiased predictor of future spot price. However,
unbiasedness of futures price also presumes risk neutrality of the traders. Therefore,
unbiasedness is a stronger concept than efficiency. In other words, “efficiency” is a

necessary condition for unbiasedness but not vice versa.

Analyzing futures market efficiency has been an important research subject since
efficient markets do not allow profitable trading strategies between futures and spot
markets. There are essential repercussions of futures market efficiency on hedgers,
speculators, arbitrageurs, and regulators. In an inefficient futures market, hedgers can
not hinge upon the risk transfer role of futures contracts. Therefore, they will be
unwilling to buy/sell a futures contract. Thus, they forego lower transactions, faster
execution of transactions, and short-selling opportunities in the futures market. Since
the speculator is the economic agent who takes the risk of the hedger in exchange for
a premium in a futures market, and the hedger is less likely to participate in an
inefficient futures market, speculation activity also will fall. However, arbitrageurs
will transact to earn riskless profits in an inefficient futures market. The return
motive for a speculator and an arbitrageur is different. The speculator seeks a return
in exchange for the hedger’s risk. The arbitrageur takes simultaneous positions in
markets to earn profits without taking any risk. Even though regulators do not take
any positions in futures or spot markets, they should intervene in the markets with

regulations.

Due to the LME’s reference role for global metal pricing, the investigation of the
LME futures market efficiency has been a subject in the metal literature for a long
time. Goss (1981, 1983), Hsieh and Kulatilaka (1982), Canarella and Pollard (1986),
Macdonald and Taylor (1988), Sephton and Cochrane (1990, 1991), Arouri et al.
(2011), Otto (2011), Chinn and Coibion (2014), and Park and Lim (2018) are some
of these studies. Following the literature, our focus will be on LME futures markets.

Although there are some exceptions, e.g., Park and Lim (2018) and Chinn and
Coibion (2014), the majority of papers in the literature investigate the stationarity or

the existence of a unit root in spot and futures metal price data before efficiency
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analysis of a futures metal market. For varying metals, studies report both spot and
futures metal prices to have a unit root in most of the cases based on tests such as
exponential smooth transition unit root test (Cagli et al., 2019), ADF test (Reichsfeld
and Rauche, 2011; Otto, 2011; Arouri et al., 2011, 2013; Kuruppuarachchi et al.,
2019), Zivot and Andrews test (Arouri et al., 2011, 2013), PP test (Arouri et al.,
2011, 2013)) and KPSS test (Otto, 2011). Furthermore, based on preliminary
stationary analysis results, some papers, such as Reichsfeld and Rauche (2011), Cagli
et al. (2019), and Kuruppuarachchi et al. (2019), point out the efficiency of futures
metal markets in contrast with other studies like Chinn and Coibbion (2014) and
Park and Lim (2018). The unit root test results support the existence of a unit root.
However, some papers, such as Adewuyi et al. (2020), present evidence supporting
the stationarity based on non-linear unit root tests. They conclude that all metal

prices are stationary by at least three of five unit root tests with a structural break.

In our study, we focus on non-overlapping price data of six base metals, namely
copper, lead, nickel, zinc, tin, and aluminum, to make inferences about the weak-
form efficiency of related LME futures markets between the period January 1990 and
April 2020. We follow the common approach in the literature and apply ADF and PP
tests. Moreover, the standard KPSS test with the SPC prewhitening procedure to
make the test consistent, elaborated in the previous chapter, is also applied. Then, we
employ the ARDL bounds test of Pesaran et al. (2001), designed to investigate the
presence of a cointegrating relationship between spot and futures prices. This testing
procedure is robust to the integration of order and has some superior features in
comparison with Engle and Granger (1987), Johansen (1988), and Johansen and
Juselius (1990). Other than its robustness to the integration of order, this procedure
does not mandate a large sample for validity, unlike the Johansen cointegration
techniques. Furthermore, varying optimal autoregressive orders are allowed for each
series in this method. In the literature, we do not encounter any study applying this
method prior to efficiency analysis. This is the main contribution of this chapter to
the literature. Finally, based on test results, we continue with the examination of

futures market efficiency.

In the study, the first section presents a discussion about overlapping and non-

overlapping data due to its relevance to futures market efficiency. Then, the
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elaboration is presented regarding the futures market efficiency. The third section
reviews the literature. The fourth section elaborates on the methodologies utilized in
the study. The fifth section presents and discusses the data and empirical results. The

last section concludes the study.

4.1. Discussion about Overlapping and Non-overlapping data

The distinction between overlapping and non-overlapping data can be clarified
simply by using the return calculation concept. To discuss the concept, consider an
asset, such as a stock, with a daily market price. We can compute the overlapping
monthly return of an asset daily by subtracting the logarithm of the closing price of
the previous business day. Thus, a return is calculated for each business day of the
month. However, if the monthly non-overlapping return is to be calculated, it is
found by subtracting the logarithm of the first business day’s price from the last
business day’s price of the month. In fact, there will be just one non-overlapping
return for the month. On the other hand, there are overlapping returns calculated for
each business day of the month. Thus, the periods regarding the overlapping return
calculation coincide to some extent, which is not the case for non-overlapping
returns. This leads to statistical dependence for overlapping returns. An example can
reveal the difference. Consider a metal futures contract with a 3-month maturity.
Since futures contracts are daily marked-to-market, daily prices can be obtained. The
efficiency of a futures market is investigated through its relationship to future spot,
equivalently prompt price. Therefore, both futures and future spot metal prices are
used. Overlapping price data refers to a price pair consisting of futures and future
spot prices, which have overlapping periods. As an overlapping data example, daily
futures prices can be related to future spot prices, which occur after three months of
futures prices. Thus, overlapping data for each business day can be constituted for
the whole contract period, i.e., three months. Thus, there will be an observation for
each business day until the maturity of the contract. However, these observations will
have coinciding contract periods leading to statistical dependence. On the other hand,
in the case of non-overlapping data, there would be just one observation for the

whole contract period.
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With the non-overlapping data, serial autocorrelation that may arise due to using
informationally overlapping data may be prevented (e.g., Hansen and Hodrick, 1980;
Kellard et al., 1999). Even if a market is efficient, autocorrelation due to overlapping
data leads to incorrect inference of inefficiency (Kellard et al., 1999: 416)). Kellard
et al. (1999:415) ascribe autocorrelation to the argument that subsequent futures
prices reflect the expectations about future spot prices. By working with non-
overlapping data, we aim to eliminate overlapping futures contracts’ effects that

would result in autocorrelation in errors.

In the metal literature, both overlapping data (Hsieh and Kulatilaka, 1982; Canarella
and Pollard, 1986; Sephton and Cochrane, 1990; Otto, 2011) and non-overlapping
data (Canarella and Pollard, 1986; Beck, 1994; Park and Lim, 2018) are utilized in
futures metal market efficiency analysis. Due to its econometric merit, we use non-

overlapping data.

4.2. Background Information about Futures Market Efficiency

A futures contract is a standardized contract to buy or sell a particular asset of a
predetermined quantity to be delivered at a specified future date. Futures contract
transactions take place in Exchanges. These contracts are marked-to-market, which
means the daily realization of the profit or loss originating from market price

movements.

Regardless of the underlying asset of the futures contract, e.g., a commodity or a
foreign currency, futures contracts furnish market participants with some
understanding of future spot prices, i.e., price discovery function, and enable
short/long hedgers to pass on their risk to speculators, i.e., risk transfer function.
These two functions are closely related to each other and the pricing mechanism. In

turn, futures prices comprise the primary means for efficiency investigation.

Consider a risk-averse metal producer who plans to sell some amount of metals in
the future and prefers to manage the risk of downward price movement. Therefore,

the producer sells a futures contract to a speculator as insurance regarding the fall of
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the price. In this scenario, the producer is the short hedger. The speculator assumes
the risk in return for a reward. On the other hand, the short hedger would accept a
lower price than the expectation of the future spot price to insure against the risk of
price fall. Thus, the short hedger accepts a futures price below the expected future
spot price at the maturity of the contract, even if the expected future price is higher
than the futures price. This relationship between the futures price and the expected
future spot price is termed normal backwardation. Conversely, consider a risk-averse
metal consumer, such as a stainless steel producer, who plans to purchase some
amount of metal, in this case, the metal is nickel, in the future and prefers to limit the
extra cost due to a possible price rise. Therefore, the consumer buys a futures
contract from a speculator to restrict the risk originating from a possible price
increase. In this context, the metal consumer is the long hedger. The long hedger
accepts a higher price than the expectation of the future spot price to limit the cost.
The futures price will be above the expected future spot price at the maturity of the

contract. This condition is termed as contango.

There exist two models for the pricing of a futures contract, namely the risk premium
theory and the theory of storage. The risk premium theory originates back to Keynes
(1930) and Cootner (1960). The theory of storage dates back to Kaldor (1939),
Working (1949), Telser (1958), and Brennan (1958). The risk premium theory
focuses on the relationship between the futures price and the expected spot price at
the maturity of a futures contract. On the other hand, the theory of storage explains

the nexus between futures price and contemporaneous spot price.

The theory of storage contends that the futures price of a storable commodity is
determined by the spot price and the cost of carry. The cost of carry refers to all costs
until the future delivery date. It includes storage/insurance costs, financial costs, and
possibly the risk premium. Financial costs can be the opportunity cost of holding a
commodity or the cost of funding. The relationship between futures and spot price

can be summarized in equation 4.1.

Feqt=Si—1tCo1y (4.1)
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St represents the natural logarithm of the spot price of the metal at time, t-1, F_; ;
is the natural logarithm of the price of a metal futures contract at time t-1 of issuance
with the future delivery date, t. c,_,. denotes the natural logarithm of the cost of
carry, the sum of storage cost, interest costs, and the risk premium minus
convenience yield. The convenience yield refers to the benefit obtained from the
possession of a particular asset rather than the futures contract of that asset.

The risk premium theory asserts that the expected future spot price equals the sum of

the futures price and risk premium. It can be stated as in the equation 4.2.

Ee 18t =Fi_1:+ RP4 (4.2)

where E;_;S; denotes the expectation of spot price for time t at time t-1 and
RP._;,i.e., the risk premium, is the difference between E._;S; and F._;;. Risk
premium can be either positive or negative. In the case where a metal producer
hedges against the possible price fall by selling a futures contract, we expect the risk
premium to be positive. Thus, the speculator has the incentive to insure against
downward price movement. On the other hand, when a metal consumer hedges
against the price rise through buying a futures contract. In such a case, we expect the
risk premium to be negative so that the speculator is compensated for taking the risk
of the price rise. The sign of the risk premium relies on which type of hedger
dominates the trading volume. For instance, if the risk premium is reported to be
negative (positive), we can infer that metal consumers (producers) carry out most of
the transactions.

As Fama (1970) states, in an efficient market, the price already reflects all available
information. The efficient market hypothesis implies that the futures price is the
optimal forecast of the future spot price. Empirical work is structured around this
concept. Futures market efficiency implies the absence of constant arbitrage
opportunities between futures and spot markets. Constant arbitrage opportunities are
present if there exists a consistent and simultaneous price differential between

futures and spot markets, which may lead to riskless profits in excess of transaction
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costs. Basically, in an efficient market, there should not be any perpetual prospects to
earn profits without assuming any risk. Although investigation methodologies for
futures market efficiency vary in the literature, the risk premium theory is commonly
embraced for testing market efficiency. The primary justification for such a choice is
the challenge of finding a good proxy for convenience yield (Davies and Krinsky,
1992:97).

No arbitrage condition and risk-neutral speculators, i.e., RP._; = 0, force that there is
no discrepancy between the current futures price and expected spot price at the

futures contract maturity, displayed in equation 4.3.

Ei 15 = Ft—l,t (4-3)

The efficiency hypothesis further assumes that expectations are rational. The rational
expectation concept basically refers to the equivalence of today’s price and
yesterday’s price expectation about today’s price, given yesterday’s information set

and the unsystematic error. The equation 4.4 formulates this relationship.

St = Er_1(S¢1Q¢—1) + uy (4.4)

E._1(5:]Q_;) refers to the t-1 expectation of spot price at the time t, i.e., S;, given
the information set at time t-1 including lagged forecast errors, i.e., Q;_4, and u;
represents the unsystematic error term orthogonal to Q._,. The assumption of risk
neutrality can be relaxed in the case of efficiency analysis since it is related to the
unbiasedness of futures prices. The efficiency and unbiasedness analysis can be done

with the specification expressed in equation 4.5 for stationary time series.

Se=a+bF_q+u, (4.5)

The joint hypothesis of market efficiency and unbiasedness can be tested by the null
hypothesis that a = 0 and b = 1. However, the unbiasedness can be considered as a

special case of efficiency property. Unbiased futures prices can only exist in an
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efficient market. The null hypothesis shrinks to b = 1 when one is to test only the
efficiency hypothesis. It should be noted that this test provides inference about the
weak-form efficiency of the futures market by the specification stated in equation
4.5, since only current and lagged prices of spot and futures markets related to the
same asset or commodity are exploited. The fundamental intuition is that one
investigates the weak-form efficiency of a futures market by examining its forecast
performance of the future spot price. When some macroeconomic variables such as
industrial production, interest rate, or futures/spot price of other relevant assets or
commodities are incorporated as public information into the analysis, the inference
about semi-strong efficiency can be made. Furthermore, if private information is
added to the analysis, it will be possible to comment on strong efficiency. We focus

on the weak-form efficiency of futures markets in our study.

Elam and Dixon (1988) highlight the importance of the stationarity assumption to
investigate the weak-form efficiency by applying econometric techniques to test the
null hypothesis b = 1 in the equation 4.5. If the nonstationary prices are not first
differenced, a spurious relationship can be inferred. As a remedy, some authors, like
Hansen and Hodrick (1980), Hakkio (1981), and Bailie et al. (1983), embrace
subtracting the lagged values of each price series. This approach is stated in equation
4.6.

Se—=Stc1=a+b(Feoq — Fropp-1) + U (4.6)

where F¢_,._, is the natural logarithm of the price of a metal futures contract at time
t-2 of issuance with the future delivery date, t-1. In equation 4.6,a=0and b =1 is

tested for efficiency and unbiasedness.

Alternatively, some authors, e.g., Fama and French (1987), Zulauf et al. (1999), and
Chinn and Coibion (2014), examine efficiency by incorporating the lagged basis
instead of the first difference of the natural logarithm of the futures price. This
specification is presented in equation 4.7.
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S¢—Si-1=a+ b(Ft—l,t —Si—1) tu 4.7)

where (Fy_; — S¢—1) represents the lagged basis and uy is the iid disturbance term.

The same null hypothesis, i.e., a=0 and b =1, is utilized for efficiency and

unbiasedness.

Even though Hansen and Hodrick (1980) and Bilson (1981) mention the term
unbiasedness as simple efficiency and speculative efficiency, respectively, Lai and
Lai (1991) argue that those authors test the unbiasedness hypothesis rather than the
market efficiency hypothesis. As previously discussed, the unbiasedness hypothesis
consists of risk neutrality and efficiency at the same time. They focus on the forecast
error, i.e., (S¢ — Fy_k )¢ as the dependent variable. In the literature, this approach is
also followed through studies by authors like Canarella and Pollard (1986) and Otto
(2011). Basically, the approach entails forecast errors not to be affected significantly
by previous forecast errors in regression 4.8. The null hypothesis of efficiency is ¢; =
0 for all i.

(St = Feepe)e = Co + Z?:l Ci (St — Fept)e—itve (4.8)

where (S¢ — Fi_x )¢ is the forecast error, (S; — Fi_ )¢ IS the ith lagged error, and

v, is an iid disturbance term.

However, all of these approaches may be inadequate if spot and futures prices are
cointegrated. In the case of cointegration, the long-run relationship should also be
considered. Furthermore, long run efficiency and short run efficiency can be
investigated by using cointegration methodologies. The error correction model of
Johansen (1988) rather than Engle and Granger (1987) is embraced. The main reason
for such a choice is that tests based on Engle and Granger (1987) do not have a well-
defined limiting distribution, unlike Johansen’s (1988) test. Without a well-defined
limiting distribution, one cannot asymptotically test futures market efficiency.

Consider a simple error correction model specified in equation 4.9.
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ASy = —pus_q + BAF 4 + Z?lz BiAF_i¢_iv1 + Z?:l lpj AS;_j + v, (4.9)

where u¢_; is the lagged error correction term, i.e., uy = Sy —a — bF_, 1, AS¢ is
the first difference of spot price at time t, AF,_ . is the first difference of futures
price at time t-1, and AF_;;_j;; and AS._; are the ith and jth lagged differences of
futures and spot prices, respectively. The cointegration implies the parameter p to be
greater than zero since spot prices respond to previous long-run disequilibrium. The
existence of cointegration is a necessary but not sufficient condition for efficiency.
For the long-run efficiency and unbiasedness to exist, the null hypothesis that a = 0
and b = 1 should also hold. The short-run efficiency restrictions can be obtained by
replacing uy_; with Si_; —a—DbF._,.; as McKenzie and Holt (2002:1521)

suggest. The open version of the equation 4.9 is presented in the equation 4.10.

St =1 =p)Se—1+ BFr1e+ (b = P)Fepp 1+ pa+ XL, Bi AF i _joq + Z;'c=1 YiAS,_j + v, (410)

The efficient market hypothesis dictates that all the past information should be
inherent in the t-1 futures prices. Thus, futures prices prior to t-1 should not have any
effect on the spot price, i.e., B; = y; = 0. In addition, the variables except Fy_;
must not have any effect on the spot price. Thus, the restrictions to be tested are B; =
Y;=0,p=1, and pb = # 0 for short-run market efficiency. The reason for
allowing a and b to be different than 0 and 1, respectively, is to permit risk premium
(Beck, 1994: 250).

4.3. Literature Review

In this section, we first explore metal prices literature focusing on the investigation
of integration order, which is prior to efficiency analysis. Second, approaches to
futures market efficiency analysis are investigated. These approaches obviously vary
based on stationary results. Moreover, the most recent studies regarding both

subsections are simultaneously presented in Table 4.1.
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4.3.1. Preliminary Analysis of Stationarity

In the metal futures efficiency literature, the stationary of spot and 3M metal futures
prices has been investigated through unit root tests such as the ADF test (e.g.,
Chowdhury 1991; Beck, 1994; Watkins and McAleer, 2006; Arouri et al., 2011,
2013; Otto, 2011; Reichsfeld and Rauche, 2011; Kuruppuarachchi et al., 2019), PP
test (e.g., Chowdhury, 1991; Moore and Cullen, 1995; Arouri et al.,, 2011),
exponential smooth transition unit root test (Cagli et al., 2019), and Zivot and
Andrews (1992) test (e.g., Arouri et al., 2011, 2013). Zivot and Andrews’s (1992)
test is the only unit root test considering an endogenously estimated break between
these papers, which study the futures market efficiency. The exponential smooth
transition unit root test is the only nonlinear unit root test. Cagli et al. (2019) attribute
their nonlinear approach to several important financial crises and global
sociopolitical events during the period they investigated. Arouri et al. (2011) refer to
Ahti (2009) for their approach. Ahti (2009) presents evidence that nonlinear forecast

models for base metals contribute to market visibility in less-developed countries.

Although sampling frequency, metals, or period vary among studies mentioned
above, they report non-stationary price series. Chowdhury (1991) applies both ADF
and PP tests to copper, lead, tin, and zinc prices. The author presents evidence
supporting the non-stationary copper, lead, tin, and zinc prices based on both tests.
Moore and Cullen (1995) analyze the stationary of copper, zinc, lead, tin, nickel, and
aluminum with the help of the PP test and find evidence supporting the non-
stationarity of all metals except for tin. In addition to ADF and PP tests, Arouri et al.
(2011) employ Zivot and Andrews (1992) test for aluminum prices. Zivot and
Andrews (1992) allow one endogenously determined break in their proposed test
procedure. They present evidence supporting the non-stationary of aluminum prices.
Kuruppuarachchi et al. (2019) and Cagli et al. (2019) present evidence supporting the
existence of a unit root. While Cagli et al. (2019) focus on the same six base metals
as our study, Kuruppuarachchi et al. (2019) investigate copper, nickel, zinc, and
aluminum as base metals. Cagli et al. (2019) present evidence supporting the

existence of a unit root based on the nonlinear unit root test proposed by Maki
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(2015). Kuruppuarachchi et al. (2019) apply the ADF test procedure and conclude
the existence of a unit root.

In a nutshell, it can be argued that the metal price integration order is commonly
based on ADF and PP tests. We follow the dominant approach in the literature and
apply ADF and PP tests. In addition, we also apply the KPSS test with the SPC
prewhitening approach to eliminate possible inconsistency due to data-dependent
bandwidth selection methods. We allow both a constant and a linear trend in the test

regressions.

4.3.2. Futures Market Efficiency

After stationarity investigation of metal prices, methodologies to test the efficiency
of futures metal markets vary based on the data. The recent literature is presented in
Table 4.1. The estimation of regression in equation 4.5 and cointegration
methodologies in equation 4.10 are the most common methodologies. Cointegration
methodologies (e.g., Chowdhury, 1991; Moore and Cullen, 1995; Reichsfeld and
Rauche, 2011; Arouri et al., 2011, 2013; Cagli et al., 2019; Kuruppuarachchi et al.,
2019) are utilized due to the existence of a cointegrating vector when metal prices
are reported to have a unit root. Moore and Cullen (1995), Reichsfeld and Rauche
(2011), Cagli et al. (2019), and Kuruppuarachchi et al. (2019) report the efficiency of
base metal futures markets in their research. On the other hand, the efficiency
analysis is alternatively carried out by estimating regressions in which metal’s
futures and prompt prices are used directly (e.g., Park and Lim, 2018) or indirectly
(e.g., Canarella and Pollard 1986; Otto, 2011; Chinn and Coibion, 2014) in a single
equation, e.g., equations 4.5-4.8. Otto (2011), Chinn and Coibion (2014), and Park
and Lim (2018) point out the inefficiency of LME futures markets, while Canarella
and Pollard (1986) report the efficiency of LME for copper, lead, tin, and zinc

futures markets.

As displayed in Table 4.1, the efficiency of various futures markets is analyzed.
Some of these markets are LME, Chicago Mercantile Exchange (CME), Shanghai
Futures Exchange (SHFE), the New York Merchantile Exchange (NYMEX), Tokyo,
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and India markets. Among these markets, the futures market efficiency of LME is
mainly investigated regarding base metals in the literature. On the other hand, the
analysis of the futures market efficiency of CME and NYMEX is prevalent in the

literature regarding precious metals.

The futures contract period also varies in the literature. Relatively short periods of up
to three months are relatively common. However, there are also studies (e.g., Otto,
2011; Reichsfeld and Rauche, 2011; Chinn and Coibion, 2014) that investigate the
efficiency of futures markets with longer maturity. The most recent studies (e.g.,
Park and Lim, 2018; Kuruppuarachchi et al., 2019; Cagli et al., 2019) focus on

short-term,i.e., less than three months, futures contracts.

Considering intra-market or interexchange, multi-contract effects of other metals or
bivariate regressions are rarely encountered in efficiency analysis. If encountered,
these analyses are fulfilled by only using overlapping data. Hsieh and Kulatilaka
(1982) perform tests using forecast errors in the exchange. They test whether forecast
errors have a zero mean, no correlation with their own lagged and other metal
markets’ lagged forecast errors, and zero mean and no correlation with their own
lagged and other metal markets’ lagged growth rates. They cannot present evidence
supporting the efficiency of copper, tin, zinc, and lead. Canarella and Pollard (1986)
criticize Hsieh and Kulatilaka (1982) for not considering the moving average
structure, which is inherent in the overlapping data. Furthermore, they utilize the
autoregressive moving average (ARMA) model, which strengthens their results. Otto
(2011) discusses multi-contract efficiency by means of an autoregressive moving
average with distributed lag (ARMAX) methodology applied to forecast errors. The
author studies monthly averages of 3M and 15M futures contracts of LME base
metals. Although efficiency results vary according to specifications, the author finds
a strong impact of 3M futures on 15M futures, but not vice versa. Canarella and
Pollard (1986) use the full information maximum likelihood technique to estimate

bivariate regression. Their results also point out the efficiency of metal markets.

In our study, we focus on the three-month futures market efficiency of six base
metals in the LME.
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Table 4. 1. Summary of Related Recent Literature About Futures Market Efficiency

. Futures . - .
nit Root/Efficiency Testin S
Author(s) Data Time Data Frequency Analyzed Metals/Source Contract U oot/Efficiency Testing Main Findings/Results
Coverage Period Methodology
6 Base Metals (BMs) (Copper,
January aluminum, lead, tin, zinc, Unit root test: Exponential Unit root test: All spot and futures prices
. 1985- . . nickel) (LME) and 4 Precious smooth transition unit root test have a unit root
Cagli etal. (2019) February Daily / Overlapping Metals (PMs) (Gold, silver, 1M (Month) Efficiency test: Exponential Efficiency test: All metals are reported to
2019 platinum, and palladium) smooth transition cointegration be efficient in the long run based on the
(CME) / Bloomberg test nonlinear cointegration test
Copper (CME, LME), unit root test:.ADF Test Unit root test: All spot and futures prices
. Aluminum (LME, SHFE)) Efficiency test: have a unit root.
Kuruopuarachchi ergcr)%ajy Vg}{éﬂgf?ﬁgg by Zinc (LME), Nickel (India), Nearest _Si - '[tg 0 :r f 1&"”'.4'; gth d Efficiency test: The efficiency of futures
ot glp (2019) December mor?thl )/ y Gold (CME, Tokyo, India), Futures ﬁlt'_t ls este VItat?o Iae Ie?%r metals, except for silver and aluminum
' 2014 Overla yin Silver (Tokyo, India), Platinum | Maturity | 9 ?rsh’ g'v&n as ?' nary €Iror | (SHFE) for heteroscedastic  errors, s
PPINg (Tokyo), Palladium (Tokyo) / term. . € agf_ ors aiso ptropoifa a supported. The proposed test reverses the
Bloomberg test for efficiency Integrating efficiency inference of silver and gold
heteroscedastic error and time-
OSEH! : (CME).
varying risk premium
Um.t root test: .None Unit root test: None
Efficiency test: Efficiency test: The joint null hypothesis
Park and Lim January 6 BMs (Copper,  Lead, St = Po+ BiFejee + & of effic>i/enc s Jre'ected yf%r all
(2018) 2000-June Daily / Overlapping Aluminum, Nickel, Zinc and 3M Bo=0and B; =1 tested via conventional ysi nificanjce levels. The
2016 Tin) (LME) / Reuters Wald test. They also employ g '

robustness checks with monthly
(end of the month) data with the
OLS and GARCH (1,1) model.

robustness results support the results of
the daily base regression except for zinc.
Zinc is reported to be efficient.
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Table 4.1 (continued) Summary of Related Recent Literature About Futures Market Efficiency

. Futures . . .
Author(s) Data Time Data Frequency Analyzed Metals/Source Contract Unit Root/Efficiency Testing Main Findings/Results
Coverage Period Methodology
; . Unit root test: None
January Epflif:ireonoct t:’;i.None Efficiency test: Based on simple basis
1990 — July 2 PMs (Gold and Silver) By =0 ar{d B _ 1 tested via regressions, PMs analyzed are uniformly
Chinn and 2012- (PMs) | End of month values/ | (NYMEX), 5 BMs (Copper, 3M, 6M, V\(;ald test baseld on tlhe basis reported to be inefficient. On the other
Coibion (2014) July 1997- Overlappinng Aluminum, Lead, Tin, Nickel) 12M (F, _F This stud hand, BMs display a different pattern. For
July 2012- (LME) / Bloomberg in\t/_kiti ‘ t‘t’r‘]"‘kn"bli)' dn Y | instance, for all futures horizons,
(BMs) ei ?a aer:d e?‘fl'Jc'enac';Se ess_ aluminum and nickel are reported to be
(B =1) iciency (o = efficient. For other base metals, results
0 and B, = 1).
vary.
Unit root test: the ADF test, PP
test, and Zivot and Andrews
gg?cziért]?t . Unit root test: All futures and spot prices
y test: ;
S, = Bo + BiFors + € are reported to be non-stationary
t R0 T ATkt T according to the ADF and PP tests. Only
Januar 4 PMs (Gold, Silver, Platinum Ff‘}F . the I?tng rl:f _marl:het platinum spot and futures prices are
Arouri et al. 1 My h Daily / 10D d Palladi ! NQMEX / M etnciency, after confirming the reported to be stationary according to
(2013) 999- Marc ally [ Overlapping | an alladium) ( ) 3 cointegration refationship fo = 0 Zivot and Andrews (1992) test
2011 Bloomberg (risk neutrality), §; = 1 (market :

efficiency), By =0and f; =1
(unbiasedness)

For the short-run efficiency,
linear error correction model
(ECM), ECM-GARCH-M, and
nonlinear exponential switching
transition ECM are employed.

Efficiency test: Both Johansen trace and
Engle-Granger testing procedures point
out the cointegration of metals. However,
market efficiency is not supported both in
the short run and long run.
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Table 4.1 (continued) Summary of Related Recent Literature About Futures Market Efficiency

. Futures . - .
Author(s) Data Time Data Frequency Analyzed Metals/Source Contract Unit Root/Efficiency Testing Main Findings/Results
Coverage . Methodology
Period
Unit root test: ADF test with
Aluminum Cé[#i_m_al Iag: act:.colgdin%to BtIhC
(3M, 6M, resdft'%r;%eeje' reeacs)i onthe Unit root test: All metals (except for 24-
Reichsfeld and January 2 BMs (Copper and Aluminum) 12M), integration eﬁi?:ienc month futures copper) are reported to
Rauche (2011) 1990 — June | Weekly / Overlapping | (LME) and 1 PM (Gold) (CME) | Copper and metﬁodolo, varies 3{_” required have a unit root.
2011 / Bloomberg Gold (3M, odology . -d Efficiency test: All metals (except for 3M
conditions hold, cointegration
6M, 12M, hodoloav i loved futures markets) are reported to be
24nv) | Methodology Is employed. inefficient
2- If they are both stationary, the '
regression based on level data is
estimated.
Unit root test: ADF and KPSS
tests were employed to forecast Unit root test: All forecast errors are
BITOrS (St — Fiiey) reported to be stationary
July 1991- Monthly Averages/ | 6 BMs (Copper, Aluminum, Efficiency test: - . e
Otto (2011) March 2008 Overlapping Lead, Tin, Zinc, and Nickel 3M, 15M Single Contract Efficiency test: The efficiency of futures

(LME) / LME

ARMA methodology
Multi-Contract

ARMAX (ARMA with a
distributed lag) methodology

metal markets is rejected for all metals
except for aluminum and 3M lead futures
contracts.




4.4. Methodology

There exist three subsections under this section. We elaborate on the methodology of
the unit root tests of ADF and Phillips and Perron (1988) in the first subsection.
However, we do not present the procedure of the KPSS-SPC test method since we
have already explained the procedure in subsection 3.2.2 of the previous chapter. To
investigate the existence of a cointegration relationship, we employ the integration
order robust ARDL bounds test of Pesaran et al. (2001). We present details of this
methodology in the second subsection. In the last subsection, the details of
subsequent testing procedures of futures market efficiency are presented.

4.4.1. Unit Root Testing Methodologies

In this subsection, we present the procedures of two popular unit root tests, which are
ADF and Phillips and Perron (1988) tests. The main distinction between these two
tests is the way that they handle the possible serial correlation. ADF test handles the
possible serial correlation parametrically. On the other hand, Phillips and Perron
(1988) address the possible serial correlation and heteroscedasticity in errors

nonparametrically.
4.4.1.1. ADF Test Procedure

To conduct valid inference regarding the existence of a unit root, the ADF test
procedure includes the lagged first differences to address the problem of possible
serial correlation in the errors. ADF test statistic is calculated based on the following

equation 4.11.

Ay, =a+ft+yy,—1 + Z?:l 0; Aye_i + & (4.11)

where a and g are the constant and the linear trend parameter, respectively, and p is
the lag order of the autoregressive process. A is the difference operator and &; is the

white noise disturbance term. The optimal lag order may be found through the
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minimization of information criteria such as AIC, BIC, or the highest lag order,
which has a significant t statistic. Once the optimal lag order is found, the null
hypothesis H,: ¥y = 0 against the alternative hypothesis H;: y < 0 can be tested. The

test statistic is computed as follows

ty=0 = ¥/(3%b)"/?

where 382 is the standard error of the regression, b is the third diagonal term of the

matrix (X'X)~* with X being the matrix of regressors.
4.4.1.2. Phillips and Perron (1988) Test Procedure

The fundamental distinction between the PP test and the ADF test is the approach
related to possible serial correlation and heteroscedasticity in the errors. The ADF
test approximates the ARMA structure by including the lags of the dependent
variable, which is the first difference of the time series that is subject to the testing
procedure. On the other hand, PP propose a non-parametric modification to address

potential serial correlated and heteroscedastic errors.

Although the PP test considers only constant and constant and trend cases, we
elaborate on the most general case, which is the constant and trend cases. Let y; be a

time series generated by the following process
Ye=p+ Y1t &

This process assumes the null of a unit root. The subsequent regression is estimated
for the case of a constant and linear trend case in equation 4.12.

o 1 ~ .
Ye =g+ (t - ET) +ay,_q + & (4.12)
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(fi, B, @) are the conventional parameters obtained by the OLS estimation method.

The t statistic of parameter @, tg, is computed as follows

ta = (@ - 1)/(52) "

where 32 is the standard error of the regression, c is the third diagonal term of the
matrix (X'X)~1 with X being the matrix of regressors. The Z(ty) statistic of PP is

computed
S -
Z(ty) = (5) ty — 4G/ M1/
M= 1-T"*my, —12m§, + 12(1 + T~ Hmy,m, — (4 + 6T~ + 2T~ *)m3

5 (52-§%) _ _ _
A= Tz Myy = T 22{:13’1:2, My, =T 5/22{=1t}’t’ my, =T 3/2 Z{=1Yt

where G2 is the estimated long-run variance, which is time-invariant. The common

formula for G is

T l T
5 = T‘lz &2 4 2771 Z w(s, 1) Z A
t=1 s=1

t=s+1

where w(s,1) is the weighting function depending on the specified kernel and

bandwidth parameter.
4.4.2. ARDL Bounds Testing Methodology of Pesaran et al. (2001)

Pesaran et al. (2001) suggest a method enabling the researcher to comment on
cointegration without any prior examination of the integration order. The procedure
also has some other merits as well. One merit would be the allowance of different
autoregressive orders. Another merit is that it does not require the sample to be large
for validity. Initially, we estimate the following ARDL (p,q) regression as in
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equation 4.13 to find the optimal p and q through the minimization of information
criterion, i.e., AlIC.

ye=a+pt+ 25):1 QjYe-j + 2?:0 PiXe—i + & (4.13)

where ¢, is the iid disturbance term. Then regression in equation 4.14 is estimated to
test the existence of cointegration, given the estimated p and q. The testing approach
has the null of no cointegration H,:y; = 0 against the alternative hypothesis,
Hy:y; # 0,i = 1, 2. The joint F-statistic or Wald statistic is computed to test the null
hypothesis

Ay, =a+ct+ 25:11 bj Ay._; + Z?;()l Cibxe_j + V1 Vi1 T V2Xpq + @ (4.14)

where w, is an iid disturbance term. The authors provide two sets of critical values
for F-statistics. These values comprise the lower bound and upper bound of critical
values. Pesaran et al. (2001: 304) suggest a guide to make an inference about the
presence of cointegration. If the computed test statistic is between the lower and
upper bound, i.e., inconclusive region, then a test regarding the integration of order
will be applied. If the computed test statistic is smaller than the lower bound of the
critical value, the null hypothesis of no cointegration can be accepted. However, if
the computed test statistic is higher than the upper bound of the critical value, further
t-test regarding the null hypothesis Hy: y; = 0 should be performed. The authors also
present the upper and lower-bound critical values for the t-test. If the computed test
statistic is lower than the lower bound critical value, the null of no cointegration can
be accepted. If it is higher than the upper bound critical value, the result indicates the
existence of a cointegration. However, this cointegration relationship may be

degenerate if y, is statistically insignificant.

4.4.3. Futures Market Efficiency Methodologies

Given the nonstationarity of metal prices and no cointegration, two alternative

specifications in equations 4.15 and 4.16 are utilized in the study. However, prior to
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the estimations, the stationarity is ensured through a standard unit root test such as
the ADF test. Equation 4.15 is utilized to assess whether the basis is the optimal
predictor of the spot price change or not. In particular, the weak-form efficiency of a

futures market Hy: 6, = 1 is tested against the alternative hypothesis Hy: 6, # 1.

(St — Se—) = 61 + 6, (ft—k,t - St—k) + 9, (4.15)

where 9 is an iid disturbance term. On the other hand, equation 4.16 represents the
forecast error based approach to evaluate the weak-form efficiency of a futures
market. A futures market is to be efficient if forecast error (s¢ —fi_x()¢iS not
significantly affected by its previous values (s; — f;_x¢)¢—i. TO be more precise, the
weak-form efficiency of a futures market Hy: ¢c; = 0,i = {0, 1, ..., p} is tested against

the alternative hypothesis H;: c¢; # 0 for some i.

(St — fr-kt)t =Co + 2?:1 Ci (St — fr—kt)t-i T+ Vt (4.16)

where v, is an iid disturbance term.
4.5. Data and Empirical Results

Both LME prompt and 3M futures closing prices of selected metals, namely, copper,
lead, aluminum, nickel, zinc, and tin, on the first trading day of the month are
obtained from Bloomberg. Due to discussions about the caveat of using overlapping
observations, as elaborated in the first section, we prefer to utilize non-overlapping
observations from the first trading day closing prices of January, April, July, and
October of 3M futures and their corresponding future spot prices, namely spot prices
of the first trading day of April, July, October, and January similar to Sephton and
Cochrane (1990, 1991). Furthermore, following the common approach in the
literature, the natural logarithm of the prices is used. The data spans the period
between January 1990 and April 2020 for 3M futures prices and April 1990 and July
2020 for future spot prices.
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In the following subsection, we present and discuss the empirical results of unit root
and stationary tests. Then, the existence of a cointegration is examined through the
ARDL bounds testing procedure of Pesaran et al. (2001). Based on our inference

about these tests, we further investigate the efficiency of metal markets.

4.5.1. Unit Root and Stationarity Test Results

We summarize the results of ADF, PP, and KPSS-SPC tests in Table 4.2. ADF and
PP tests assume the existence of a unit root under the null hypothesis, while the
KPSS-SPC test presumes the null of stationary. Since the methodology of the KPSS-
SPC test is elaborated in the previous chapter, the reader is referred to methodology
subsection 3.2.2 in the third chapter. We allow a constant and a linear trend in all test
specifications. The optimal lag order choice for the ADF test is based on the
minimization of AIC with a maximum lag order of 12. QS kernel and Andrews’s
(1991) automatic bandwidth selection method are used for long-run variance in the
PP test. For the KPSS procedure, the SPC method is utilized with the Quadratic
Spectral kernel. AIC is utilized for choosing the optimal lag order in the pre-
whitening procedure of Andrews and Monahan (1992), with a maximum
autoregressive order of 12. The critical value of ADF and PP tests for 5% is -3.447.
The critical value of KPSS tests for 5% significance is 0.146. All test results imply

the non-stationarity of each price series based on 5% significance level.

Table 4. 2. Results of ADF, PP, and KPSS-SPC Tests

. ADF PP KPSS-
Metal Prices Test Test SPC Test
Copper Futures -2.23 -2.03 0.53
Prompt -2.37 -2.29 0.50
Lead Futures -3.04 -2.40 0.44
Prompt -2.92 -2.61 0.47
Aluminum Futures -3.34 -2.98 0.20
Prompt -3.45 -3.18 0.21
Nickel Futures -2.66 -2.28 0.48
Prompt -2.80 -2.37 0.49
Zinc Futures -3.19 -2.84 0.23
Prompt -3.40 -3.09 0.22
Tin Futures -2.40 -2.38 0.51
Prompt -2.44 -2.47 0.47
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4.5.2. Results of Pesaran et al. (2001) ARDL Bounds Test

Based on the nonstationary inference results derived from the application of unit root
and stationarity tests, we proceed with the investigation for the presence of a
cointegrating relationship. We prefer the integration order robust ARDL bounds
testing procedure proposed by Pesaran et al. (2001). The most unrestricted case
(Case V) of the ARDL bounds test is employed. The empirical results of ARDL
bounds tests are presented in Table 4.3. In the first row of Table 4.3, the fitted ARDL
models for price series are presented. The fitted ARDL model is found by
minimization of AIC with a maximum lag order of 12. We also test the presence of
serial correlation with the Breusch-Godfrey test for all specifications. The results
support the absence of serial correlation for all errors both in ARDL and ARDL
bounds test regression. ARDL bounds F test statistic is above the upper bound only
for aluminum prices, which points out a cointegration relationship. Then, we apply t
bounds test to investigate the cointegration relationship. The statistic for t bounds test
is below the lower bound. Therefore, we infer the absence of co-integration of
aluminum prices as well. Thus, we can rule out the cointegration relationship for all

metals. Thus, we do not need to take long-run dynamics into account for efficiency

analysis.
Table 4. 3. Empirical Results of ARDL Bounds Test (Case V)
Copper Lead Aluminum Nickel Zinc Tin
Fitted
Egg;‘ss‘;gigt?gfrey 5.29 11.84 13.64 9.76 8.47 11.03
(Lag 12) [0.95] 1 [0.46] 1 [0.32] [0.64] [0.75] [0.53]
) 2 q—
Ay, =a+ct+ z b]- Ay, + z CilXe_i + V1 Vi1 T V2Xe1 + W
j=1 i=0
Constant 0.57° 0.662 1.142 0.90? 0.67P 0.742
(0.26) (0.23) (0.35) (0.33) (0.32) (0.29)
Trend 0.00¢ 0.00? 0.00¢ 0.00 0.00P 0.00P
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
-0.23 0.09 -1.46¢ 0.19 -0.96 -0.06
Ye-1 (0.74) (0.90) (0.85) (1.09) (0.90) (1.32)
R 0.15 -0.20 1.30 -0.29 0.85 -0.03
t-1 (0.75) (0.90) (0.85) (1.10) (0.93) (1.32)
A ] 0.21
Ye-1 (0.86)
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Table 4.3. (continued)

A ] 0.16°
Ye-2 (0.09)
" 0.32 -0.31 1.59° 017 112 0.11
t (0.76) (0.90) (0.88) (1.12) 0.94) | (1.34)
0.18°
A1 ] ] ] (0.10) ] ]
Egigssig;gt?gﬂey 431 14.66 15.11 9.12 9.16 10.59
(Lag 12) [0.98] [0.26] [0.23] [0.69] [0.69] [0.56]
ARDL Bounds F
testwithy, =y, = | 2.972 4.14% 7.62% 3.78% 597 | 3.23%
0
Eoﬂngs ttest with N/A N/A 171 N/A N/A N/A
=
Cointegration NO NO NO NO NO NO

Notes: Estimated values for parameters of ARDL bounds F test regression are presented with their
standard errors in parenthesis. Values presented in brackets are p-values of related test statistics based
on yx? distribution. ARDL Bounds F test critical values are presented in Table CI(v) of Pesaran et al.
(2001:301). Bounds t-test critical values are presented in the Table ClI(v) of Pesaran et al. (2001:304).
Critical value for Breusch-Godfrey Serial Correlation Test Statistic in the above table is xZ, 05 =
21.026 . @ b and ° denote the statistic lying below the lower bound critical value, within the bound,
and above the upper bound critical value for 5% significance level, respectively. N/A stands for ‘Not
Applicable’ since we are already unable to reject null of no cointegration. 2, ® and ¢ denotes 1%, 5%,
and 10% significance levels, respectively.

4.2.3. Results of Efficiency Analysis

Due to the nonstationary of each price series and no cointegrating relationship
between futures and prompt prices, it is suitable to investigate the efficiency of metal
markets with the aid of alternative specifications based on first differences, basis, and
forecast errors as stated in equations 4.7 (4.15) and 4.8 (4.16) elaborated in section

4.2 (subsection 4.4.3 of the methodology section).

Since we can conclude the nonstationary of metal prices based on unit root and
stationarity tests and infer the non-existence of a cointegration relationship by ARDL
bounds testing procedure originating from the most unrestricted case, we apply a
method based on the basis as stated by Chinn and Coibion (2014) to test the weak-
form efficiency. In particular, to examine the efficiency of a futures market, we
analyze whether the basis is the optimal predictor of the spot price change. The merit
of this approach is that basis and spot price change are stationary. ADF test results
are presented in the upper panel in Table 4.4. The empirical results regarding

efficiency test regression are tabulated in the lower panel of Table 4.4.
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Table 4. 4. Empirical Results of Basis-Based Efficiency Test

ADF Test Results
(V(V:'ct):sct)ar:{) Copper Lead Aluminum | Nickel Zinc Tin
-8.16 -6.41 -8.25 -9.92 -9.01 -9.79
(¢ — Se—i) [0.00] [0.00] [0.00] [0.00] [0.00] [0.00]
(Fre = 5e4) -3.91 -5.01 -4.82 -6.07 -3.51 -6.21
' [0.00] [0.00] [0.00] [0.00] [0.01] [0.00]
(With Constant and Copper Lead Aluminum | Nickel zZinc Tin
Trend)
(5 — 5.0) -8.16 -6.37 -8.21 -9.88 -8.99 -9.75
£tk [0.00] [0.00] [0.00] [0.00] [0.00] [0.00]
(ke — 5ot -3.92 -5.32 -4.92 -6.05 -5.75 -6.99
K - [0.01] [0.00] [0.00] [0.00] [0.00] [0.00]
Efficiency Test Regression (s, — s;_x) = 01 + 0,(fi_yr — Se—x) + 9;

Copper Lead Aluminum | Nickel Zinc Tin

Constant 0.01 0.01 -0.02 0.00 -0.01 0.01
(0.01) (0.01) (0.01) (0.02) (0.01) (0.01)

0.66 -0.20 1.21 0.14 1.632 -0.28
Jeokor = Stk ©0.64) | (0.38) ©084) | @16 | (079 | (100)
Wald Statistic 0.46 0.26 1.16 0.02 0.54 0.43
(6,=0) [0.50] [0.61] [0.28] [0.88] [0.46] [0.51]
Wald Statistic 0.28 9.93 0.06 0.55 1.05 1.64
6,=1) [0.60] [0.00] [0.80] [0.46] [0.31] [0.20]
Wald Statistic 0.64 10.14 1.85 0.55 1.12 1.69
(6,=0, 6, = 1) [0.72] [0.01] [0.40] [0.76] [0.57] [0.43]

Notes: Critical values for ADF test statistic are -4.04, -3.45, and 3.15 for 1%, 5%, and 10%,
respectively. 2, ° and © denotes 1%, 5%, and 10% significance, respectively. Standard errors and p-
values are presented in parentheses and brackets, respectively. Newey and West (1987)
heteroscedasticity autocorrelation consistent standard errors are used.

Essentially, we test the constant term to be zero and the basis term parameter to be
one with the aid of the Wald test. To avoid unfavorable outcomes due to serial
autocorrelation or heteroscedastic errors, we use Newey and West’s (1987)
heteroscedasticity and autocorrelation robust standard error following Chinn and
Coibion (2014). Except for lead markets, we can not reject the null hypothesis of
efficiency at a 95 or 90 percent confidence level. Thus, we infer the efficiency of all

other base metal markets according to the basis-based efficiency test.

We also employ a forecast error-based procedure, which is also applied in the
literature (e.g., Canarella and Pollard, 1986; Otto, 2011) to infer the efficiency of
metal markets. In the forecast error based approach, the market is weak-form
efficient if the current forecast error is not significantly affected by its previous

values. To prevent wrong inferences related to serially correlated and heteroscedastic
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errors, we use Newey and West’s (1987) heteroscedasticity autocorrelation
consistent standard errors. Initially, we apply the ADF test for forecast errors. The
results are shown in the upper panel of Table 4.5. We conclude that forecast errors

are stationary for all metals investigated.

The empirical results are presented in the lower panel of Table 4.5. Based on
efficiency test results, all markets are reported to be weak-form efficient at a 95
percent confidence level. However, if the confidence level is lowered to 90 percent,
we will be able to reject the efficiency of lead and zinc markets. Except for zinc
markets, the results of forecast error-based results corroborate our basis-regression
based efficiency analysis at a 90 percent confidence level. The zinc market is
reported as an efficient market based on basis-regression results displayed in Table
4.4,

Overall, based on basis and forecast error regression results, we find evidence against
efficiency for lead and zinc markets at a 90 percent confidence level. Although the
data and methodology vary, our results are in line with the literature to some extent.
Cagli et al. (2019) report all metal markets to be efficient, while Park and Lim (2018)
present strong evidence against the efficiency of all six base metal markets, except
for zinc markets. On the other hand, Otto (2011) infers the efficiency of aluminum
and lead. Chinn and Coibion (2014) conclude the efficiency of aluminum and nickel
markets in 3M, 6M, and 12M futures contracts. Reichsfeld and Rauche (2011) report

that 3M aluminum and copper markets are efficient.

Table 4. 5. Empirical Results of Forecast Error-Based Efficiency Test

ADF Test Results (With Only Constant)

Copper Lead Aluminum Nickel Zinc Tin

(s _f ) -9.51 -6.21 -8.00 -9.78 -9.07 -9.67

t ekt [0.00] [0.00] [0.00] [0.00] [0.00] [0.00]
ADF Test Results (With Constant and Trend)

(s = foore) -9.46 -6.18 -7.97 -9.74 -9.06 -9.65

t -kt [0.00] [0.00] [0.00] [0.00] [0.00] [0.00]

Efficiency Test Regression
(St - ft—k_t)t = CO + Z?:l Cl (St - ft_k‘t)t—i-'-vt

Copper Lead Aluminum Nickel Zinc Tin
Constant 0.01 0.00 -0.01 0.00 -0.01 0.01
(0.01) (0.01) (0.01) (0.02) (0.01) (0.01)
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Table 4.5. (continued)

Gom o) 0.13 0.07 0.20 0.11 0.19¢ 0.11
¢ 7l 0, 09) (0.08) (0.14) (0.10) (0.11) (0.09)

(5t = foos) ) 0.17 -0.14 i i )
Cohte (0.13) (0.12)

(st = ft-r)e-3 - (-(?](_)29) - - - -

(st = ft-r)e-a - Egég) - - - -
S:/;/t?slgic 2.57 9.53 3.53 1.08 4.83 1.83

i [0.28] [0.09] [0.31] [0.58] [0.09] [0.40]
(All Ci = 0)

Notes: Critical values for ADF test statistics are -4.04, -3.45, and 3.15 for 1%, 5%, and 10%,
respectively. Optimal lag order is found by minimization of AIC with a maximum lag order of 12 for
both ADF and efficiency test regression. Standard errors and p-values are presented in parentheses
and brackets, respectively. Newey and West (1987) heteroscedasticity autocorrelation consistent
standard errors are used. 2, ®, and ¢ denotes 1%, 5%, 10% significance levels, respectively.

4.6. Conclusion

There have been some significant developments in base metal markets during the last
two decades. The three most important developments are Chinese growth, the
financialization of commodities, and climate change concerns. These developments
draw more attention to the price dynamics of metals. Futures, as well as spot prices,
should be emphasized in this regard. Due to its essential policy implications, futures
market efficiency has been subject to academia. In this regard, we aim to analyze the

weak-form efficiency of base metal futures markets of LME.

Since our inference about the presence of a unit root is supported, we further
investigate the existence of cointegration with the ARDL bounds testing procedure
of Pesaran et al. (2001). ARDL bound testing procedure has important merits such as
the integration order robustness, flexibility related to lag order, and less dependence
on large samples about validity. Our results are based on the most unrestricted case
of the ARDL bounds test procedure. They support the lack of a cointegration
relationship. Then, we employ regressions based on the basis, spot price change, and
forecast errors, which turn out to be stationary. To infer the efficiency of metals
investigated in our study, we apply both basis and forecast error-based approaches.
Based on our efficiency analyses, all base metal futures markets, except for lead and
zinc, are reported to be efficient.
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We argue that the main reason for the weak-form inefficiency of lead and zinc
markets is transaction costs. In LME markets, the transaction fee is fixed. In
particular, it does not vary with the contract amount or the market price. It depends
on the contract type, category, and the type of the transaction. These costs matter
more if the price of the metal is low. Lead and zinc prices are relatively lower than

other base metals.

Besides lead and zinc futures markets, investigated LME metal futures markets favor
both commercial traders and market regulators. In efficient markets, commercial
traders protect their income levels against significant price changes while market
regulators recognize market anomalies without much effort. On the other hand,
arbitrageurs can benefit from the lead and zinc futures market if they can obtain

critical information before it is reflected in the price.
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CHAPTER 5

CONCLUSION

Metals display both similarities and disparities from other commaodities. For instance,
they are storable like fuel or agricultural commodities. On the other hand, they are
recyclable and do not perish with single-use, unlike fuel commaodities such as oil and
natural gas. There are some similar and opposite technical features between metals.
On the other hand, metals are not homogeneous in terms of their usage. For instance,
copper and gold are good conductors of electricity and heat. Lead and gold are dense
metals. However, lead is a poor conductor of electricity. These features play an
essential role in related metal demand. This role is more pronounced in base metals
since base metals are relatively abundant and used for industrial purposes. On the
other hand, precious metals such as gold and silver are scarce and subject to
significant demand from non-industrial purposes such as safe haven, hedge, store of
value, or specie. Specifically, this non-industrial demand compensates for the
industrial demand shocks in the case of precious metals. On the supply side, base
metals have experienced a significant change in terms of the amount supplied after
the 2000s due to China’s fast-growth economic model. In particular, China
constantly has increased its mine and smelter/ refinery production share for lead,
zinc, and tin especially and has become the primary producer. On the other hand, for
nickel, aluminum, and copper, the same development occurred only for
smelter/refinery production. We should note that until China’s base metal supply
reached the level to meet its demand for industrial production, its demand
significantly increased prices before the mid-2000s. On the contrary, since the
Chinese growth model was industrial production-oriented, it did not affect the supply
of precious metals in such a manner. Countries and their global supply shares did not
change markedly for precious metals. Due to their scarcity, mainly adverse supply
shocks such as labor strikes have put upward pressure on the prices of precious

metals.
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The metal, either base or precious type, prices play a critical role for both metal
exporting, mostly emerging, countries, and metals importing relatively more
industrialized countries. For major metal exporting countries, metal export volumes
are significant due to their effects on export revenues and macroeconomic
fundamentals. For metal-importing countries, imported metals, especially base
metals, are among the cost items of industrial output. Therefore, metal price

dynamics merit further attention.

It has been well documented that real metal prices, particularly base metal prices, are
mainly affected by macroeconomic fundamentals such as industrial production, real
interest rates, and real exchange rates. In the case of precious metals, due to their
minor industrial use, especially for gold, industrial production does not seem to be an
influential direct factor as much as base metals. On the other hand, even though
industrial demand constitutes the majority of silver and platinum demand, investment
and jewelry demand seem to moderate the cyclical price effects of industrial

production. The price behavior is also critical for efficiency analysis.

In the dissertation, we apply tests to investigate the weak-form efficiency of global
spot and three-month futures metal markets. The weak-form efficiency of global spot
markets is investigated through stationarity tests. The existence of a unit root relates
to the weak-form efficiency of the market. Shocks to prices are not short-lived in a
weak-form efficient market. Therefore, returns can not be predicted. The return
unpredictability implies that an investor can not earn abnormal profit by just
analyzing the historical prices or implementing technical analysis. Moreover, there is
a lack of market forces that equilibrate the market in the long run. So, an active
public policy may be designed for this purpose. The narrative of futures market
efficiency is different than the spot market efficiency. The fundamental intuition is
that one investigates the weak-form efficiency of a futures market by examining its
forecast performance of the future spot price. In an efficient futures market,
commercial traders protect their income levels against significant price changes
while market regulators recognize market anomalies without much effort. On the
other hand, arbitrageurs can benefit from an inefficient futures market if they can

obtain critical information before it is reflected in the price.
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The efficiency of global spot metal markets are examined by the analysis of real
metal prices. Nominal metal (except for gold, silver, and platinum) prices and US
Producer Price Index (1982=100) by Commaodity for Final Demand: Finished Goods
are collected from the database of the Federal Reserve Bank of St. Louis. The
remaining metal prices are obtained from the World Bank (Pink Sheet). Using end-
period nominal metal prices and seasonally adjusted US Producer Price Index
(1982=100), the natural logarithm of quarterly real prices is calculated. To examine
the efficiency of global spot metal markets, we focus on stationarity tests, which
allow smooth or two-sharp breaks. Instant or sharp breaks may occur as a result of all
agents behaving simultaneously in a particular manner, such as demanding the asset
as a reaction to an economic stimulus. Due to the heterogeneity among economic
agents in terms of response to an economic stimulus (Leybourne et al., 1998),
presuming a sharp break may be unrealistic (Harvey and Mills, 2004). Therefore, we
also incorporate smooth breaks into our analysis. We contribute to the literature by
incorporating the SPC method into the KPSS-type test of Becker et al. (2006). In
addition to this contribution, these two stationarity tests have not been utilized to
examine the efficiency of global spot markets in the literature. The merit of the SPC
method is to make KPSS-type tests consistent.

To a great extent, the empirical evidence reveals the stationary of investigated global
metal prices. However, the sharp break stationarity test of Carrion-i-Silvestre and
Silvestre (2007) captures the breaks better than the smooth break stationarity test of
Becker et al. (2006). The observed structural changes are related to market-specific
and economic events, though the global economic conditions have appeared to be
effective, especially for precious metals. Except for gold and silver, our empirical
results present evidence against the efficiency market hypothesis. Market
inefficiency refers that prices do not fully reflect all available information in the
market. The implication of weak-form inefficiency findings in all these markets
enables one to perform technical analysis to predict prices and make abnormal
profits. Moreover, stabilization policies will be effective in dealing with exogenous
shocks, which will be temporary and short-lived. The result of efficient gold and
silver markets advises that the effects of exogenous shocks on these metal prices

would be permanent. Strong policy measures should be implemented to return metal
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prices back to their original trend. Metal prices return to their original trend with the
help of strong policy measures.

Although it is not a direct focus of this study, our results can be helpful for
forecasting purposes. Heterogeneity among economic agents is the primary
determinant of sharp or smooth breaks. As elaborated in the second chapter, precious
metals are subject to non-industrial and industrial demand. Non-industrial demand
moderates the shocks originating from industrial activity. On the other hand, demand
for base metals is solely composed of industrial demand. Thus, the demand structure
of precious metals is heterogeneous. For forecasting purposes, we argue that sharp
breaks and smooth breaks are suitable for base and precious metal prices,

respectively.

We analyze the weak-form efficiency of three-month futures base metal markets in
the LME as well. The weak-form efficiency of LME 3M futures markets is examined
by using futures and future spot prices. Both LME prompt and 3M futures closing
prices of selected metals, namely, copper, lead, aluminum, nickel, zinc, and tin, on
the first trading day of the month are obtained from Bloomberg. Due to discussions
about the caveat of using overlapping observations, we prefer to utilize non-
overlapping observations from the first trading day closing prices of January, April,
July, and October of 3M futures and their corresponding future spot prices, namely
spot prices of the first trading day of April, July, October, and January. With the non-
overlapping data, serial autocorrelation that may arise due to using informationally
overlapping data may be prevented (e.g., Hansen and Hodrick, 1980; Kellard et al.,
1999). Furthermore, following the common approach in the literature, the natural
logarithm of the prices is used. The data spans the period between January 1990 and
April 2020 for 3M futures prices and April 1990 and July 2020 for future spot prices.
Prior to efficiency analysis, we apply ADF, PP, and KPSS tests to investigate the
order of integration for base metals since the efficiency analysis is dependent upon
the stationarity of futures and prompt prices. Metal prices are reported to have a unit
root based on these three tests. Furthermore, the integration order robust ARDL
bounds test of Pesaran et al. (2001) is employed to examine the cointegration

relationship. The test result points out that there exists no cointegration relationship.
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In the literature, we do not encounter any study applying this method prior to
efficiency analysis. This is the main contribution of the fourth chapter to the
literature. Based on the test results of integration of order and cointegration, we
employ basis and forecast error-based regression to examine the efficiency of 3M
futures markets. Except for lead and zinc futures markets, we find strong evidence of
market efficiency. We attribute the weak-form inefficiency of lead and zinc futures
markets to transaction costs. In LME markets, the transaction fee is fixed. In
particular, it does not vary with the contract amount or the market price. It depends
on the contract type, category, and the type of the transaction. These costs matter
more if the price of the metal is low. Lead and zinc prices are lower than other base
metals. Besides lead and zinc futures markets, investigated LME metal futures
markets favor commercial traders and market regulators. In an efficient futures
market, commercial traders protect their income levels against significant price
changes while market regulators recognize market anomalies without much effort.
On the other hand, arbitrageurs can benefit from the lead and zinc futures market if

they can obtain critical information before it is reflected in the price.

In sum, we report the inefficiency of global spot markets for all six base metals and
only one precious metal, i.e., platinum, in the third chapter. On the other hand, the
other spot market prices of two precious metals, i.e., gold and silver, display the
characteristics of efficient markets. Thus, the spot prices of gold and silver reflect the
historical information. This is not surprising since platinum is the closest precious
metal to base metals due to its relatively limited financial investment role.
Stabilization policies are ample for the six base metal markets and the platinum
market in case of an exogenous shock. On the other hand, strong policy measures are
required to moderate the effect of exogenous shocks directed to gold and silver.
However, due to their limited availability and reserve role, especially gold, it is
unlikely for responsible institutions to intervene in the market to absorb the

exogenous shocks.

However, even though the inefficiency of global spot markets based on the largest
exporter’s price for all six base metals is found, we infer the efficiency of 3M LME

futures markets for four of the same six base metals in the fourth chapter. We report
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the inefficiency of lead and zinc futures markets. We can conclude that even though
spot market prices of six base metals do not reflect all historical prices of the largest
exporter, 3M LME futures prices of these base metals, except for lead and zinc,
reflect the future spot prices. The efficiency of futures markets eliminates any
perpetual prospects to earn profits without assuming any risk. Based on the
argument, an investor can earn investing in lead and zinc 3M LME futures markets
without assuming any amount of risk since constant arbitrage opportunities between
futures and spot markets are present in inefficient futures markets. On the other hand,
there are no constant arbitrage opportunities between efficient futures markets. In
this regard, the 3M LME futures markets of copper, lead, aluminum, and tin do not
attract arbitrageurs, unlike lead and zinc markets. Therefore, hedgers and speculators
are the economic agents in these four markets. The long (short) hedgers can manage
the risk of price fall (rise) in efficient markets by selling (buying) a 3M futures
contract.
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B. TURKISH SUMMARY / TURKCE OZET

Metaller, tiikenebilen veya yenilenemeyen emtialardir. Emtialar igindeki
smiflandirilmasindan da anlasilacagr gibi, metaller yerkabugunda smirli olarak
bulunmaktadir. Ancak metaller depolanabilir ve tek bir kullanim ile tiiketilemez.
Metalleri iki ana kategoriye ayirmak miimkiindiir. Bu kategoriler demir igeren ve
demir igermeyen metallerdir. Demirli metaller tipik olarak demir igerir. Ote yandan
demirsiz metaller demir igermez. Tez kapsaminda demir igermeyen metallere
odaklanilmaktadir. Ozellikle bakir, kursun, aliiminyum, nikel, ¢inko ve kalay olmak
lizere alt1 ana metal ile altin, giimiis ve platin olmak tizere ti¢ kiymetli metal {izerinde

yogunlasiyoruz.

Metaller, oOzelliklerine gore endiistriyel ve endiistriyel olmayan amaglar icin
kullanilmaktadir. Ana metaller, gorece bolluklar1 ve faydali teknik Ozellikleri
nedeniyle sanayi iiretiminin girdisi olarak kullanilmaktadir. Ornegin, ana metaller
arasinda 1s1y1 ve elektrigi en iyi ileten madde bakirdir. Bu 6zelligi ile, bakir elektrik
ve genel mithendislik sektorlerinde tercih edilmektedir. Diger bir 6rnek aliiminyum
olabilir. Aliiminyum, hafifligi sayesinde ulasim araglari tiretiminde yaygin olarak
kullanilmaktadir. Kiymetli metallerin bazi olumlu teknik 6zellikleri olmasina ragmen
yatirim giidiisii genellikle kiymetli metallere olan talebin sekillenmesinde Kritik bir
oneme sahiptir. Yatirim gilidiistiniin yan sira, giivenli liman, riskten korunma rolii,
deger saklama ve tiir islevi de kiymetli metal talebine katkida bulunur. Kiymetli
metallerin en iyi 6rnegi altindir. Miicevher iiretimi ve perakende yatirimlari kiiresel

altin piyasasindaki talebin ¢ogunlugunu olusturmaktadir.

Metaller diger mallarla hem benzerlikler hem de farkliliklar gosterir. Ornegin yakit
veya tarim {iriinleri gibi depolanabilirler. Ote yandan, petrol ve dogal gaz gibi yakit
emtialariin aksine geri doniistiiriilebilir ve tek kullanimlik olarak yok olmazlar.
Metaller arasinda benzer ve zit bazi teknik 6zellikler bulunmaktadir. Ornegin bakir
ve altin elektrigi ve 1s1y1 iyi iletir. Kursun ve altin yogun metallerdir. Ancak kursun

elektrigi iyi iletmez. Bu 6zellikler ilgili metal talebinde dnemli bir rol oynamaktadir.
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Bu rol ana metallerde daha belirgindir. Bunun nedeni, ana metallerin nispeten bol
bulunmasi ve endiistriyel amaglarla kullanilmasidir. Ote yandan, altin ve giimiis gibi
degerli metaller kittir ve giivenli liman, korunma, deger saklama veya tiirev gibi
endiistriyel olmayan amagcli olarak talep edilmektedir. Spesifik olarak, endiistriyel
olmayan bu talep, degerli metaller s6z konusu oldugunda endiistriyel talep soklarini
telafi etmektedir. Arz tarafinda ise Cin'in hizli biiyiiyen ekonomik modeli nedeniyle
2000'i yillardan sonra ana metallerde énemli bir degisim yasanmistir. Ozellikle Cin,
kursun, ¢inko ve kalay metallerinin maden ve izabe tesisi/rafineri tiretimindeki
payini siirekli artirarak ana tiretici konumuna gelmistir. Nikel, aliiminyum ve bakirda
ise ayn1 gelisme sadece izabe/rafineri iiretiminde yasanmistir. Cin'in ana metal
arzinin sanayi iretimi talebini karsilayacak seviyeye ulasana kadar talebinin 2000'li
yillarin ortalarindan 6nce fiyatlarin canlanmasina Onemli Olgiide katkida
bulundugunu belirtmeliyiz. Diger taraftan, Cin'in biliyime modeli sanayi iiretimi
odakli oldugundan ve halihazirda arzi oldukga kit oldugundan kiymetli metal maden
arzint bu sekilde etkilemedi. Degerli metallerde iilkeler ve kiiresel arz paylari
belirgin bir degisiklik gostermedi. Kitlik nedeniyle ozellikle isci grevleri gibi

olumsuz arz soklar1 degerli metal fiyatlar tizerinde yukar1 yonli baski olusturdu.

Metallerin  makroekonomik sistemedeki ©nemi nedeniyle fiyat dinamiklerinin
incelenmesi 0zel bir vurguyu hak etmektedir. Metallerin fiyat dinamiklerini
aciklamak i¢in yazinda ¢okg¢a calisma bulunmaktadir. Hotelling Kural1 (Hotelling,
1931), net piyasa fiyatinin faiz oraninda artmasi gerektigini Savunur. Prebisch ve
Singer Hipotezi ise (Prebisch, 1950; Singer, 1950) goreli emtia fiyatlarinin
diistiigiinii belirtmektedir. Ancak, bu akademik caligsmalar yakin zamanda yapilmis
caligmalar degildir. Ayrica, s6z konusu c¢alismalar Ozellikle fiyat degisimine
odaklanmaktadir. Son donemde yapilan caligmalar, kisa ve uzun vadede arz ve talep
soklari, makroekonomik faktorler, arz ve talebe iliskin belirsizlikler gibi temel
faktorlerin metal fiyatlarm etkiledigi iddiasin1 desteklemektedir. Metaller
depolanabilir emtia oldugundan metal stoklarinin diizeyi soklarin etkilerini artirici
veya hafifletici rol oynamaktadir. Metal stoklarinin yiliksek olmasi soklarin fiyatlar
tizerindeki etkisini hafifletirken (Carter ve digerleri, 2011), diisiik stoklar ise

Ozellikle ana metaller i¢in etkiyi yogunlastiracaktir. Kiymetli metallerin fiyatlaria
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gore diisiik depolama maliyetleri sebebiyle metal stok diizeyinin fiyatlar tizerinde

belirleyici etkisi bulunmamaktadir.

Fiyat davranisinin analiz edilmesi, ilgili kaynak piyasalarimin verimliligi hakkinda
onemli bilgiler aktarir. Esas itibariyla fiyatin piyasanin verimlilik yapisini yansitmasi
gerekmektedir. Zayif formda, yar1 giiclii ve gii¢lii formda piyasa verimliligi olmak
lizere ii¢ tlir piyasa verimliligi bulunmaktadir. Gigli-etkin formda bir piyasada
olusan piyasa fiyati, kamuya ac¢ik veya kamuya agik olmayan tiim bilgileri
yansitmaktadir. Yar1 giicli formda verimli bir piyasada olusan fiyat, mevcut tiim
kamuya acik bilgileri yansitir. Zayif formda verimli bir piyasada fiyatlar yalnizca
gecmis fiyatlar1 yansitir. Daha spesifik olarak, eger fiyat serisinde birinci dereceden
entegre ise ilgili piyasanin zayif formda verimli oldugu iddia edilebilir. Diger
taraftan, fiyatlarin duragan oldugu sonucuna ulasiliyorsa piyasanin zayif formda
verimli bir piyasa oldugu sdylenemez. Zayif formda verimli bir piyasada fiyatlara
gelen soklar kisa 6miirlii degildir. Bu nedenle piyasa getirileri tahmin edilemez. Bu
durumda, bir yatirimci, sadece metalin gegmis fiyatin1 analiz ederek veya teknik
analiz yardimiyla ekonomik kar elde edemeyecektir. Ustelik uzun vadede piyasay:
dengeleyecek piyasa giicleri bulunmamaktadir. Ancak bir piyasanin zayif formda
verimli oldugu iddia edilemiyorsa fiyatlar, piyasadaki ge¢mis fiyat bilgilerini tam
olarak yansitmamaktadir. Bu nedenle, kamuya aciklanmamis herhangi bir énemli
bilginin dahil edilmesi asir1 karla sonuglanabilir. Ayrica fiyatlara gelen soklar kisa
sirelidir; bu da piyasayr dengeye getiren piyasa gii¢lerinin var oldugu ve getirilerin
ongoriilebilir oldugu anlamina gelir. Bu argiimanin spot piyasa verimliligine yonelik

oldugunu belirtmekte fayda bulunmaktadir.

Enerji fiyatlarmin stokastik Ozelliklerinin bilinmesi, yalnizca verimli piyasa
hipotezinin degerlendirilmesi agisindan kritik 6neme sahip degildir, ayn1 zamanda
firmalarin uzun ve kisa vadeli yatirnm kararlarinin ve gesitlendirme stratejilerinin
tahmin edilmesi ve olusturulmasi agisindan da 6nemlidir. Ayrica enerjiye bagimli
ekonomiler i¢in fiyatlarin izledigi patika, gelir tahmini ve yonetimi agisindan kritik
Ooneme sahiptir. Enerji alaninda verimli piyasa hipotezinin ampirik gegerliligine
iliskin pek ¢ok galisma mevcuttur. Petrol piyasalarinin verimliligine iliskin yazin ¢ok

genigken, yenilenemeyen kaynaklarin piyasa verimliligine iliskin yazin nispeten
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zayiftir.  Yenilenemeyen kaynaklarin piyasa verimliligine iliskin  yazin
incelendiginde, onceki calismalarin ampirik kanitlarinin duragan olmayan fiyatlari
ortaya ¢ikardig1 ve dolayisiyla ADF ve PP testlerinin sonuglarindan hareketle etkin
piyasa hipotezini destekledigi goriilmektedir. Glincel ¢alismalar (6rnegin, Presno ve
digerleri, 2014), daha onceki g¢alismalarin duragan olmama bulgusunu, yapisal
kirilmalarin varliginda geleneksel birim kok testlerinin giiclinlin diisiik olmasina
baglamistir. Perron'un (1989) ufuk agici makalesinden itibaren, akademisyenler,
geleneksel birim kok testlerinin, zaman serisi bir kirilma c¢evresinde duragan
oldugunda birim kokiin sifir hipotezini hatali bir sekilde kabul etme yoniinde
onyargilt oldugunu kabul etmistir. Bununla birlikte, Perron (1989) tarafindan
Onerildigi gibi digsal bir kirilmay1 iceren bir yontem On test yanliligindan zarar
gorebilir. Bu argliman, kirilmalarin igsel olarak belirlendigi test yontemlerinin
uygulanmasini tesvik etmektedir. Yazindaki ampirik ¢alisma sonuglari, testin igsel
olarak belirlenmis kirilmalar igermesi nedeniyle daha fazla emtia fiyatlarinin duragan
olduguna dair kanitlar1 desteklemektedir (6rnegin, Lee ve digerleri, 2006; Presno ve

digerleri, 2014).

Vadeli islem sozlesmesi belirli bir gelecek tarihte teslim edilmek iizere 6nceden
belirlenmis miktardaki belirli bir varligin satin alinmasina veya satilmasina iliskin
standart bir sdzlesmedir. Vadeli islem s6zlesmesinin dayanak varligina (6rnegin bir
emtia veya yabanci para birimi) bakilmaksizin, vadeli islem sozlesmeleri piyasa
katilimcilarina gelecekteki spot fiyatlara iligkin bir miktar anlayis (fiyat kesif islevi)
saglar ve kisa/uzun vadeli hedge yapanlarin risklerini spekiilatorlere devretmelerine
olanak tanir. Diger bir ifade ile, vadeli islem s6zlesmesi risk transferi veya riskten
korunma fonksiyonu saglar. Bu 0zellikler, bir¢ok arastirmaciyr vadeli islem

piyasalarinin verimliligini aragtirmaya ¢ekmektedir.

Verimli piyasalar, vadeli islemler ve spot piyasalar arasinda karl ticaret stratejilerine
izin vermediginden, vadeli islem piyasasinin verimliligini analiz etmek 6nemli bir
arastirma konusu olmustur. Vadeli islem piyasasinin verimli olup olmamasi, riskten
korunmayi saglayanlari, spekiilasyon yapanlari, arbitrajcilar1  ve politika
diizenleyicilerini belirgin sekilde etkilemektedir. Etkin olmayan bir vadeli islem

piyasasinda, riskten korunmay1 saglayanlar vadeli islem sézlesmelerinin risk transfer
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roliine giivenemezler. Bu nedenle, vadeli islem s6zlesmesi almak/satmak konusunda
isteksiz olacaklardir. Boylece vadeli islemler piyasasinda daha diisiik islem
maliyetlerinden, islemlerin daha hizli gergeklestirilmesinden ve agiga satis
firsatlarindan vazgegerler. Spekiilator, vadeli islem piyasasinda bir prim karsiliginda
riskten korunan kisinin riskini istlenen ekonomik aktér oldugundan ve riskten
korunan kisinin verimli olmayan bir vadeli islem piyasasina katilma olasiligi daha
diisiik oldugundan, spekiilasyon faaliyeti de diisecektir. Ancak, arbitrajcilar verimli
olmayan bir vadeli islem piyasasinda risksiz kar elde etmek igin islem yapacaklardir.
Bir spekiilatoriin ve bir arbitrajcinin islem yapma motivasyonu farklidir. Spekiilator,
riskten korunanin riski karsiliginda getiri aramaktadir. Arbitrajc1, herhangi bir risk
almadan kar elde etmek igin piyasalarda es zamanli pozisyon alir. Politika
diizenleyicilerinin vadeli veya spot piyasalarda herhangi bir pozisyon almamasina

ragmen diizenlemelerle piyasalara miidahale etmesi gerekmektedir.

Vadeli metal piyasasinin verimliliginin ampirik olarak incelenmesi, spot metal
piyasasinin verimliliginden farklidir. Metal vadeli islem piyasasinin verimliligi,
vadeli iglem fiyatinin gelecekteki spot fiyatin tarafsiz bir gostergesi olup olmadigini
tartigmak i¢in hem spot hem de vadeli islem metal fiyatlarini kullanan yontemler
uygulanarak sinanmaktadir. Vadeli ve spot fiyatlarin ekonometrik degerlendirilmesi
sonucu ulagilan birim kokiin veya esbiitiinlesme bulgularina gore arastirma yontemi

degisiklik gostermektedir.

Bazi ¢alismalarda (6rnegin, Chowdhury, 1991; Moore ve Cullen, 1995; Reichsfeld
ve Rauche, 2011; Arouri ve digerleri, 2011, 2013; Cagli ve digerleri, 2019;
Kuruppuarachchi ve digerleri, 2019) esbiitiinlesme yontemleri kullanilmaktadir.
Moore ve Cullen (1995), Reichsfeld ve Rauche (2011), Cagli ve digerleri (2019) ve
Kuruppuarachchi ve digerleri (2019) arastirmalarina konu olan ana metal vadeli
islem piyasalarmin etkinligini rapor etmektedir. Ote yandan Otto (2011), Chinn ve
Coibion (2014) ve Park ve Lim (2018) tarafindan yapilan ¢aligmalarda metalin vadeli
islemlerinin ve spot fiyatinin dogrudan veya dolayli olarak tek bir denklemde
kullanildigi regresyon tahminleri verimli olmayan piyasalara isaret etmektedir.
Canarella ve Pollard (1986) LMEnin bakir, kursun, kalay ve ¢inko vadeli islem

piyasalarindaki verimliligini rapor etmektedir.
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Tezde hem spot metal piyasalarinin hem de ii¢ ay vadeli vadeli metal piyasalarinin
zayif formdaki verimliligine odaklanilmistir. Spot metal piyasalarinin analizinde,
1980 yilinin ilk ¢eyregi ile 2017 yilinin ilk ¢eyregi arasindaki donemi boyunca bakir,
kursun, kalay, nikel, ¢inko, aliiminyum, altin, platin ve giimiisiin ii¢ aylik fiyat
seviyesine gore diizeltilmis fiyatlarinin verimli piyasa hipotezi ile karakterize edilip
edilemeyecegini arastirmayr amaglanmistir. Mevcut yazin takip edilerek fiyat
seviyesine gore diizeltilmis metal fiyatlar1 doviz kurunun potansiyel dongiiselligini
ortadan kaldiracak sekilde se¢ilmistir. Yontem olarak, mevcut ¢alismalardan farkli
olarak, tezde geleneksel KPSS testinin degistirilmis versiyonlari olan iki farkli
duraganlik testi kullanilmigtir. Birim kok sifir hipotezine sahip testlerin duragan
ancak israrci verilerle diisiik giice sahip oldugu ve buna karsi ¢cok giiglii bir kanit
olmadig1 silirece duragan olmama sifir hipotezini reddedemeyece§i gbéz Oniine
alindiginda, duraganligin sifir hipotezi altinda piyasa verimliligi daha dogal olarak
test edilebilir. Ayrica Lee ve digerleri (2006) yenilenemeyen dogal kaynak
fiyatlarnin stokastik ozelliklerinin analizinde yapisal kirilmalarin ve egilimlerin
onemli hususlar oldugu bulgularindan hareketle, kademeli ve keskin kirilmalari
iceren iki farkli test benimsenmistir. Kirilmalarin yanlis karakterize edilmesinin,
kirilmalart goz ardi etmek kadar sorunlu olabilecegi géz Oniine alindiginda, hem

kademeli hem de keskin kirilmalar dikkate alinmustir.

Ana metallerle ilgili yapilan bazi ¢alismalar Macdonald ve Taylor (1988),
Chowdhury (1991), Moore ve Cullen (1995) ve Heaney (1998) olarak siralanabilir.
Macdonald ve Taylor (1988), Chowdhury (1991) ile Moore ve Cullen (1995)
sirasiyla ay sonu, aylik ortalama ve saat birdeki aylik ile haftalik fiyatlar1 incelerken,
Heaney (1998) haftalik ve i¢ aylik fiyatlarin dogal logaritmasini incelemislerdir.
Macdonald ve Taylor (1988) 1976 yilimin Ocak ayr ile 1985 yilinin Ekim ay1
arasindaki donem icin kursun, kalay ve ¢inko fiyatlarini analiz etmistir. Chowdhury
(1991) 1971 yilinin Temmuz ay1 ile 1988 yilinin Haziran ay1 arasindaki bakir,
kursun, kalay ve ¢inko fiyatlarina odaklanmistir. Diger taraftan, Moore ve Cullen
(1995) 1988 ile 1992 yillar1 arasindaki haftalik aliiminyum, kalay ve c¢inko
fiyatlarindan ve aylik bakir, kursun ve nikel fiyatlarindan yararlanmaktadir. Heaney
(1998) 1976 ile 1995 arasindaki haftalik ve ii¢ aylik kursun fiyatlarini analiz etmistir.
Moore ve Cullen (1995) ile Heaney (1998) PP testini, Macdonald ve Taylor (1988)
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ve Chowdhury (1991) sirasiyla DF testini ve DF ile ADF testlerini uygulamistir. Bu
caligmalar arasinda yalnizca Moore ve Cullen (1995) ve Heaney (1998) bazi metal
fiyatlarinin duraganligini raporlamistir. Moore ve Cullen (1995) Londra Metal
Borsasi’nin aylik kursun ve haftalik kalay fiyatlarinin duragan oldugunu bildirirken,
Heaney (1998) aymi borsanin kursun fiyatlarinin duragan oldugu bulgusuna
ulasmistir. Ozetlemek gerekirse, bu calismalarmin verilerinin zaman araligi énemli
Olgiide farklilik gostermektedir. Ayrica soz konusu c¢alismalarda bazi istisnalar
disinda metal fiyatlarinin ¢ogunun duragan olmadigi belirtilmektedir. Metal
piyasalarinin belirli bir donem igin verimli olmasi sasirtict degildir. Ayrica, bu

calismalarin higbiri yapisal kirilmalar1 dikkate almamaktadir.

Yazinda yapisal kirilmalar1 dikkate alan test caligmalar1 da mevcuttur. Ahrens ve
Sharma (1997), Lee ve digerleri (2006) ile Presno ve digerleri (2014) 1870 ile 1990
yillar1 arasinda aliiminyum, bakir, demir, kursun, nikel, giimiis, kalay ve ¢inkonun
yillik ABD fiyat seviyesine gore diizeltilmis fiyatlar1 incelemektedir. Ahrens ve
Sharma (1995) otokorelasyon fonksiyonu, ADF, Perron (1989), Leybourne ve
McCabe (1994) ile Ouliaris ve digerleri (1988) testlerini uygulamistir. Bu testler
icinde igsel olarak yapisal kirilmalarin belirlendigi bir test bulunmamaktadir.
Yazarlar Perron (1989) testine gore tezde incelenen metallerden sadece aluminyum,
bakir ve glimiis fiyatlarinin bir yapisal kirilmali duragan oldugu sonucuna ulagmistir.
Ayni veri setine Lee ve digerleri (2006) iki yapisal kirllmaya izin veren LM birim
kok testi uygularken, Presno ve digerleri (2014) ise yine iki yapisal kirilmaya izin
veren Landajo ve Presno (2010) duraganlik testi uygulamistir. Bahsi gecen her iki
testte yapisal kirilmalar igsel olarak belirlenmistir. Lee ve digerleri (2006) tim
fiyatlarin duragan oldugu sonucuna ulasirken, Presno ve digerleri (2014) giimiis
metali haric ayn1 sonuca ulagsmistir. Birebir ayni1 veri set kullanilarak ulagilan
sonuglar yapisal kirilmalarin birim kok veya duraganlik testlerinde dikkate

alinmasinin 6neminin altin1 ¢gizmektedir.

Spot piyasalarin verimliligini incelemek igin altin, giimiis ve platin haricindeki
metallerin fiyatlar1 ve Emtia Nihai Talebine gére Mamuller icin ABD Uretici Fiyat
Endeksi (1982=100) Amerikan Merkez Bankasi, St. Louis’den elde edilmistir. Kalan

metal fiyatlar1 Diinya Bankasi’ndan (Pembe Sayfa) alinmigtir. Nominal metal
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fiyatlar1 ve mevsimsellikten arindirilmis ABD Uretici Fiyatlar1 Endeksi (1982=100)
kullanilarak fiyat seviyesine gore diizeltilmis iic aylik donem sonu fiyatlarin dogal
logaritmas1 kullanilmistir. Nominal fiyatlarin fiyat seviyesine gore diizeltmek icin
iiretici fiyat endeksinin kullanilmasi yaygindir (6rnegin, Slade, 1982; Ahrens ve
Sharma, 1997; Lee ve digerleri, 2006; Presno ve digerleri, 2014). Oncelikli olarak
standart ADF ve KPSS testlerini uygulanmigtir. Standart KPSS testinde uzun vadeli
varyans hesaplamasi i¢in SPC metodu kullanilmistir. SPC metodu, Andrews (1991)
ve Newey ve West (1994)’ iin veriye dayali kisaltma gecikme se¢me yOntemi
kaynakli tutarsizlik problemini ¢6zmektedir (Choi, 1994; Choi ve Ahn, 1995, 1999;
Kurozumi, 2002; SPC). S6z konusu iki testin sonuglart ¢inko ve aluminyum

disindaki biitliin metal fiyatlarin duragan olmadigina isaret etmektedir.

Bu noktada SPC metodunu agiklamakta fayda bulunmaktadir. Metot elde edilmis
hata terimlerinden uzun vadeli varyansi hesaplamak igin Oncelikle belirlenmis bir
bilgi kriterine hata terimlerine uygun otoregresif model se¢ilmektedir. Tezde
Bayesgil bilgi kriteri, ikincil dereceden spectral kernel ve en fazla 8 gecikme
benimsenmistir. Sec¢ilen model sonrasi otoregresif modelin kalintilarindan uzun
vadeli varyans hesaplanmaktadir. Ancak hesaplanan varyans dogrudan
kullanilmamaktadir. Testte kullanilan varyans hesaplanmis iki degerden kiigiik
olandir. Iki de@erden birisi uzun vadeli varyans olarak hesaplanmis varyansin
orneklem biiytlikliigii ile carpimidir. Digeri ise hesaplanmis varyansin tahmin edilmis
otoregresif parametrelerin toplaminin birden c¢ikarilarak bulunan degerin karesine

boliinmiis degeridir.

ADF ve KPSS sonuglarina gore ¢inko ve aluminyum metalleri disindaki metal
fiyatlarinda birim kok sonucuna ulagilmasi yaniltici olabilecektir. Bu durumun temel
sebebi veride dikkate alinmamis yapisal kirilma olmasi1 durumunda her iki testte de
birim kokii destekleyen hipoteze yonelik yanlilik bulunmaktadir. Bu sebeple tezde
iki keskin yapisal kirilmaya izin veren Carrion-i-Silvestre ve Sanso (2007) ile
Fourier fonksiyonlar yardimiyla kademeli kirilmalara izin veren Becker ve digerleri
(2006) duraganlik testleri uygulanmistir. Her ikisi de KPSS tipi testtir. Tezde 6zgiin
olarak tutarsizlik problemini ¢6zmek icin her iki testte SPC metotu kullanilmistir.

Becker ve digerleri (2006) testinde kirilmalarin say1 ve yapisina iliskin herhangi bir
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varsayima gerek yoktur. Diger taraftan, soz konusu testin keskin yapisal kirilmalarin
zamani ve biylkliglni tahmin etmekte gii¢lii degildir (Jones ve Enders, 2014). Bu
problem keskin yapisal kirilmalarin biiyiikligii ile derinlesmektedir (Harvey ve
Mills, 2004). Bu problem dikkate aldigimizdan ayrica Carrion-i-Silvestre ve Sanso
(2007) testi uygulanmistir. S0z konusu duraganlik testinde aylak degiskenler

yardimiyla keskin yapisal kirilmalar1 metota dahil edilmistir.

Becker ve digerleri (2006) metodunda kalint1 karelerinin toplamini minimize eden
tekil frekans bulunmaktadir. S6z konusu frekansin 1 ya da 2’den biiyiik olmamasi
beklenmektedir. Frekansin 2’den biiyiik olmas1 yapisal kirilmadan ziyade stokastik
parametre degiskenligi anlamina gelebilmektedir. Buna ragmen ihtiyatli bir
yaklagimla maksimum tekil frekansii 5 olarak uygulanmistir. Optimum frekans
1zgara aramasi yontemiyle bulunmustur. Yontemin uygulanmasi sonucunda ¢inko ve
aluminyum disindaki metallerin optimum tekil frekanst 2’yi gegmemistir. So6z
konusu metal fiyatlar1 halihazirda ADF ve KPSS testlerine gore duragan olarak
raporlandigindan diger metallere odaklanilmistir. Sadece altin fiyatlarinin dogrusal
trend olup olmamasindan bagimsiz olarak duragan olmadigi sonucuna ulagilmistir.
Diger taraftan, bakir haricinde diger metallerin fiyatlar1 dogrusal trend olup
olmamasindan bagimsiz duragan olarak raporlanmistir. Dogrusal trendin eklenmesi
durumunda bakir fiyatlarimin duragan olmadigi sonucuna ulasilmistir. Ayrica,
duragan olarak raporlanan metal fiyatlar1 i¢in yapilan Fourier fonksiyonlara iliskin F
testi sonuglart da Fourier fonksiyonlarin istatistiksel olarak anlamlili§ina isaret
etmektedir. Optimum tekil frekansa gore uyumlastirilmig fiyatlar ile gergek fiyatlar
karsilagtirildiginda Fourier fonksiyonlar kaynakli dalgalarinin en yiiksek ve algak
noktalar1 arasinda bazi eslesmeler gozlenmektedir. Bazi istisnalar disinda, soz
konusu eslesmelerin kiiresel olaylarla ilgili oldugu degerlendirilmektedir. Ornegin,
bakir, kursun, platinyum ve giimiis fiyatlarinda 2011 yilinin ikinci ¢eyre8i veya
ticiingli ¢ceyregi Ortlisen dalganin en yiiksek noktasi olarak gozlenmistir. S6z konusu
zirve Avrupa’nin bor¢ problemine iligskin artan stres ve kiiresel belirsizlik ile Cin’in
yavaglayan sanayi talebi ile ilintilidir (Diinya Bankasi, 2011a). Buna ek olarak,
kiymetli metal 6zelliginden dolay:r yatirimcilarin varliklarini likiditeye c¢evirmeleri
giimiis fiyatlarindaki diisiiste kismi katki saglamistir (Diinya Bankasi, 2011a, 2011b).

Cin ihracat1 ve stoklarindaki artisin sonucu olarak, 2006 yilinin sonu veya 2007 yil
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basinda nikel, ¢inko ve aluminyum fiyatlarinda zirve gozlenmistir (Diinya Bankasi,
2007a, 2007b, 2007c). Nikel ve ¢inko fiyatlart 1989 yilinin ilk ¢eyregindeki zirveyi
paylasmaktadir. Nikel fiyatlar1 1987 yilinda dongiisel olarak paslanmaz ¢elik talebi
kaynakli artmistir (Madenler Biirosu, 1989a:739). Benzer sekilde, 1987 yilinin
Kasim ayindan itibaren ¢inko fiyatlar1 giiclii talep ve kit arz sebebiyle artmistir
(Madenler Biirosu, 1989b:1155). Bakir, kalay, altin ve glimiis fiyatlar1t 2001 yilinin
ticlincii ceyreginde dip noktasini paylasmaktadir. S6z konusu dip noktasi temelde
kiiresel iktisadi faaliyette yavaslamayla iliskilidir. Kalay ve altin fiyatlar1 sirasiyla
elektronik sektorii ve kuyum sektoriindeki talepteki azalma kaynakli azalmistir
(Madenler Biirosu, 2001a, 2001b). Diger taraftan, glimiis fiyatlarindaki diislis imalat
talebindeki diisiis ile iliskilendirilebilir (Glimiis Enstitiisii, 2002).

1988 yilinin ikinci ¢eyregindeki aluminyum fiyatlarindaki zirve ile nikel fiyatlarinda
1998 yilinin dordiincti ¢eyreginde gozlenen dip noktasina iligkin aciklama diger
metal fiyat agiklamalarina gore farklilik arz etmektedir. Aluminyum fiyatlarindaki
zirve finansal gelismelerden kaynaklanirken, nikel fiyatlarindaki dip noktasi gorece
yerel gelismelerden kaynaklanmaktadir. Aluminyum fiyatlarindaki zirve finansal bir
olay olan Biiyiilk Sikma’dan kaynaklanmistir. S6z konusu olayda kisa pozisyona
sahip kisiler pozisyonlarmi fiyatlardaki yiliksek artis olan dénemde uzun pozisyon
sahiplerinden pozisyonlar1 kapatmak i¢in aluminyum alamamiglardir (Metal Biilteni,
2015). Diger taraftan, nikel fiyatlarindaki dip noktasi Rusya’daki nikel tiiketiminin
azalmasi, Japonya’daki durgunluk ve Dogu Asya’daki diger iilkelerdeki iktisadi
problemler sebebiyle talebin azalmasi1 kaynaklidir (Madenler Biirosu, 1998). Sonug
olarak, eslesen dalga en alcak ve en yiiksek noktalar1 ¢ogunlukla kiiresel dongiisel
olaylarla iligkilidir. Metallerin kendine 6zgii yapisal kirilmalar1 da yakalamak icin

Carrion-i-Silvestre ve Sanso (2007) metodu benimsenmistir.

Carrion-i-Silvestre ve Sanso (2007) metodunda ise belirlenen spesifikasyona gore iki
adet yapisal kirilmaya gore kalinti karelerini minimize eden kirilma noktalarini
bulunmaktadir. Becker et al. (2006)’daki optimum tekil frekans1 bulurken kullanilan
1zgara aramast yontemi kullanilmaktadir. Yazarlar makalelerinde yedi adet
spesifikasyon kullanmig olsa da tezde en az kisitlamali model de dahil olmak tizere

ti¢ adet spesifikasyon kullanilmistir. S6z konusu ti¢ spesifikasyon sadece seviyede iki
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kirilma (model AA), sadece egilimde iki kirilma (model BB) ve hem seviyede hem
de egilimde iki kirilma (model CC) igeren modellerdir. Metodun uygulamasinda
Becker ve digerleri (2006)’ daki gibi uzun donemli varyans hesaplanmasinda SPC
metodu benimsenmistir. Model AA igin tiim metal fiyatlar1 duragan olarak
raporlanmistir. Diger taraftan model BB ic¢in sadece kalay, bakir ve giimiis
fiyatlarinda birim kok raporlanmistir. Model CC spesifikasyonu kullanildiginda ise
aluminyum, altin ve giimiis fiyatlarinda birim kok bulgusuna ulasilmistir. Kursun,
nikel, ¢cinko ve platinyum fiyatlar1 her ii¢ modele gore duragan olarak raporlanmistir.
Bu noktada bakir, kalay ve aluminyum fiyatlarina sadece bir modele gore duragan
olmadig i¢in daha fazla odaklanmakta fayda bulunmaktadir. Hem model AA hem de
model CC’ye gore bakir fiyatlarinda 1987 yilinin tgiincii ¢ceyregi i¢in keskin yapisal
kirilma tahmin edilmistir. Diger taraftan, model BB s6z konusu keskin yapisal
kirilmayr tahmin edememistir. Model BB’nin bakir fiyatlarinin duraganlhigini
desteklememe sebebinin kiiresel tiiketimdeki artisla birlikte tarihsel diisiik bakir
stoklart sonucunda 1988 yil sonunda fiyat zirvesini yakalayamamasi oldugu
degerlendirilmektedir (USGS, 2012:49). Benzer sekilde, model AA ve model CC’nin
aksine, model BB kalay fiyatlarindaki 1985 yilinin son ¢eyreginde Uluslararasi
Kalay Konseyinin (ITC) yikilmasi sonrasindaki sert diisiisii yakalayamamaktadir.
ITC, 1985 yilimin Ekim ay1 sonuna kadar kalay fiyatlarindaki diisiisii engelleyecek
politikalar1 uygulayan uluslararast bir kurulus olarak faaliyet gostermistir.
Aluminyum fiyatlarindaki durum sinirh olgtide farklidir. Zira aluminyum fiyatlarinin
duraganligi sadece model CC i¢in reddedilebilmektedir. Bu durumun model CC’nin
2003 yilinin {iglincii veya dordiincii ¢eyregindeki kirilmayr yakalayamamas: ile ilgili
oldugu diisiiniilmektedir. 2004 ile 2008 yillar1 arasinda gelismekte olan iilkelerden
olan Brezilya, Cin, Hindistan ve Rusya’nin yiikselisi kaynakli artan aluminyum
talebi s6z konusu kirilma ile eslesmektedir (USGS, 2012:4). Daha oncede de
belirtildigi gibi halihazirda standart ADF ve KPSS test sonuglart aluminyum
fiyatlarinin duraganliina isaret etmektedir. Diger taraftan, ana metaller i¢in yapilan
yorumlar altin ve giimiis fiyatlar1 i¢in yapilamamaktadir. S6z konusu iki metal
kiymetli metal olup, endiistriyel demir igermeyen metallere gore sanayi kaynakli
talebe baskin olarak konu olmamaktadir. Model CC en genel spesifikasyon oldugu

ve 2000lerin basindaki dip noktasini yakaladig1 i¢in altin ve giimiis fiyatlar1 i¢in s6z
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konusu model temel alinmistir. Model CC’ye goére altin ve glimiis fiyatlarinin

duragan olduguna dair sifir hipotezi reddedilebilmektedir.

Carrion-i-Silvestre ve Sanso (2007) testine gore tahmin edilen iki keskin yapisal
kirilmanin gergek fiyat kirilmalari ile eslesme durumu da incelenmistir. En kapsamli
model olan model CC sonuglarina gére incelemek mantikli bir yaklasim olacaktir.
Ancak, model CC sonuglarina dayanarak eslesme durumunu incelemek i¢in 6n kosul
olarak fiyatlarin duragan olmasi gerekmektedir. Bunun temel nedeni birim koke
sahip fiyatlarin tahmin edilmis yapisal kirilmalarinin tutarsiz olmasidir (Bai, 1994,
1997; Nunes et al., 1995). Incelenen metaller iginde sadece aluminyum, altin ve
glimis fiyatlart model CC’ye goére duragan degildir. Ancak, aluminyum metal
fiyatlarinin model CC’ye gore duragan olmama sebebinin model AA ve model BB
tarafindan yakalanan 2003 yilinin igiincii veya dordiincii ¢eyregin model CC
tarafindan yakalanamadigindan kaynaklandig1 degerlendirilmektedir. Diger taraftan,
altin ve giimiis fiyatlarinin duragan olmamasinin sebebinin s6z konusu metallerin
endiistriyel olmayan nihai tiikketimi ile ilgili olabilecegi degerlendirilmektedir. Son
olarak, altin ve glimiis fiyatlarnin model AA’ya gore duraganlik sonuglar
incelenmistir. Model AA ve model CC igin bakir, kursun, kalay, nikel ve ginko
fiyatlar1 duragan olarak raporlanmistir. Ayrica, s6z konusu bakir, kursun, kalay ve
nikel fiyatlariidaki yapisal kirilmalar model CC igin birbirine ¢ok yakindir. 2003
yilinin iiglincii ve dordiincii ¢eyregi s6z konusu 4 metal fiyatlar1 i¢in ortaktir. S6z
konusu kirilma dort metale iliskin talebin Cin gibi bazi ekonomilerin ylikselisi

kaynakli artis1 ile ilintilendirilebilir (USGS, 2012).

Bakir ve nikel fiyatlar1 i¢in 1987 yilinin igiincii geyregi tahmin edilmis keskin
yapisal kirilma raporlanmistir. Nikel fiyatlarindaki yiikselis diinya ¢apinda
paslanmaz ¢elik iiretimindeki beklenmedik artistan kaynaklanmistir (Madenler
Biirosu, 1987b:648). Bakir fiyatlarindaki sigrama ise kit hurda bakir arzi ile yiiksek
tilketim talebi ile iliskilidir (Madenler Biirosu, 1987a:307). 1988 yilinin ilk geyregi
¢inko fiyatlar1 i¢in model CC’ye tahmin edilmis keskin bir yapisal kirilmadir. Bu
donem Cin alimlarinin artmasi ve Avrupa ile Amerika Birlesik Devletlerinin kitlagan
¢inko arzina denk gelmektedir (Madenler Biirosu, 1987¢:938). Daha 6nce de ifade
edildigi gibi 1985 yilinin dordiincii ¢eyregindeki kalay fiyatlarindaki yapisal kirilma
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ITC’nin ¢okiisiinden kaynaklanmaktadir. 24 Ekim 1985 tarihine kadar ITC
fiyatlarinin ~ diismemesini  saglamistir.  Ancak, ITC fiyatlar1 destekleyecek
finansmanlarimin kalmadigini duyurmustur. Bu olay diinya kalay piyasasinda siddetli

bozulmaya sebep olmustur (Madenler Biirosu, 1985:969).

Aluminyum fiyatlarindaki durum tezde c¢alisilan diger endiistriyel metallerden
ayrismaktadir. Aluminyum fiyatlart model AA ve model BB’ye gore duragan olarak
raporlanmis olsa da model CC’ye gore fiyatlarin duragan olmadigi sonucuna
ulagtlmistir. Bu durumun kaynaginin Cin talebinden dolay1 2003 yilinin ii¢lincii veya
dordiincii  ¢eyregindeki kirilmayr model CC’nin yakalayamamasi oldugu
degerlendirilmektedir. Model CC 1987 yilinin ikinci ¢eyregini model AA tarafindan
tahmin edilen 1987 yilinin ilk ¢eyrek kirilmasina yakin olarak belirlemistir. 1987
yilinin ilk ¢eyregindeki keskin yapisal kirilma arzin talebe gore daha kit olmasindan
kaynaklanmaktadir. Ornegin, Brezilya, Kamerun, Endonezya ve Surinam
hidroelektrik iiretimini olumsuz etkileyen kuraklik sebebiyle iiretimlerini azaltmak
zorunda kalmistir (Madenler Biirosu, 1987:97). Bu anlamda aluminyumu tezde

incelenen diger endiistriyel metallerden ayrilmamaktadir.

Kiymetli metaller i¢inde sadece platinyum fiyatlar1 model CC icin duragan olarak
raporlanmistir. 1999 yilinin tglincti ¢eyregindeki kirilma smurl fiziksel stoklar ile
genel olarak otomotiv endiistrisi tarafinda tiiketimin artmasiyla ilgilidir (USGS,
2012:121). Diger taraftan, 2010 yilinin dordiincii ¢eyregindeki kirilma platinyumun
ciddi oranda paladyum ile ikame edilmesinden platinyum fiyatlarinda g6zlenen

diisiisten kaynaklanmaktadir (Madenler Biirosu, 2010).

Altin ve giimiis fiyatlar1 model AA’ya goére duragan olarak raporlanmistir. Bu
sebeple tahmin edilen kirilmalarin makul olup olmadigr incelenmistir. 2009 yilinin
ikinci geyrek zirvesi borsada islem goren fon, kiilge ve sikke formunda gii¢lii altin
yatirim talebinden kaynaklanmistir (Diinya Bankasi, 2009: 13). 2005 yilinin tiglincii
ceyregindeki zirve enflasyon endiseleri ile ayni doneme denk gelmektedir (Diinya
Bankasi, 2005). 1984 yilmin ikinci ¢eyregindeki dip noktasi gelismekte olan
tilkelerin bor¢ geri 6demeleri i¢in doviz elde etmek igin kiiresel giimiis tretimini

artirmasindan kaynaklanmaktadir (Madenler Biirosu, 1984:814). 2005 yilinin son
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ceyregindeki zirvenin kiiresel likidite artis kaynakli taze yatirnmlarin belirleyici
oldugu degerlendirilmelidir (Diinya Bankasi, 2006b). Fiyat artis1 glimiisiin altinin
alternatifi olmasindan da olumlu yonde etkilenmistir. Her ne kadar model AA’ya
gore tahmin edilen yapisal kirilmalar makul olsa da en az kisit igeren model CC’nin
altin ve giimiis fiyatlarinin duragan olmadigi bulgusu daha agir basmaktadir.
Metotlardaki ve incelenen donemler farkli olsa da altin ve glimiis fiyatlarinin
duragan olmadig1 bulgusu Narayan ve Liu (2011) ile Presno ve digerleri (2014)

giincel ¢aligmalariyla uyumludur.

Spot piyasalarin verimliligini inceledikten sonra alt1 ana metalin vadeli piyasalarinin
verimliligi analiz edilmistir. Calismamizda, Ocak 1990 ile Nisan 2020 dénemi
arasindaki LME vadeli islem piyasalarinin zayif formdaki verimliligi hakkinda
¢ikarimda bulunmak amaciyla bakir, kursun, nikel, ¢inko, kalay ve aliiminyum
olmak ftizere alt1 ana metalin Ortligmeyen fiyat verilerine odaklanilmistir. Yazindaki
ortak yaklasimi takip ederek ADF ve PP testlerini uygulanmistir. Ayrica testi tutarh
kilmak icin daha dnce aciklanan SPC 6n beyazlatma prosediirlii standart KPSS testi
de uygulanmigtir. Duraganlik ve birim kok testlerinden sonra Pesaran ve digerleri
(2001) tarafindan gelistirilen ARDL sinir testini kullanilmistir. S6z konusu test
vadeli islemler ve spot fiyatlar arasinda esbiitliinlesme iliskisinin varligini1 arastirmak
i¢in tasarlanmistir. Bu smama yontemi, verinin duragan olup olmamasina duyarl
degildir. Ayrica, s6z konusu yontem Engle ve Granger (1987), Johansen (1988), ve
Johansen ve Juselius (1990) ile karsilastirildiginda bazi iistiin 6zelliklere sahiptir.
Duraganliga duyarli olmamasi disinda, bu prosediir, Johansen esbiitiinlesme
tekniklerinin aksine, gegerlilik i¢in biiylik bir 6rneklemi zorunlu kilmaz. Ayrica bu
yontemde her seri i¢in degisen optimal otoregresif yapiya izin verilmektedir. Son
olarak test sonuglarina gore vadeli islem piyasasmin etkinliginin incelenmesi ile

devam ediyoruz.

Tezde bakir, kursun, aluminyum, nikel, ¢inko ve kalay metallerinin Londra Metal
Borsasindaki ii¢ ay vadeli s6zlesme ve vadedeki ayn ilk islem giinii kapanis fiyatlari
Bloomberg’den saglanmistir. Sephton ve Cochrane (1990, 1991) caligmasini temel
alarak ocak, nisan, temmuz ve ekim ay1 basindaki ii¢ aylik vadeli s6zlesme fiyatlari

ile nisan, temmuz, ekim ve ocak ay1 basindaki sozlesme vadesine tekabiil eden
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gelecekteki spot fiyatlar1 kullanilmistir. Yazindaki ortak yaklagimi benimseyerek
fiyatlarin dogal logaritmasi tezde benimsenmistir. Veri seti ii¢c ay vadeli sozlesmeler
i¢in 1990 yilinin Ocak ay1 ve 2020 yili Nisan ay1 arasin1 kapsarken, gelecekteki spot
fiyatlar1 1990 yili Nisan ayr ve 2020 yili Temmuz aymimin ilk islem gilniini
kapsamaktadir. Yazinda ii¢ ay vadeli sdzlesme piyasalarinin etkinlik incelenmesinde
hem ortiisen (Hsieh ve Kulatilaka, 1982; Sephton ve Cochran, 1990; Canarella ve
Pollard, 1986; Otto, 2011) hem ortiismeyen (Canarella ve Pollard, 1986; Beck, 1994;
Park ve Lim, 2018) veriler kullanildigina rastlanmistir. Tezde Ortlismeyen veriler
kullanilarak ortiisen veri kaynakli serisel korelasyon ihtimalini ortadan kaldirmak

amaglanmustir.

Fama (1970) verimli bir piyasada olusan fiyat halihazirda mevcut tiim bilgi setini
yansittigini - belirtmektedir. Verimli piyasa hipotezi vadeli sozlesme fiyatinin
gelecekteki spot fiyatinin optimum kestirim oldugunu ima etmektedir. Ancak bu
analiz i¢in oncelikle her iki fiyatin duraganlik ve/veya esbiitiinlesim durumlari

incelenmelidir.

Yazinda spot ve li¢ ay vadeli sdzlesme fiyatlarinin duraganligt ADF testi (6rnegin,
Chowdhury, 1991; Beck, 1994; Watkins ve McAleer, 2006; Arouri ve digerleri,
2011, 2013; Otto, 2011; Reichsfeld ve Rauche, 2011; Kuruppuarachchi ve digerleri,
2019), PP testi (6rnegin, Chowdhury, 1991; Moore ve Cullen, 1995; Arouri ve
digerleri, 2011), tissel kademeli gegis birim kok tesi (Cagli ve digerleri, 2019) ve
Zivot ve Andrews (1992) (6rnegin, Arouri ve digerleri, 2011, 2013) kullanilarak
incelenmistir. Calismalarin ¢ogu fiyatlarin duragan olmadigir sonucuna ulagmustir.
Tezde yazinin ¢ogu takip edilerek ADF ve PP testleri kullanilmigtir. Ayrica standart
KPSS testi uzun donem varyans:1 SPC metoduna gore hesaplanarak uygulanmistir.
Her ii¢ test sonuglarina gore tiim metal fiyatlarinin duragan olmadigi sonucuna
ulasilmistir. Sonrasinda etkinlik analizi i¢in ii¢ ay vadeli s6zlesme fiyat1 ile vadedeki
spot fiyat arasinda esglidiim olup olmadigini da incelemek gerekmektedir. Zira

esglidiim olmas1 durumunda uygulanmasi gereken metot farklilik arz etmektedir.

Esgiidiim analizi i¢in Pesaran ve digerleri (2001) ARDL sinir testi uygulanmistir.

Duraganliga karst duyarli olmayan testte en az kisitlanmig model kullanilmistir.
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Testte once gelecekteki spot fiyatlarin Akaike bilgi kriterine gore en cok uyan ARDL
modeli bulunmustur. Sonrasinda ise ilk farklar tizerinde bir gecikmeli gelecekteki
spot ve vadeli sozlesme fiyatlarinin katsayilarmin ortak olarak istatistiksel olarak
onemliligi F testi ile degerlendirilmistir. F-testi sonuglara gére aluminyum fiyatlari
haricinde biitiin ana metalleri gelecekteki spot ve vadeli sozlesme fiyatlar1 arasinda
esgiidiime rastlanmamistir. Diger bir ifade ile, hesaplanan F testi ARDL testinin
Kritik alt sinir degerinin altindadir. Aluminyum fiyatlari igin ise hesaplanan istatistik
ise kritik {ist sinirinin {istiinde bulunmustur. Bu sebeple, aluminyum fiyatlar1 i¢in
Pesaran ve digerleri (2001:304) onerisini benimseyerek bagimli degiskenin bir
gecikmeli degeri igin sinir t testi ile analize devam edilmistir. S6z konusu test sonucu
kritik alt sinirin altinda oldugu i¢in esgiidiim olmadigi sonucuna ulasilmistir. Sonug
olarak, ARDL simir testi sonuglarma goére esglidiimiin varligma dair kanit
bulunmadigindan hata terimleri modellerinin kullanilmasina gerek bulunmamaktadir.
Metal fiyatlarinin duragan olmamasi ve esgiidim bulunmamasi sebebiyle birincil
fark, bir varhgm spottaki vadeli so6zlesme fiyat1 ile spot fiyati arasindaki fark ve
kestirim farklarm kullanarak iki alternatif piyasa etkinlik analizi yapilmustir. Ik
modelde spot fiyat degisikliklerinin spottaki vadeli sozlesme fiyat1 ile spot fiyati
arasindaki fark tarafindan birebir belirlenip belirlenmedigine iligkindir. Eger
belirleniyorse, piyasanin verimliliginden bahsedilebilir. ikinci modelde ise vadeli
sozlesme fiyat1 ile vadedeki spot fiyati arasindaki farkin gecikmeli degerlerinden
etkilenip etkilenmedigi incelenmektedir. Eger s6z konusu etki yoksa piyasanin
verimliligi oldugu sonucuna ulasilabilecektir. Analize gegmeden 6nce ADF testi
aracilifiyla duraganlik analizi yapilmistir. Regresyonlarda kullanilan tiim
degiskenlerin duragan oldugu sonucuna ulasilmistir. Ug ay vadeli ¢inko piyasalart
disinda iki alternatif verimlilik analiz sonuglar1 uyumludur. Kursun piyasasi disinda
diger piyasalarin verimli oldugu sonucuna ulasilmistir. Kestirim hatasi
spesifikasyonuna gore ¢inko piyasasmin verimli olmadigi raporlanmustir. Thtiyath bir
yaklasimla s6z konusu iki piyasa disindaki diger ii¢ ay vadeli sézlesme metal

piyasalarinin verimli oldugu degerlendirilmektedir.

Tezde kiiresel spot ve ii¢ ay vadeli metal piyasalarinin zayif formda verimliligini
aragtirmak amaciyla testler uygulanmistir. Kiiresel spot metal piyasalarinin

verimliligini incelemek icin kademeli veya iki keskin kirilmalara izin veren
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duraganlik testlerine odaklanilmigtir. Tezdeki ampirik kanitlar biiyiik 6lgiide spot
metal fiyatlarinin duragan oldugunu ortaya koymustur. Bununla birlikte, Carrion-i-
Silvestre ve Silvestrenin (2007) keskin kirilma duraganlik testi, kirilma olaylarini
Becker ve digerlerinin (2006) kademeli kirilma duraganlik testinden daha iyi
yakalamistir. Gozlenen yapisal degisiklikler piyasaya 6zgii ve ekonomik olaylarla
ilgili olmakla birlikte, O6zellikle degerli madenler iizerinde kiiresel ekonomik
kosullarin etkili oldugu goriilmektedir. Altin ve giimiis disinda ampirik sonug¢larimiz
etkinlik piyasasi hipotezine karsi kanit sunmustur. Piyasanin verimli olmamasi,
fiyatlarin piyasada mevcut tiim bilgileri tam olarak yansitmamasi anlamina gelir.
Tim bu piyasalarda zayif formda verimli olmama bulgularmin varligi, fiyatlari
tahmin etmek ve anormal karlar elde etmek i¢in teknik analiz yapilmasina olanak
saglar. Ayrica istikrar politikalari, gecici ve kisa siireli olacak dissal soklarla etkili bir
sekilde miicadele edebilecektir. Altin ve giimiis piyasalariin verimli olmasi, dissal
soklarin bu metal fiyatlar1 tizerindeki etkilerinin kalici olacagina isaret etmektedir.
Bu piyasalarda metal fiyatlarinin orijinal egilimine donmesi igin giiglii politika
onlemlerinin uygulanmas: gerekmektedir. Giiclii politika onlemlerinin de etkisiyle

metal fiyatlari eski seyrine doniiyor.

Londra Metal Piyasalarinda ii¢ aylik vadeli s6zlesme ana metal piyasalarinin zayif
formdaki verimliligi de analiz edilmistir. Birim kok ve esbiitiinlesme test sonuglarina
dayanarak, etkinligi incelemek i¢in bir varligin vadeli s6zlesme fiyati ile cari fiyati
arasindaki fark ve tahmin hatasina dayali regresyon kullanilmistir. Kursun ve ¢inko
vadeli sozlesme piyasalart disinda piyasa verimliligine dair giiglii kanitlar
bulunmustur. Kursun ve ¢inko piyasalarinin zayif formda verimli olmamasinin islem
maliyetleri ile iliskili oldugu degerlendirilmektedir. Londra Metal piyasalarinda
islem iicreti sabittir. Islem iicretleri, sdzlesme tutarma veya piyasa fiyatia gore
degisiklik gostermemektedir. Sozlesme tiiriine, kategorisine ve islemin tiiriine
baglidir. Metalin fiyat1 diisiikse bu maliyetler daha da 6nem kazanir. Kursun ve ¢inko
fiyatlar1 diger ana metallere gore daha diisiiktiir. Kursun ve ¢inko vadeli iglem
piyasalarinin disinda, incelenen LME metal vadeli s6zlesme piyasalart hem ticari
yatirimcilarin hem de piyasa diizenleyicilerinin lehinedir. Etkin vadeli s6zlesme
piyasalarinda, ticari tiiccarlar gelir diizeylerini 6nemli fiyat degisimlerine karsi

korurken, piyasa diizenleyicileri piyasa anormalliklerini fazla ¢caba harcamadan fark
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edebilecektir. Diger taraftan, arbitraj yapanlar, kritik bilgileri fiyata yansimadan 6nce

elde edebilirlerse kursun ve ¢inko vadeli islem piyasasindan faydalanabilecektir.
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