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Abstract
This paper addresses the conceptualisation and measurement of goal-directedness. 
Drawing inspiration from Ernst Mayr’s demarcation between multiple meanings of 
teleology, we propose a refined approach that delineates different kinds of teleol-
ogy/teleonomy based on the temporal depth of generative models of self-organising 
systems that evince free energy minimisation.

Keywords  Free energy principle · Goal-directedness · Agency · Teleonomy · 
Teleology

1  Introduction

It is desirable to articulate the goal-oriented nature of (biotic) behaviour without 
reverting to vitalistic or anthropomorphic constructs. The impetus to account for 
the goal-directedness of biological systems and processes—unburdened by the con-
straints of scholastic teleology—gave rise to the discourse of teleonomy (Huxley, 
1960; Mayr, 1998; Pittendrigh, 1958). This discourse has recently regained attention 
(Auletta, 2011; Dresow & Love, 2023; Gontier, 2022; Vane-Wright, 2022). This paper 
revisits Ernst Mayr’s conceptualisation of the multiple meanings of teleology/teleon-
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omy1, as well as his account of teleonomy in terms of programmability (Mayr, 1985, 
1988). Inspired by Mayr’s insights, this paper seeks to reignite the project of delineat-
ing different types of teleology and integrating them with the concept of agency. We 
articulate the operational measure for specifying kinds of goal-directedness in terms 
of the ‘temporal thickness’ (Chouraqui, 2011) of generative models under the Free 
Energy Principle (FEP). The thickness or depth of models is associated with the abil-
ity to infer the past or future. We connect this to the notion of agency. While terms 
like ‘agency’ and ‘teleology’ often describe various levels of goal-directedness, our 
focus is to employ the criterion of temporal thickness in generative models under 
the FEP. We aim to differentiate between advanced forms of agentic goal-directed-
ness—which is usually associated with the exchange of sentient organisms with their 
environment—and more rudimentary forms of goal-directedness in physical and bio-
logical domains. In this vein, our enterprise finesses preceding scientific and philo-
sophical attempts to explicate goal-directedness on the basis of negative feedback 
to attain homeostasis with the environment (Nagel, 1977; Wiener, 1948). The FEP 
aligns with this tradition as it builds upon fundamental cybernetic concepts such as 
homeostasis and predictive control (Seth, 2014). However, inspired by Mayr’s ideas, 
we take a further step to find an objective criterion for setting distinctions between 
kinds of goal-directedness.

Mayr’s proposal takes on a renewed prescience within the realm of neuro-compu-
tational communication, particularly communications within the complex networks 
of bioelectric signalling that operate at the cellular level. These networks can be inter-
preted as possessing goal-directedness and agency, which are also manifested across 
multiple levels of organisational complexity (Blackiston et al., 2021, 2022; Clawson 
& Levin, 2022; Davies & Levin, 2023; Levin et al., 2020). Levin’s research on the 
ensuing basal cognition posits bioelectric manipulability as a medium of teleonomy. 
His proposal blurs the boundaries between traditionally recognised purposeful agents 
(such as organisms shaped by natural selection) and sub-personal components, such 
as cells, which actively sample evidence for their existence. (Fields, Friston, Glaze-
brook, Levin et al., 2022; Kuchling et al., 2020).

This understanding of purpose arises from a multi-scale conception of collective 
intelligence, which consequently renders teleology/teleonomy a multi-scale aspect. 
This implies that intelligence emerges at various degrees of complexity across diverse 
levels of hierarchical information processing and does not require a characteristic 
scale. We aim to bridge Mayr’s and Levin et al.‘s proposals by developing a criterion 
that encompasses both perspectives and improves them. While Mayr’s conceptuali-
sation of teleonomy—in terms of programmability—provides a fine foundation, it 
requires further refinement to establish a comprehensive criterion for measuring tele-
ology/teleonomy. On the other hand, in the context of Levin’s work, the monolithic 
conception of goal-directedness and ensuing agency—across various levels—could 
be supplemented with a criterion for identifying the different kinds of teleology and 
agency across diverse scales. We specify this criterion in terms of the temporal depth 

1  This paper is not specifically concerned with the difference between ‘teleonomy’ and ‘teleology’. While 
we are aware of the significance of that difference, unless specified otherwise, we use these notions inter-
changeably in this paper, leaving the discussion of the distinction between the two for later consideration.
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or thickness of generative models under the FEP — to discern different types of 
teleonomy and agency across multiple levels. Within the FEP framework, generative 
models are probabilistic predictive mappings from causes (e.g., latent or hidden states 
of the world) to consequences. The thickness or depth of generative models bestows 
upon organisms the ability to infer past and future events. This implies that thick or 
deep generative models underwrite a sense of purposiveness and agency under the 
rubric of the Free Energy Principle (FEP). The ability to anticipate the future and 
model the (Markovian) world is crucial, given that the future depends upon the action 
of the system in question. This endows the system with a minimal kind of agency—
namely, a system that acts upon the world in a future-pointing fashion. Our enterprise 
is, on the one hand, in line with the common practice in life science, aiming to clas-
sify and categorise entities and processes objectively. On the other hand—because 
we invoke a formal (computational) framework, namely the Free Energy Principle 
(FEP)—our enterprise aligns with Mayr’s proposal to naturalise teleonomy, in terms 
of computation and programmability; read as Bayesian mechanics (Ramstead et al., 
2023). In summary, we try to reinforce Mayr’s distinction between purposeful (agen-
tic) and historical (Markovian) teleologic processes using the free energy principle. 
Markovian processes in this context refer to processes that can be modelled in terms 
of Bayesian inference assuming conditional independence between internal and 
external states. The main point here is that not all processes that can be described in 
this fashion possess agentic goal-directedness. There are historical processes such as 
evolution that can be described as minimising free energy and thereby modelled in 
Bayesian terms without having human-like agentic teleology. Specifically, we iden-
tify agentic teleology with certain (conservative) systems that (appear to) engage in 
planning as inference, as distinct from historical processes that simply pursue paths 
of least action. This enables us to characterise certain kinds of teleologic processes 
as being equipped with generative models that have temporal depth (e.g., the antici-
patory behaviour of animals), as opposed to (historical), Markovian self-organising 
processes (e.g., the weather or evolution). This attempt also pursues cybernetic efforts 
to naturalise purposiveness and teleology by providing a formal distinction between 
kinds of goal-directedness.

The paper is structured as follows. We commence by providing a concise over-
view of Mayr’s characterisation of teleonomy in terms of programmability, we then 
consider the distribution of teleology/teleonomy across various scales of self-organ-
isation. Then we briskly explicate the philosophical motivation driving our endeav-
our: to provide a measure of the degree of goal-directedness across diverse scales of 
self-organisation. After that, we unravel the centrepiece of our proposal: namely, that 
the Free Energy Principle (FEP) underwrites the difference between kinds of goal-
directedness, on the basis of (temporal) thickness or depth of the generative models, 
for which evidence is sought.

1 3
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2  Goal-directedness and computation

Ernst Mayr, an eminent evolutionary biologist, made significant contributions to the 
teleonomy discourse—in response to the seminal works of (Huxley, 1960; Pittend-
righ, 1958)—by suggesting the goal-directedness of behaviour (and development) 
can be identified by examining the execution of implemented programs or codes of 
information processing in systems that exhibit goal-directed behaviour (Mayr, 1961, 
1998, pp. 36–37). His proposition posits that teleonomy is contingent upon the func-
tioning of a program, which may manifest as an evolutionary by-product, such as a 
genetic code, or an artificially created entity.

Interestingly, when introducing his concept—to specify teleonomy in terms of 
computation—Mayr also addressed the question of when it is appropriate to attribute 
purposiveness to target systems and processes and when it is not. He differentiated 
those systems that can justifiably be associated with purposiveness and agency, from 
historical processes—such as evolution—that cannot be specified as purposive enti-
ties. According to him:

Where, then, is it legitimate to speak of purpose and purposiveness in nature, 
and where is it not? To this question we can now give a firm and unambigu-
ous answer. An individual who–to use the language of the computer–has been 
“programmed” can act purposefully. Historical processes, however, cannot act 
purposefully. A bird that starts its migration, an insect that selects its host plant, 
an animal that avoids a predator, a male that displays to a female–they all act 
purposefully because they have been programmed to do so. (Mayr, 1961, pp. 
1503–1504)

Not only does Mayr establish a clear distinction between teleonomic and non-tele-
onomic phenomena, but he (1998) also expands upon the diverse meanings of tele-
onomy. His substantial contribution serves as the foundation for our motivation to 
explore distinct kinds of teleonomy. With a nod to Mayr, in this paper, we present 
an operational criterion to demarcate sentient purposeful systems from mere histori-
cal end-directed processes. The main issue here is that goal-directedness could be 
used equivocally and applied to both historical processes, such as evolution or even 
some physical processes whose goal is to follow the laws of nature, such as the laws 
of thermodynamics, and in a more specific sense, to instances of human agency. 
Although the terms ‘agency’ and ‘teleology’ can be used equivocally to describe 
different sorts of end-directedness or goal-directedness in natural or artificial pro-
cesses at various levels of complexity, the primary goal of this paper is to establish 
a distinction between what we term genuine agency and more rudimentary forms 
of goal-directedness. We use the term ‘genuine’ in this paper in a broad sense and 
for want of a better word, without insisting that other kinds of goal-directedness or 
teleonomy are counterfeit. What we are really concerned with is finding an objective 
(in the sense of scientifically informed) measure for setting a meaningful distinction 
between different kinds of goal-directedness that are at play across physical, biologi-
cal, and psychological domains. The aim is to differentiate more sophisticated agency 
from less elaborate forms of teleology and agency that manifest in other kinds of nat-
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ural or artificial processes. Thus, inspired by Mayr’s attempt to clarify the difference 
between diverse kinds of end-directedness, we delve into technical details to eluci-
date the distinctions between the kinds of goal-directedness and purposiveness at dif-
ferent levels. Our technical framework will be presented in terms of the Free Energy 
Principle (FEP), which offers a comprehensive approach to understanding the behav-
iour of complex systems, particularly biotic self-organising systems, and provides a 
method for interpreting these systems as entities striving to minimise their variational 
free energy. Variational free energy acts as an upper limit on surprisal, quantifying 
the deviation between expected and observed consequences. By minimising this free 
energy, systems effectively reduce surprisal, implying a dynamic process of infer-
ence and belief updating. This is particularly significant for organisms, as it explains 
how they navigate their environment by resolving uncertainties and adapting to sen-
sory inputs. Minimising variational free energy implicitly maximises model evidence 
(a.k.a., the marginal likelihood of observations under some model), facilitating a 
more accurate representation of the world. This process, known as active inference, 
describes how organisms actively engage with their environment to gather sensory 
evidence that aligns with their internal models. The crucial point is that, while some 
self-organising systems minimise only their (variational) free energy in the moment, 
others can also minimise their expected free energy by invoking models that allow for 
inferring the counterfactual outcomes of actions. We will offer more technical details 
later in this paper, but for the time being, suffice it to say that we ascribe a human-like 
sense of agency and autonomy to self-organising systems that possess the ability to 
form counterfactual models of the outcomes of their actions, but not to other kinds of 
self-organising systems. These self-organising systems with thick generative models 
can be understood as sophisticated conservative particles, as opposed to simple or 
ordinary ones. For example, equipped with a model of the consequences of action, 
‘goals’ become intended states in the future that may or may not be the states that are 
realised; on this view, you and I can have ‘goals’, but the weather cannot.

It is also worth mentioning that while we mainly build on Mayr’s distinction 
between different kinds of goal-directedness, our proposal also speaks to the cyber-
netic approaches to goal-directedness; especially as the FEP offers a modern expres-
sion of fundamental cybernetic concepts such as homeostasis and control (Buckley 
et al., 2017; Friston et al., 2010; Seth, 2014). For instance, our proposal aligns with 
Wiener’s (1948) view on goal-directedness (or purposiveness) along the lines of neg-
ative feedback mechanisms.2 However, we strive to go further and advance a demar-

2  Negative feedback is a regulatory mechanism in self-organising systems across biological and physical 
domains. It operates to measure and amend the discrepancy between desired and actual inputs. When a 
system deviates from its optimal condition, negative feedback mechanisms act to restore equilibrium (or 
homeostasis if it is in the biological domain). According to Wiener (1948, Chapter IV), the negative feed-
back mechanisms govern the goal-directedness of natural biological systems as well as designed ones. 
For example, a fever is something that encroaches on the body’s homeostasis, and the rise of the body 
temperature is generally a sign of illness, and a permanent variation of five degrees is scarcely consistent 
with life. So, when the fever rises, negative feedback mechanisms are triggered; the hypothalamus in the 
brain activates cooling responses and dilation of blood vessels near the skin surface to release heat, and 
there will be sweating to evaporate heat. The same negative feedback mechanisms are at work to regu-
late inanimate objects, such as the working of the thermostat, which turns the heater on when the room 
temperature falls below a degree (Wiener, 1948, Chapter IV). There are cases of goal-directedness across 

1 3

Page 5 of 22     11 



Synthese

cation criterion to differentiate between forms of goal-directed behaviour reliant on 
negative feedback—in terms of merely responding to external influences—and more 
sophisticated forms of agentic goal-directedness that are associated with planning 
and decision-making that are informed by future-oriented beliefs, shaped by internal 
states. In the same vein, we appreciate Ernest Nagel’s view on the prevalence of goal-
directedness across various domains, regardless of whether it involves human agents 
with intentions, living systems without intentions, or inanimate systems (Nagel, 
1977). Nagel’s view has also been explicated in terms of cybernetics3: assuming that 
every process in which some equilibrium state is restored would also have to be des-
ignated as goal-directed, regardless of whether it is natural or artificial (Nagel, 1977, 
p. 274). While this general and foundational notion of goal-directedness is quite 
congenial to our project in this paper, our endeavour also aims to provide an ontol-
ogy of kinds of goal-directedness.4 To improve on the abovementioned accounts, 
we remark that in the context of the FEP, conservative particles are identified here 
in contrast to dissipative particles. Unlike particles that dissipate under the force of 
the environment, conservative particles elude random fluctuations just because they 
have precise dynamics. While this property bestows some level of goal-directedness 
to conservative particles—in following paths of least action—it does not imply that 
all conservative particles have a human-like kind of agency that rests on inferring 
the consequences of their action. We will decipher this proposal later in this paper 
by referring to technical details (e.g., in Friston et al., 2022). However, before delv-
ing into such details, we provide a concise exposition of recent scientific moves that 
reinforce the notion of teleonomy in terms of programmability.

Echoes of Mayr’s proposal—to characterise teleonomy in terms of programmabil-
ity—can be found in recent endeavours to define teleonomy by leveraging the com-
putational framework of bioelectricity. This concerns the scaling of cell computation 
into anatomical homeostasis and the evolutionary dynamics of multi-scale com-
petency (Clawson & Levin, 2022; Levin, 2022b; Levin & Martyniuk, 2018). Both 
Mayr’s and Levin’s views converge in their specification of goal-directedness by 
emphasising the importance of information codes, computation, and programming. 
Mayr’s perspective highlights the significance of programmability in distinguishing 
teleonomic systems; underscoring the role of information processing and computa-
tional capabilities in generating purposeful behaviour. In the same vein, Levin’s work 

designed and natural domains, insofar as they use these mechanisms to achieve homeostasis in their envi-
ronment. In this context, it has been argued that the purposiveness of some artefacts, such as heat-seeking 
missiles, is intrinsic and does not depend on the conscious intentions of the designer (Garson, 2016, p. 
19; Rosenblueth et al., 19431943).

3  According to Nagel (1977a), in order to be recognised as goal-directed systems, entities across natu-
ral and artificial domains have to satisfy two conditions; plasticity and persistence. The first condition 
involves showing adaptability, while the second condition consists of systems maintaining their trajec-
tory toward the goal over time.

4  While Nagel generally argues that there may not be anything inherently special about goal-directedness 
in the biological domain, it has been contended that providing viable explanations in biology may neces-
sitate considering the goal-directedness of biological functions, without reducing them to mere causal 
mechanisms at the physical level (Cartwright, 1986). Our proposal here offers a reconciliatory approach 
by acknowledging the prevalence of goal-directedness across diverse domains, while also clarifying the 
subtle differences between goal-directedness at play across them.
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identifies bioelectric networks as the computational medium underlying teleonomy 
in biological processes, elaborating on how “evolution exploits the laws of physics 
and computation in the context of teleonomic processes” (Clawson & Levin, 2022, 
p. 16). Thus, they converge on a position that teleonomy can be understood through 
the lens of computational principles and the manipulation of information. Amidst the 
points of convergence also stands a disagreement between Mayr’s perspective and 
Levin’s: Mayr strongly asserts a distinction between teleonomic processes and those 
that lack teleonomy and elaborates on multiple meanings of teleonomy. Conversely, 
Levin adopts a more general (and also seemingly monolithic) stance towards the con-
cept of teleology/teleonomy; arguing that it serves as a deep principle for understand-
ing various aspects of biology, and identifies it with the “nested goal directedness at 
multiple levels” (Clawson & Levin, 2022, p. 4). His proposal portrays a continuum 
of cognitive processes—including agency and teleonomy—across multiple scales, 
and by the same move brushes away the boundaries between systems that exhibit 
true purposiveness and agency and those that lack such characteristics. For instance, 
consider a population of cells that collectively work towards the goal of organising 
themselves into tissues and organs. However, their purposive behaviour does not 
seem to evince the same kind of agency that can be observed in whole organisms or 
human-like creatures. To anticipate, we will improve on Levin’s point in this paper by 
arguing that not all hierarchical structures embody genuine instances of goal-direct-
edness and agency. Instead, teleology and agency emerge within multiscale systems 
that are equipped with temporally deep structures enabling the organism to minimise 
not only its variational free energy but also expected free energy. This is based on 
the ability to model the counterfactual outcomes of its actions The field of theoretical 
biology has long been concerned with making classifications, creating categories, 
constructing genealogical trees, and delineating the boundaries of domains of life 
(Williams & Ebach, 2020). In this spirit, our objective to carve teleology at its joints 
not only aligns with Mayr’s differentiation between genuinely purposive agents and 
non-purposeful historical processes but also supplements Levin’s work with a crite-
rion for distinguishing between different kinds of goal-directedness across different 
physical, biological, and psychological scales.

3  Carving the structure of nature

The attempt to have a well-articulated measure for carving nature at its joints is well-
motivated, primarily driven by scientific imperatives. Our proposal is supported by 
a strong scientific motive: scientists across disciplines consistently engage in objec-
tive classification tasks. In biology, taxonomic methodologies classify organisms, 
while chemistry relies on the periodic classification of elements. Physics categorises 
particles into distinct types. Additionally, philosophical motivations contribute to our 
proposal.

Concerning philosophical motives, we are sympathetic to the pragmatic value of 
viewing teleology as a lens for studying morphologies, and it may well be the case 
that the question of whether systems are really teleonomic is a red herring (Levin, 
2022a). However, even from a Dennettian perspective—which Levin (2022a, b) 
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adopts—not all scientific patterns, discerned through an intentional stance, hold the 
same epistemic and ontological weight.5 It becomes a viable philosophical project to 
delineate instances of (relatively) genuine cases of agentic goal-directedness from 
those that demonstrated a lesser degree of agency. Indeed, the notions of “carving” 
and “joints” jump to mind. Our aim is not to delineate fixed categories of teleological 
phenomena, but rather to develop a scientific measure that allows us to assess and 
specify separable kinds of agency and teleology across various domains, both natural 
and artefactual.

4  The free energy principle

The account of the emergence of intelligence and agency in collective systems is 
grounded in the understanding that these systems assess and maintain their homeo-
static activity through hierarchical (active) inference, thereby minimising variational 
free energy. This has been foreshadowed in cybernetics, to account for how negative 
feedback mechanisms contribute to homeostasis (Garson, 2016; Seth, 2014; Wie-
ner, 1948). Minimisation of free energy takes place with various degrees of com-
plexity at different scales or levels within systems, demonstrating a comprehensive 
approach that’ eludes a specific hierarchical scale. Under the minimisation of free 
energy, higher-level goal-directed agents shape the option space available to lower-
level agents. This configuration of the option space empowers lower-level agents to 
navigate their goals by minimising free energy, where the influence of higher-level 
agents is instrumental in shaping the navigational capabilities and contextualising 
goal attainment of lower-level ‘agents’ (Levin, 2022b). The Free Energy Principle 
(FEP) and its corollary, active Inference (Friston, 2010, 2012; Pezzulo et al., 2022), 
offer a formal framework for naturalising the concepts of agency and goal-directed-
ness, in terms of the physics of self-organisation and a basic kind of sentience.

Levin’s insights into the functioning of collective intelligent agents align well with 
the FEP, demonstrating how their behaviour can be understood within the context 
of minimising variational free energy and navigating goal-directed spaces. Further-
more, Mayr’s classical concept of teleonomy, which emphasises programmability, 
finds renewed strength and support through the lens of FEP. In anticipation, our argu-
ment will posit that a system can genuinely exhibit teleology if the generative models 
it entails possess temporal depth. This deep structure entails the presence of Mar-
kov blankets, which define the hierarchy; enabling the modelling of counterfactual 
consequences of potential actions. The particular kind of depth we appeal to here is 
temporal depth; namely, the ability to anticipate the future and model the (plausibly 

5  See the relevant discussion in terms of the computational depth or projectability of patterns, which 
establishes a distinction between patterns in a general sense and what Dennett refers to as “real pat-
terns”–albeit without insisting that real patterns are really real (Beni, 2017; Dennett, 1991; Ladyman & 
Ross, 2007). Indeed, a similar principle can be extended to the concept of teleonomy. In this context, it 
is worth noting that, arguably, computational depth, algorithmic complexity, universal computation, and 
information entropy are all manifestations of the Free Energy Principle (Friston, 2010; Friston et al., 
2022). Upcoming research may focus on technical details of how this principle can be similarly extended 
to the concept of teleonomy/teleology.
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Markovian) world as quintessentially non-Markovian. Specifically, the future of the 
system in question depends upon its action, which endows the system with a minimal 
kind of agency; namely, a system that acts upon the world in a future-pointing fash-
ion. Importantly, non-Markovian dynamics are a necessary aspect of any hierarchal 
generative model; in the sense that a deep generative model entails a separation of 
temporal scales; e.g., (Friston et al., 2018). Such a configuration bestows upon the 
system the capacity to plan and strategize, thereby opening avenues for goal-oriented 
behaviour.

The FEP provides a method (i.e., physical principle) for understanding how biotic 
self-organising systems, including collective intelligent systems (and even semi-
biotic ones, for that matter), can be read—or simulated—as minimising their varia-
tional free energy. The variational free energy acts as an upper bound on the surprisal 
(i.e., surprise or self-information), which is the negative logarithm of (Bayesian) 
model evidence (Friston, 2012). To provide an interpretation of surprisal in terms of 
model evidence, it is necessary to condition surprisal on a generative model, which is 
just the joint density over (unobservable) causes and their (observable) consequences 
(Friston et al., 2020). In other words, the generative model prescribes the probabilis-
tic generation of consequences (e.g., sensations) from causes (e.g., latent states of the 
world). Inverting such models by minimising variational free energy—or maximis-
ing Bayesian model evidence (a.k.a., marginal likelihood) can thus be read as infer-
ring (unobservable) causes from (unobservable) consequences. This process can be 
neatly summarised as minimising self-information or maximising model evidence; 
namely, self evidencing (Hohwy, 2016).

Surprisal or self-information is a measure of the deviation or discrepancy between 
the expected consequences predicted by the model and the observed consequences 
(in some settings, this can be described in terms of prediction errors). Information 
entropy is the time average of surprisal. By minimising their variational free energy, 
the systems implicitly minimise their entropy or surprisal. Formally, for any given 
system or model m:

	 F = −log P (o| m) + KL[Q (s) || P (s| o, m )]� (1)

The free energy (F) is an information-theoretic measure that binds surprise. It com-
bines surprisal with the divergence between the probability distribution P (s| o, m) 
over latent states, s generating observed data, o and the approximation provided by a 
variational density Q (s) parameterised by internal states. The term −log P (o| m) is 
the surprisal associated with the observed data under the generative model. Minimis-
ing the free energy implicitly minimises the KL divergence and therefore improves 
the accuracy of the variational approximation. This is why minimising variational 
free energy can be read as inference. If the system now acts upon the world to change 
observations or outcomes, minimising free energy corresponds to minimising surpri-
sal. This is active inference.

Organisms can therefore be described as minimising surprisal via a process of 
(Bayesian belief) updating of their internal states to better explain observed sensory 
inputs. By doing so, they effectively resolve uncertainty about unobservable states of 
their external milieu; providing a principled explanation for perceptual inference in 
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things like the brain. Moreover, the minimisation of variational free energy, which 
maximises Bayesian model evidence P (o| m), not only accounts for perceptual infer-
ence but also explains adaptive action and behaviour. This speaks to the notion of 
active inference; namely, the notion that organisms actively engage with their envi-
ronment to acquire sensory evidence for their internal models or beliefs that mini-
mises the discrepancy between their models and the environment by changing the 
environment.

The FEP foregrounds the intimate relationship between perception and action, 
wherein organisms actively gather information from their surroundings to minimise 
surprisal. In cases where there is a mismatch between sensory evidence and inter-
nal models, organisms can update their internal states to resolve the mismatch or 
alternatively modify their environment to better match their internal models (Sajid 
et al., 2021). For example, when an organism senses excessive warmth—which is 
a mismatch between the predicted and observed sensory inputs related to tempera-
ture—by updating its internal models, the organism can bring its Bayesian beliefs in 
line with the observed sensory inputs (i.e., it can infer that it is hot). Alternatively, the 
organism may seek out shade to cool itself (i.e., so that its body temperature returns 
to that which was predicted). In short, through an interplay of perception and action, 
FEP explains the capacity of complex systems, including the brain, to counteract 
fluctuations in a capricious and itinerant world—and uphold a state of sustained and 
homeostatic interaction with that world (Pezzulo et al., 2015). In short, by minimis-
ing variational free energy, these systems are able to effectively navigate their sur-
roundings and maintain stability by resolving surprise and uncertainty.

As we remarked before, homeostatic interaction with the world—in terms of vari-
ational free energy—aligns with classical cybernetic accounts, where homeostasis in 
biological systems is achieved through negative feedback (where deviation from the 
desired state (in designed as well as natural systems) is remediated through negative 
feedback mechanisms (Wiener, 1948) (also see footnote 2 in this paper). Accord-
ingly, the FEP-based account of goal-directedness aligns with Wiener’s theory of 
purposefulness. Against this backdrop, we offer a formal measure to demarcate dif-
ferent kinds of goal-directedness. This refinement is based on the general insight that 
certain complex systems can be deemed more agentic based on the depth or thick-
ness of their generative models6. This temporal depth allows organisms to go beyond 
immediate sensory inputs and incorporate counterfactual predictions, enabling them 
to extend their predictions and anticipate future outcomes based on distinct courses 
of action (Parr & Friston, 2019). By considering the depth of generative models, we 
therefore naturalise the ability of certain kinds of organisms to evince anticipatory 
behaviour; thereby, enhancing their adaptability and decision-making processes. By 

6  Technically speaking, certain systems come to represent their own actions as causes of their sensory 
observations. For these kinds of systems, their most likely dynamics minimise a free energy functional 
called expected free energy. It is called expected because it is the expectation under the most likely out-
comes in the future) (Friston et al., 2022).This means that the behaviour of such systems can be cast in 
terms of planning as inference: (Attias, 2003; Botvinick & Toussaint, 2012; Parr & Friston, 2018a). In 
short, particular kinds of systems are distinguished from other kinds by their capacity to plan; endowing 
them with minimal form of agency and apparent purpose—quantified by the characteristic states that 
underwrite the system’s generative model.
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considering multiple possible trajectories and actions, sophisticated systems of the 
sort (look as if they) evaluate the consequences of different choices and select opti-
mal courses of action (Parr & Friston, 2018a, b). In summary, the depth of generative 
models endows behaviour with purposeful aspects that license the notion of agency 
and move beyond self-organisation based purely upon historical (Markovian) pro-
cesses. One might argue that temporal depth is necessary for ascribing to them the 
attributes of intentionality, agency, and sentience (Beni, 2023; Clark, 2020; Friston, 
2018).

5  A markovian articulation

As we have seen thus far, Levin’s research supports the notion that teleology/tele-
onomy is widespread in collective intelligent systems. Levin further proposes that 
the teleonomy of (collective systems) involves the minimisation of (variational) 
free energy through active inference, enabling systems to maintain homeostasis. We 
quickly reviewed FEP in the previous section. Now, we turn our attention to laying 
the groundwork for elucidating how the FEP framework can offer a measure for 
quantifying the kinds of goal-directedness. To embark upon this enterprise, we will 
delve into some technical aspects of Markovian models within the context of FEP.

The construct of Markov blankets has been most clearly established in Bayesian 
network models and graph theory, as pioneered by Pearl (1988, 2000). A Markov 
blanket refers to a specific set of variables that shields a random variable from the 
direct influence of all other variables in a probabilistic graphical model. For a node 
within the graphical model, its Markov blanket comprises its parents, children, and 
co-parents of its children. This set of variables collectively forms the Markov blanket 
as they underwrite the conditional independencies that shield what is inside from the 
influence of other variables on the outside.7

The FEP suggests that organisms minimise their surprise or uncertainty by updat-
ing their generative models or by acting upon—and thereby modifying—their envi-
ronment. This rests upon a statistical separation between internal and external states. 
The requisite partitioning and sparsification can be stated in terms of Markov blan-
kets. Markov blankets can be further partitioned into sensory states that influence—
but are not influenced by—internal states, and active states that influence—but are 
not influenced by—external states (Hipólito et al., 2021).8 A self-organising system 

7  It is important to note that while Markov blankets provide a useful modelling framework, caution must 
be exercised to avoid interpreting the features of the Markovian models as literal representations of the 
target systems (Beni, 2021a). To be clear, indeed, the scientific credibility of Markov models of complex 
systems cannot be completely disregarded solely because they do not provide a literal representation of 
all aspects of their target systems (Kirchhoff et al., 2022). However, it is important to recognize that these 
models are inherently idealised and contain distortions that prevent us from drawing direct epistemic or 
ontic conclusions about the nature and scope of agency and teleonomy in complex systems.

8  This definition presumes the principle of least action, which is a variational principle that states that the 
path taken by a system between two points in space and time is the one for which the action is stationary 
(i.e., maximal or minimal). In this context, action is defined as the integral of the Lagrangian over time, 
from the initial point to the final point. The FEP characterises the optimal trajectory that minimises the 
(path integral of) free energy functional for a given initial state and a generative model. In short, the FEP 
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(e.g., a particle, person or population) is defined as comprising internal and blanket 
states, where the blanket states act as a boundary between the internal and external 
states. This structure implies that the internal paths of the particle are conditionally 
independent of the external paths, given the blanket paths. This conditional indepen-
dence implies the existence of a most likely internal path and a posterior probability 
density over external paths, for each blanket path. In turn, this means there is a map-
ping between internal dynamics and a probabilistic representation (a.k.a., Bayesian 
belief) over external states. It is this mapping that licences an interpretation of self-
organisation in terms of inference and self-evidencing (Hohwy, 2022; Ramstead et 
al., 2022).

The ensuing inferential process underwrites Bayesian beliefs about the external 
paths. The paths of least action for conservative particles, which are sufficiently large, 
correspond to the most likely internal paths and minimise (the path integral of) self-
information or surprisal (Friston et al., 2022, p. 5). In the context of the present dis-
cussion about teleonomy/teleology, it should be noted that in the case of advanced 
teleological agents, the path integral can be decomposed into the expected surprisal 
of sensory paths minus expected information gain. This decomposition provides an 
interesting interpretation where such paths appear to minimise expected surprisal, 
while maximising expected information gain; i.e., minimising uncertainty and sur-
prises. More on this in the next section.

It is worth mentioning that Markov blankets do not directly map to specific neu-
robiological cell boundaries. Instead, they facilitate dynamic communication across 
scales (Hesp et al., 2019; Hipólito et al., 2021) or rather represent the patterns of 
interactions between internal and external states, such as ion channel conductance, 
through variables like membrane potentials. The point here is that the boundaries of 
a Markov blanket do not (necessarily) correspond to the boundaries of traditional 
biological entities but offer a means to consider the boundaries of biological sys-
tems—ranging from individual cells to individual organisms, and societies of natural 
and artefactual organisms—in terms of their inputs and outputs (i.e., sensory and 
active blanket states).

This take on minimising free energy is compatible with Levin’s conception of tele-
onomic systems, as it holds that the boundaries of such systems need not align strictly 
with the biophysical boundaries of a living organism. In other words, teleonomic 
systems can be hierarchically composed of Markov blankets of Markov blankets, and 
there is agency and teleonomy all the way down (Palacios et al., 2020). This hierar-
chy extends downward to individual cells and extends outward and upward to include 
not only individuals but also large collective systems (Badcock et al., 2019; Hesp et 
al., 2019; Ramstead et al., 2018), such as societies and populations of individuals 
(Kirchhoff et al., 2018). This speaks directly to Levin’s account of how teleology/
teleonomy across multiple scales relies on the combined functionality of ion channels 

just is a principle of least action, which states that biological organisms and cognitive systems can always 
be described as adjusting their internal states and behaviours to match their expectations with sensory 
input, thereby maintaining a nonequilibrium steady-state while in exchange with their environment (via 
their Markov blanket).
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and pumps within collective systems (Levin et al., 2019).9 One can plausibly assume 
that Markov blankets provide a tool for representing the multi-scale dynamics of sys-
tems as envisioned by Levin, facilitating the understanding of goal-directedness and 
teleonomy. However, it remains to be established whether Markov blankets capture 
the fundamental structure of teleonomy at all levels. And whether each unit and scale 
within a nested system are teleonomic on an equal footing. We shall unpack this point 
immediately.

Indeed, the concept of hierarchical depth entails the existence of nested levels 
within a system, where higher-level representations and processes exert top-down 
influences on lower-level components (Badcock et al., 2019; 2018; Hesp et al., 
2019). In this context, Markov blankets are organised hierarchically, with each Mar-
kov blanket existing within a broader or encompassing Markov blanket (Fields et al., 
2022). Nested Markov blankets indicate that variables at higher levels of the hierar-
chy have a broader scope of influence and control, encompassing and regulating the 
variables at lower levels. Crucially, the course-graining that necessarily accompanies 
movement from one scale to the higher scale induces the separation of temporal 
scales such that things at higher (coarse-grained) scales change more slowly. This 
hierarchical organisation is often observed in neural systems and cognitive architec-
tures, enabling the integration of information and the generation of scale-invariant 
(and sometimes scale-free) complex behaviours.

However, it is essential to note that not all hierarchical structures possess advanced 
teleological properties, and they do not necessarily exhibit agency, unless there is tem-
poral depth at each (or at least some) level of such systems (how to individuate such 
multiscale systems is yet another important question). In other words, the presence of 
temporal depth is crucial for authentic teleology and agency. For instance, collective 
systems—like natural selection at a superordinate scale or a single cell at the sub-
ordinate level—may embody some hierarchical depth but lack advanced agency or 
teleology. On the other hand, there are advanced forms of teleology and agency found 
at the level of phenotypes. In such systems their nested hierarchical structure embeds 
Markov blankets with temporal depth, allowing them to exhibit authentic teleologi-
cal properties and agency. By leveraging Markovian models, capable of representing 
counterfactual outcomes of future action sequences, such systems can simulate and 
assess potential future scenarios, with a separation of temporal scales. The separation 
of timescales engenders planning and the formulation of long-term (non-Markovian) 
strategies. In short, the ability to plan and strategize is directly related to the coun-
terfactual depth of models that represent the future consequences of actions. In this 
context, we submit that advanced teleologic systems are those taking this act further 

9  To clarify this point: arguably communication and functionality of ion channels can be effectively mod-
elled using the Markov blanket formulation, particularly in terms of a Markovian formulation of the 
Hodgkin-Huxley model of bioelectric communication, where informational communication can be rep-
resented by capturing the influences of external states (e.g., electrophysiological setup) via sensory states 
(injected current) on internal states (ion channels). These internal states, in turn, influence the active 
states represented by the membrane potential. The application of Markov blankets enables a comprehen-
sive understanding of the dynamics of communication across different scales, where the capacity of the 
channel in the context would mediate the influence of the injected current and ion channel currents on the 
membrane potential (Hipólito et al., 2021, pp. 90–91).
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by incorporating self-modelling, enabling them to form estimations of which pos-
sible course of action in the future would most effectively resolve their environmental 
uncertainty. We will flesh out this insight further in the next section.

6  Multiple meanings of goal-directedness

In this section, we provide a measure for the diverse kinds of goal-directedness, 
grounded in the technicality of FEP. To that effect, we offer a couple of demonstra-
tions that operationalise some of Mayr’s insights.

In his work on the Multiple Meanings of ‘Teleology’, Mayr (1998) distinguishes 
five ways of speaking of teleonomy. These distinctions are more refined than the 
earlier (1961) differentiation between historical processes and teleonomic systems. 
According to Mayr, multiple senses of teleology apply to (a) processes in inanimate 
nature whose end-directedness is determined by universal laws of nature, such as 
the law of universal gravity and the second law of thermodynamics, (b) teleonomic 
processes driven by programs, (c) adapted features resulting from natural selec-
tion rather than executive processes, (d) purposeful behaviour, exemplified by the 
deliberate actions of a pride of lionesses that strategically divide into two groups 
to attack prey—e.g., one group launches a direct attack, while the other cuts off the 
prey’s escape route, and (e) cosmic teleology, the end-directedness of nature tend-
ing towards perfection. We demonstrate our point by setting a technical distinction 
between some of the kinds of goal-directedness that are mentioned by Mayr.

Let us start with what Mayr calls teleomatic systems, e.g., a cup of tea losing its 
heat in a cold environment. This can be represented by the principle of least action, 
which suggests that a system tends to follow a path that minimises its overall action. 
A cup of tea, for example, loses heat over time to reduce the temperature difference 
between itself and the colder environment. To relate this idea to the paper’s topic, 
we can relate the phenomenon to the concept of variational free energy. However, to 
model this process, we do not need to attribute expectations about the consequences 
of actions to the cup. The process can simply be modelled based on implementing the 
laws of thermodynamics. This, however, does not imply that the process lacks a form 
of goal-directedness. Assuming the goal of the cup is to achieve thermal equilibrium 
with its environment, negative feedback mechanisms can be utilised to model how 
it gradually approaches the ambient temperature. By adhering to thermodynamic 
principles and employing negative feedback loops, the tea adjusts its temperature 
accordingly. From Wiener’s (1948) point of view, there is some form of purposive-
ness in the cup of tea’s process of achieving thermal equilibrium with the environ-
ment. And the FEP can describe that level of goal-directedness in terms of negative 
feedback mechanisms. However, the FEP provides a framework for disambiguat-
ing subtle differences between various kinds of goal-directedness. For instance, the 
process involved when a cup reaches thermal equilibrium with the environment dif-
fers from more complex (non-Markovian) forms of goal-directed behaviour, such 
as when a sentient being attempts to administer antipyretic medications to reduce a 
fever. The main point is that the cup doesn’t need to model itself or plan its actions to 
reduce the difference between its internal and external temperatures—the equilibra-
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tion is just a manifestation of the cup’s existence within a particular context, where 
the joint cup-context system has some characteristics states (i.e., nonequilibrium 
steady-state). The process is simply a result of teleomatic interactions that are not 
based on internal influences on the cup’s part. To provide a reliable representation 
of this situation, there is no need to model the cup as something capable of forming 
internal states, such as expectations about the consequences of its actions; instead, it 
merely responds to external influences (Friston et al., 2022).

On the other end of the spectrum, the same equation could be used to model a 
cosmic process, or, rather a historical one, such as evolution, where organisms adapt 
their genetic and phenotypic states to match selective pressures, reducing prediction 
errors and increasing fitness (Campbell, 2016; Frank, 2012; Friston et al., 2023; Van-
churin et al., 2022). To support the claim that systems representable by Markovian 
models exhibit teleology and agency, it is sufficient to consider that natural selection 
and genetic drift are guided by implicit foresight towards potential outcomes that 
maximise species’ survival in a cost-efficient manner. It is possible to imagine that 
natural selection operates based on expectations regarding the role of an organism’s 
genotype in carrying useful genetic information to the next generations. In cases 
where a specific allele does not align with anticipated future outcomes, natural selec-
tion addresses the discrepancy by investing in alternative genetic variations (Kauff-
man, 1993; Voigt et al., 2000; Woods et al., 2011). This adaptive strategy reduces 
uncertainty and increases confidence in the fitness or survival rate associated with 
specific traits in descendant populations (Beni, 2021b). In the same vein, from the 
assumption that evolution exhibits an exceptional capacity for rapid and effective 
utilisation of mutations to exploit structural and functional opportunities, it may fol-
low that evolution employs a prediction error-minimising architecture10 that elimi-
nates the need for excessive training on past conditions, where evolving becomes a 
matter of using intelligent collective mechanisms that inherently demonstrate resil-
ience, adaptability, and triumphant adaptation in entirely novel circumstances. Pursu-
ing this line of reasoning, Levin (2023, p. 6) argues that “the space which evolution 
actually searches is not only the space of microstates of the genome but also a much 
more tractable space of behaviour shaping signals: evolution exploits cellular intel-
ligence as a highly exploitable affordance”. However, ascribing foresight to natural 
selection implies a level of intentionality that may not apply to evolutionary pro-
cesses (from our perspective, because such historical processes lack temporal depth 
and non-Markovian properties). In short, such Markovian processes—such as a cool-
ing cup of tea or evolution—exhibit end-directedness without having insights into 
the counterfactual consequences of their actions. They lack temporal depth. On the 
other hand, systems such as human beings, and other animals that can display antici-
patory behaviour, do possess advanced forms of teleology and agency. These organ-
isms possess the ability to foresee future consequences of their actions, embedding 
them via the temporal depth of their models. The temporal depth in such systems is 
manifested in the property of conservatism, allowing them to counter random fluctua-

10  Noting that prediction errors are, technically, free energy gradients. This means that any free energy 
minimising process—such as natural selection or Bayesian model selection—based on variational free 
energy or marginal likelihood (a.k.a., model evidence) can be read as minimising prediction errors.

1 3

Page 15 of 22     11 



Synthese

tions.11 Physiologically speaking, this looks very much like a move from homeostasis 
to allostasis (Corcoran et al., 2020; Seth and Friston, 2016; Stephan et al., 2016; 
Sterling & Eyer, 1988); namely, pre-emptive, (agentic) behaviour that eschews the 
need for (Markovian) homeostatic responses. Additionally, being sufficiently large 
and sparsely coupled, these systems effectively segregate active states from internal 
states, enabling their capacity for being agentic (Friston et al., 2022) and as we sub-
mit here, also agentic teleology.

In other words, somewhere in between cups of tea and evolution, there exist agents 
that are capable of exhibiting advanced teleology, where their goal-directedness can 
be explicated in terms of planning as inference. In the case of these ‘strange’ par-
ticles12—to borrow a term from (Friston et al., 2022)—intentional and purposeful 
forms of goal-directed behaviour are associated with insights into counterfactual 
outcomes of their actions. A subtle distinction between conservative (Markovian) 
particles—that follow precise, paths of least action—and strange (agentic) particles 
is that the actions of agents are incorporated into their generative models (i.e., models 
that can generate predictions). In other words, action is treated as a cause of sensory 
consequences. This follows naturally when—for certain kinds of particles—active 
states do not influence internal states directly. The most likely paths (of least action) 
for conservative (Markovian) particles are those that minimise expected free energy. 
For strange (agentive) particles, this minimisation becomes an explicit part of the 
generative model: i.e., the agent ‘believes’ her unobservable actions will minimise 
expected free energy, while action per se realises those beliefs by minimising predic-
tion errors or variational free energy.

The ability to minimise expected free energy—characterised as a combination 
of risk and ambiguity (Parr & Friston, 2019)—plays a pivotal role in this process. 
Humans, for instance, depend on the depth of their generative models to choose strat-
egies that lead to optimal outcomes and effectively resolve uncertainties based on 
counterfactual possibilities. Expected free energy can be further comprehended as 
the subtraction of expected information gain from expected cost. By contemplat-
ing alternative actions and their potential consequences, individuals can quantify the 
reduction in surprise or uncertainty in their surroundings and make informed deci-
sions. This interplay between expected cost and expected information gain serves 
as a guiding principle for optimising behaviour and aligning actions with desired 
outcomes (Friston et al., 2022).

Consider the case of a person who strategically adds cool milk to her tea. By 
leveraging her understanding of the counterfactual outcomes of her actions, she aims 

11  Conservative particles (in contrast to dissipative particles) are active (in contrast to inert) particles that 
follow the path of least action. Technically, this means that, a conservative particle “is an active particle 
whose random fluctuations on particular states have amplitudes that are infinitesimally small” (Friston et 
al., 2022, p.16).
12  This means that, “the autonomous paths of these kinds of particles have a Lagrangian, known as 
expected free energy, which can be decomposed into terms corresponding to expected cost and expected 
information gain. In this setting, cost is the Lagrangian or surprisal of sensory paths, which defines the 
characteristic trajectories of a particle.” (Friston et al., 2022, p. 3). Such a strange particle not only mini-
mizes its free energy but also is capable of inferring its own actions and believing that it is a conservative 
particle (ibid.).
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to achieve the desired result. In this scenario, the person’s expected cost is the sur-
prising sensation of drinking tea that is too hot. On the other hand, the expected 
information gain of gently sipping her tea to test its temperature may supervene, if 
she believes the tea will not scald her. By subtracting the expected information gain 
from the expected cost, the person can assess the trade-off between the potential ben-
efit (reducing uncertainty) and the potential cost (a scalded tongue). As the example 
indicates, in the case of such sophisticated organisms, it is important to note that their 
internal states are not solely influenced by their actual actions alone. They are also 
influenced by their beliefs about the relationship between their possible actions and 
the environment, as well as the anticipated consequences of those actions: e.g., the 
tea drinker’s internal states are not only influenced by the act of adding cold milk but 
also by their beliefs about how this action will affect the temperature of the tea and 
whether she can drink it. In short, expected free energy brings affordances (Bruin-
eberg et al., 2018; Gibson, 1977) to the table in a way that could be considered defini-
tive of agency and purpose. Expectations about the consequences of actions play a 
significant role in shaping internal states and subsequent behaviour. This point has 
been foreshadowed in the free energy account of self-consciousness:

We elude the problems of calling evolution conscious, because the process of 
natural selection minimises surprisal (i.e., maximises adaptive fitness) but not 
expected surprisal or uncertainty (i.e., adaptive fitness expected under alterna-
tive evolutionary operations or selection). The key difference between (self)
consciousness and more universal processes then appears to be the locus of 
selection. In non-conscious processes this selection is realised in the here and 
now with selection among competing systems (e.g., phenotypes). (Friston, 
2018, p. 5)

This approach avoids the metaphysical conundrum of backward causation13 because 
acknowledging that a sophisticated cognitive organic system, such as a sentient being, 
is capable of anticipating the counterfactual consequences of her action does not rely 
on reversing the temporal order of cause and effect or resorting to supernatural or 
mysterious elements. Instead, it arises from the implicit coupling between beliefs 
about the future and current actions. In this sense, the future can be said to “cause” 
the past, although not in the conventional sense of causing events to occur before 
their causes (Parr & Friston, 2019). Instead, agents rely on internal states that param-
eterise beliefs about potential future outcomes. These internal states—encompassing 
the agent’s prior experiences, current observations, as well as expectations about the 
consequences of their actions—influence policy selection through the minimisation 
of expected free energy. This minimisation process drives the agent towards behav-
iours that align with its internal model and reduce the discrepancy with the observed 
reality (Parr & Friston, 2019). In doing so, the agent’s behaviour becomes non-Mar-
kovian, as it takes into account counterfactual outcomes of its own future courses of 
action. The primary focus here is on how the agent’s deep generative models encap-
sulate its expectations, regarding the consequences of future actions. The explanation 

13  See (Faye, 2015) for a concise account of backward causation.
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of backward causation that arises does not imply that the future genuinely influences 
the past. On the other hand, the teleomatic goal-directedness of any other histori-
cal process can be modelled as Markovian (as opposed to non-Markovian) because 
they do not possess internal states that influence their future behaviour. For instance, 
the rate at which the tea cools depends solely on its current temperature difference 
compared to the surrounding environment, and this dependence on the current state 
directly determines the future state (e.g., cooler temperature). Even though such 
processes remain goal-directed in a basic sense, e.g., in the sense of showing some 
sort of persistence to follow a specific trajectory to reach thermal equilibrium with 
their environment, they lack the ability to model the consequences of their actions 
in the future or form expectations about such consequences and use that as the basis 
of their goal-directedness. Thus, we suggest demarcating between austere forms of 
goal-directedness and the intricate and purposeful teleonomic behaviours of sentient 
beings.

7  Concluding remarks

In this article, we drew on the Free Energy Principle (FEP) to provide a scientifi-
cally cohesive measure to distinguish different kinds of goal-directedness in self-
organising complex systems, with an eye to Ernst Mayr’s classical conceptualisation 
of the same idea. By identifying agential teleology with certain (strange, agentic) 
systems that are capable of engaging in planning as inference, and contrasting them 
with historical (conservative, Markovian) self-organising processes, we can charac-
terise teleologic phenomena with generative models that evince temporal depth. This 
enables us to differentiate anticipatory behaviour in certain organisms from the his-
torical processes observed in natural phenomena like evolution, all contributing to a 
comprehensive understanding of goal-directedness across various complexity scales.
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