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Lithium-ion (Li-ion) batteries are essential for modern power systems but suffer from performance degradation
over time. Accurate prediction of the remaining useful life (RUL) of these batteries is critical for ensuring the
reliability and efficient operation of the power grid. On this basis, this paper presents a novel Coati-integrated
Convolutional Neural Network (CNN)-XGBoost approach for the early RUL prediction of Li-ion batteries. This
method incorporates CNN architecture to automatically extract features from the discharge capacity data of
the battery via image processing techniques. The extracted features from the CNN model are concatenated
with another set of features extracted from the first 100 cycles of measured battery data based on the charging
policy information of the battery. This combined set of features is then fed into an XGBoost model to make the
early RUL prediction. Additionally, the Coati Optimization Method (COM) is utilized for CNN hyperparameter
tuning, to improve the performance of the proposed RUL prediction method. Numerical results reveal the
effectiveness of the proposed approach in predicting the RUL of Li-ion batteries, where values of 106 cycles

and 7.5% have been obtained for the RMSE and MAPE, respectively.

1. Introduction

Predicting the remaining useful life (RUL) of lithium-ion (Li-ion)
batteries is essential for ensuring a reliable and efficient operation
of power systems, given the influence of environmental conditions,
cycling, and degradation. This degradation can lead to reduced ca-
pacity, increased internal resistance, and an increased risk of failure,
potentially resulting in power outages, safety hazards, and economic
losses [1]. Accurately predicting the RUL of Li-ion batteries allows
power system operators to take proactive measures to prevent catas-
trophic failures, optimize maintenance schedules, and improve overall
system reliability [2]. By utilizing RUL predictions, utilities can im-
plement predictive maintenance strategies, such as scheduling battery
replacements before they reach their end of life, reducing the risk of
unexpected outages, and improving grid stability [3].

Predicting Li-ion battery lifetime with early-cycle data offers sub-
stantial advancements in battery production, utilization, and optimiza-
tion. Manufacturers can expedite cell development, validate novel man-
ufacturing processes, and categorize new cells based on their antici-
pated lifespan. Further, end users can also gauge the lifespan of their
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batteries. However, accurately predicting battery lifetime is challenging
due to nonlinear degradation and variability, despite controlled op-
erating conditions [4]. To address this challenge, several approaches
such as physics-based, semi-empirical, and data-driven methods are
developed. Therefore, an extensive literature review is conducted in
the following subsection to identify the gap within this scope to be
addressed by this paper.

1.1. Literature review

In this section, a literature survey is conducted for two types of
approaches regarding the prediction of RUL of Li-ion batteries, namely
Physic-Based (PB), and Data-Driven-Based (DDB) methods. PB mod-
els can be further classified into Electrochemical Model (EM), Semi-
Empirical (SE), and Equivalent Circuit Model (ECM) [5]. On the other
hand, DDB models utilize the battery performance and associated op-
erating condition data to develop machine learning (ML)-based algo-
rithms for RUL prediction purposes. Regarding PB models, the Persudo
Two-Dimension (PTD) model is the most widely utilized EM to simulate
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the behavior of the entire battery, including all the critical compo-
nents that comprise Li-ion batteries [6,7]. A parameterized approach
is proposed for PTD model by integrating the normalization, grouping,
and sensitivity analysis to present the impacts of various parameters
on the model accuracy, where current and voltage data are found to be
effective features for more accurate prediction in [8]. Despite EM which
require detailed knowledge of chemical reactions, ECM approaches
such as Thevenin model [9], Rint model [10], and second-order elec-
trical equivalent model [11] consider electrical components to model
the battery behavior. In [12], a real-time framework is proposed to
estimate the negative electrode potential and state-of-charge (SOC) of
Li-ion batteries by considering a half-cell ECM on a 21 700 Li-ion cell.
Furthermore, SE models are developed to derive a mathematical rela-
tionship between the input parameters and resultant predictions. This
approach is divided into three categories: calendar life modeling [13],
performance modeling [14], and cycle aging modeling [15].

The degradation performance of a battery is widely investigated
using DDB models among scholars for the prediction of state-of-health
(SOH) [16], end-of-life (EOL) [17], SOC [18], and RUL [19]. Accurate
prediction of the battery RUL and EOL at different operating conditions
is critical for the battery management system (BMS) to guarantee safe
and efficient operation. This prediction assists in ensuring optimal
battery utilization, maximizing lifespan, and preventing unexpected
failures. In [20], a DDB framework is proposed by utilizing an auto-
mated feature selection to generate customized inputs for a Gaussian
Process Regression (GPR) model for the estimation of battery health
fluctuations, which leads to the proper prediction of EOL. The feature
selection procedure in this methodology demonstrates flexibility in
response to a wide range of inputs, prioritizing factors with signifi-
cant impacts on battery degradation. In [21], a hybrid approach that
includes variational mode decomposition, multi-kernel support vector
regression, and sparrow search algorithm is proposed to enhance SOH
estimation by utilizing the NASA dataset, but the proposed methodol-
ogy is incompatible with RUL prediction. In [22], a combined detection
and prediction model is proposed by employing unsupervised learning
and extracting physics-informed features from an equivalent circuit
model of a battery, which is tested on 65 batteries. The proposed
model achieves over 90% accuracy in degradation stage detection and
an RMSE value of 53.56% for life prediction performance. In [23], a
moving window-based method is presented for in-situ battery life pre-
diction and classification using ML techniques. By extracting features
from partial charging data and employing GPR and SVM, this approach
achieves EOL predictions with RMSE and MAPE values of 100 cycles
and 10%, respectively.

In [24], a neural network (NN) is developed to predict the EOL
of Li-ion batteries under various testing conditions such as varying
temperature, charging/discharging current, and cut-off voltages, which
highlights the potential of ML models in capturing the complex hid-
den features for predicting the cycle life. In [25], a residual-based
convolutional neural network (CNN) model is presented for the RUL
prediction, in which the residual network extracts the feature informa-
tion of varying depths considering the features of the sparse dataset in
a cloud computing environment. Results of the proposed methodology
demonstrate a high degree of accuracy and reliability in predicting the
RUL. In [26], a real-time framework is investigated by utilizing the clas-
sification and regression attributes of Support Vector Machine (SVM)
for the RUL prediction of Li-ion batteries with various characteristics
derived from voltage and temperature profiles. In [27], an improved
extreme learning machine is developed for the improvement of RUL
prediction of Li-ion batteries by using a feature extraction technique for
Health Indicator (HI) that determines the deterioration of batteries, in
which the Pearson correlation coefficient between each HI and capacity
is extracted and tested on three different datasets.

In recent research, predicting the RUL of batteries has seen ad-
vancements, notably through the usage of novel hyperparameter tuning
for ML and feature extraction methods from raw sensor data. Some
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scholars have employed optimization techniques to obtain optimal
weights and thresholds for the parameter initialization of the ML
models. In [28], particle swarm optimization (PSO) technique is used
in a NN with backpropagation to predict the RUL and SOH of Li-ion
batteries using two datasets, which considers HIs as the input features
through the process of battery charging. Hyperparameter tuning is
applied to optimize the number of epochs, dropout ratio, batch size,
and number of hidden layers. Results demonstrate the effectiveness
of the proposed model in terms of root-mean-squared error (RMSE)
and mean absolute error (MAE) of SOH and RUL predictions. In [29],
the Fruit-Fly Optimization (FFO) method is proposed with Fractional
Brownian Motion (FBM) to predict the RUL of Li-ion batteries. Firstly,
the FBM degradation model is presented to calculate the Hurst param-
eter, then, maximal likelihood estimation is utilized along with the
FFO to optimize the Hurst parameter to perform the RUL prediction
considering the capacity degradation data of the battery. In [30], a
comprehensive strategy is proposed for battery RUL prediction, which
incorporates an information entropy-based technique and an enhanced
PSO algorithm for determining optimal degradation parameter values.
Additionally, a Moving Average Filter (MAF) is employed to address
noise and capacity degradation issues in the experimental data. The
effectiveness of the proposed methodology is demonstrated using NASA
and Maryland University datasets. The findings indicate that the al-
gorithm achieves superior prediction accuracy while requiring less
training data compared to DDB alternatives. In [31], authors present a
DDB model that combines PSO method and feature enhancement using
box-cox transformation to strengthen the correlation between features
and the aging status of the battery to perform RUL prediction. The
process of optimizing model parameters is carried out via PSO. Using
actual Li-ion battery degradation data, the efficacy of this method is
validated, and experimental results demonstrate the effectiveness of
this method. In [32], authors employ the NASA dataset to develop a
model of battery degradation by combining Support Vector Regression
(SVR) with the Artificial Bee Colony (ABC) algorithm to predict the RUL
of Li-ion batteries, in which ABC is utilized to optimize the SVR kernel
parameters. The results indicate that the ABC algorithm outperforms
the PSO algorithm in terms of parameter optimization.

Some researchers have applied a CNN model to enhance the per-
formance of feature extraction methods. This approach has gained at-
traction due to the ability of CNNs to learn data patterns autonomously.
In [33], a CNN-extreme gradient boosting (XGBoost) model is proposed
for battery RUL prediction utilizing feature extension and time window
processing, in which the effects of diverse operating conditions are con-
sidered. In [34], a CNN-light gradient-boosting machine (LightGBM)
model is developed after preprocessing the raw data and extracting fea-
tures using a CNN model. Then, the CNNs output is utilized as the input
for the LightGBM model when generating RUL predictions using the C-
MAPSS dataset. The findings show a substantial decrease in prediction
error when CNN and LightGBM are combined, in comparison to the
case in which CNN and LightGBM models are utilized independently
with the same parameter configurations.

In [35], a dataset comprising 124 Li-ion cells, with cycle lifetimes
spanning from 150 to 2300 cycles, is employed for early cycle life
RUL prediction based on discharge voltage profiles obtained from early
cycles that do not exhibit capacity degradation. Authors demonstrate
that the most efficient models attain a test error of 9.1% by employing
data from the initial 100 cycles to predict the cycle life, and when
classifying cycle life into two categories using data from the initial
five cycles, a test error of 4.9% is attained. In [36], RUL prediction
of Li-ion batteries is investigated using multiple ML models, in which
XGBoost reported as a top-performer among other ML models in terms
of RMSE and mean absolute percentage error (MAPE). In [37], an
early prediction approach combining two phases of NN integration
and GPR is proposed. In the first phase, a NN model is trained with
features of 124 Li-ion batteries to predict their initial cycle lifetime.
Subsequently, GPR predicts the early RUL for each test set in the
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second phase. Evaluation of four batteries under various operational
conditions shows that the RMSE for all capacity predictions is less than
1.2%. In [38], early cycle life RUL prediction of Li-ion batteries is
proposed using deep learning with a parallel NN with two dimensions.
This methodology commences with the implementation of a five-step
preprocessing approach to generate input data and extract correlated
features. The methodology ultimately results in the determination of
the present cycle life and a prediction regarding the RUL of the battery.
In the test set, which consists of information from 31 cells with 25
unique cycle profiles, the MAPE for predicting the RUL and early
lifetime is reported at 1.47% and 2.85%, respectively. In [39], three
regression models including Linear Regressor (LR), Bagging Regressor
(BR), and Random Forest Regressor (RFR), are presented to predict
the early lifespan of Li-ion batteries in electric vehicles. The RFR
outperforms the other two models, achieving the lowest Mean Square
Error (MSE) and RMSE values. In [40], predicting the cycle lives of Li-
ion batteries via randomized trees using data from their initial cycles is
developed for 121 commercial Li-ion batteries considering the feature
extraction. In [41], a few-shot learning-based methodology is proposed
that requires six cycles of charging data to predict the early lifetime of
batteries. In this methodology, batteries are classified into long-life and
short-life categories by autoencoder. Upon the classification outcomes,
lifetime models are chosen to arrive at the ultimate prediction. Using
an accelerated aging dataset comprised of 124 batteries, the frame-
work’s effectiveness in circumventing data limitations and enhancing
the accuracy of early lifetime prediction is validated.

1.2. Novelty and contribution

According to the literature review, only two relevant studies have
investigated the RUL prediction for Li-ion batteries using the CNN-
XGBoost model. Therefore, a novel data-driven approach is proposed
in this paper, which entails the development of a CNN model to extract
features from the battery discharge capacity data via image processing
techniques. The extracted features are concatenated with another set
of features derived from measured battery data and a new feature
proposed in this paper that is calculated from the charging policy
of the battery. Additionally, we incorporate the Coati optimization
method (COM) into the CNN model to derive optimal values for critical
parameters, such as the number of filters (K3), kernel size (K,), and
number of units in the dense layer (Ks), through an iterative process.
To evaluate the performance of the developed models, two case studies
are presented. The initial case investigates the XGBoost model in depth
by training and validating it with distinct feature sets. In the second
scenario, the CNN-XGBoost model is constructed with and without the
COM integration. The numerical results highlight the efficacy of the
proposed methodology in predicting the RUL of Li-ion batteries. The
significant contributions made by this paper are as follows:

Developing a CNN model for feature extraction via image process-
ing.

Integrating the COM within the CNN model to optimize critical
parameters of the number of filters, kernel size, and number of
units in the dense layer to improve the prediction accuracy.
Proposing a new feature calculated from the charging policy of
the battery.

Proposing a new set of features by concatenating extracted fea-
tures from the CNN model, the proposed new feature, and another
set of features extracted from measured data to feed with XG-
Boost to enhance the effectiveness of the CNN-XGBoost model for
battery RUL prediction.

Implementing various case studies to investigate the effectiveness
and limitations of the proposed methodology.
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Table 1
Degradation data of Li-ion batteries with a rated capacity of 1.1 Ah and constant
discharge current of 4C.

Battery Rated/End Charge/Discharge Environmental
group voltage (V) rest time (s) temperature (°C)
Train data 3.7/2.7 60/60 30

Test data-1 3.7/2.7 300/300 30

Test data-2 3.7/2.7 5/5 30 to 36

1.3. Paper organization

The rest of the paper is organized as follows: Section 2 presents the
data processing method including data description, data preprocessing,
data cleaning, normalization, feature extraction, and splitting data.
Section 3 elaborates on the proposed methodology with a focus on
the explanation of developed CNN, XGBoost, and COM. Subsequently,
Section 4 presents the case studies and simulation results. Following
this, Section 5 concludes the paper.

2. Data processing

This section contains a comprehensive and detailed explanation of
the dataset utilized in our research, along with an in-depth examination
of the preprocessing methods implemented to guarantee the data’s
integrity, dependability, and suitability for the proposed methodology.
Furthermore, a comprehensive explanation of the preprocessing pro-
cedures performed is provided in the following subsections, including
data description, and data preprocessing which includes data cleaning,
normalization, feature extraction, feature selection, and splitting data.

2.1. Data description

In this paper, a dataset of 124 commercial lithium iron phos-
phate/graphite cells [35] from the A123 system (model APR18650M1A,
1.1 Ah nominal capacity) is considered. The batteries in the dataset are
subjected to diverse fast-charging policies until they reach the EOL,
defined as 80% of their initial capacity. This dataset is divided into
three segments: Train data, Test data-1, and Test data-2, comprising
41, 43, and 40 lithium-ion batteries, respectively. The battery capacity
degradation and distribution of battery cycle life are presented in Fig. 1.

This battery dataset was obtained in a controlled environment at
30 °C for Train data, and Test data-1, and ranged from 30 °C to 36
°C for Test data-2, with fast-charging conditions ranging between 3 C
and 8 C as detailed in Table 1. It is structured into three phases with
different charging rates of C1, C2, and a constant C3 with a value
of 1 C. It should be mentioned that to discharge the battery, a fixed
discharging rate of 4 C is applied until the cut-off voltage is reached
as shown in Fig. 2. The dataset encompasses a wide range of charging
policies, including varying charging times from 9 to 15 min and cycle
life spanning from 150 to 2300 cycles. The parameters of each cycle
such as temperature, current, voltage, and charge/discharge capacity,
were meticulously recorded, enabling detailed insights into battery
degradation characteristics.

2.2. Data preprocessing

Within the domain of data analytics, the initial raw measurement
data is often contaminated with noise, which poses a significant obsta-
cle to the application of ML models. Inputting such noisy data directly
into the models’ input layers may hinder the learning process and
introduce errors due to the presence of bad data [42]. As a result,
a critical component of our approach is data preprocessing, which is
implemented to guarantee that the data is accurate, genuine, and struc-
tured in a way that facilitates optimal utilization by the ML models.
The preprocessing procedure consists of the following five important
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Charging policy Discharging policy
4.54 s 4.51 —— Discharging C-rate
~ o
O 4.0 C1 =4.04
o 2
= 3.5 2351
Cc2 &)
© 3.01 3.0
g £
£2.51 ! 22.51
g |
5 2.01 ! E 2.0
< 1.54— Charging C-rate : a 1.54
~ 77| --- soc=soc1 | c3 2
--- S0C= 80% H J
Lo ! - ! 1oL, ] ] ! ] |
0 20 40 60 80 100 100 80 60 40 20 0
SOC (%) SOC (%)
Fig. 2. Description of the charging policy “C1, SOC1, C2” (a) and constant discharging policy (b).
1D Discharge capacity for a selected battery 2D Discharge capacity for a selected battery Cleaned and resampled 2D Discharge capacity
0.01 1000
.. INNNNNEEN |
g 800 E. l é
Z-001 S 600 i f—am% E
< s K]
%—0.02 g oo B Erres E
0 2]
-0.03 3 l 2

il

- ll H
0

-0.04

0 200 400 600 800
Sample number

1000

10 20 30 40 50 60 70 80 90 100
Cycle number

10 20 30 40 50 60 70 80 90 100
Cycle number

Fig. 3. Discharge capacity fades depicted in 1D (a) and 2D (b) for a selected battery, followed by 2D discharge capacity fades after cleaning and resampling data (c).

phases: building the 2D discharge capacity dataset, cleaning and re-
sampling data, normalization, feature extraction, feature selection, and
splitting. Every single one of these stages is critical in improving the
unprocessed data, which in turn prepares it for the subsequent stages
of our analytical pipeline. In doing so, we ultimately strengthen and
increase the reliability of our predictive models.

2.2.1. Building the 2D discharge capacity dataset

In order to effectively utilize the CNN model and derive features
from the discharging capacity (Q) data, a structured 2D dataset is
required. The transformation of Q-V into a 2D dataset is depicted in
Fig. 3(a, and b). Here, each data point is represented by a pair (X,
y), where ‘X’ denotes the cycle number and ‘y’ represents the voltage
sample number. The corresponding values (X, y) signify the discharging
capacity in Ampere-hours (Ah).

2.2.2. Cleaning and resampling data

To enhance the accuracy of ML models, cleaning data is a crucial
initial step in the data preprocessing pipeline. This process aims to
refine unprocessed measurement data by rectifying noise, removing
errors and inconsistencies, and eliminating outliers [43]. By focusing
on specific issues such as overshooting or undershooting data in battery
discharge capacity, data cleaning ensures that the data utilized by ML
models is reliable and free from abnormalities, leading to improved
model performance and more accurate predictions. To achieve these

purposes, a cleaning data process is proposed, comprising the following
steps:

+ Thresholding: Modify input values greater than a pre-defined
threshold value.

Forward Difference Filtering: Calculate intensity differences be-
tween adjacent values in the forward direction and adjust input
values to ensure differences are either zero or negative.
Midpoint Averaging: Smooth the values by replacing each value
with the average of its neighboring values. In all rows, from right
to left, each value is replaced by the average of its immediate right
and left neighbors. This process is repeated iteratively to ensure
consistent smoothing across the entire dataset.

Midpoint Averaging technique can effectively reduce noise and
improve data consistency in ML datasets. This method enhances feature
extraction and model robustness by highlighting true patterns and
minimizing the impact of anomalies. Consequently, it leads to more
accurate and reliable predictive models.

By adding more data, the DL model has more parameters to manage,
which makes the learning process longer and more complicated [44].
To tackle this problem, a resampling technique is used to average
every ten discharge capacity data points following the cleaning process.
Fig. 3(c) illustrates the 2D discharge capacity for a selected battery,
after cleaning, noise reduction, and resampling. This approach is essen-
tial to manage the computational load and enhance model efficiency,
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Table 2
Extracted features and their descriptions.
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Feature name

Details of extracted features

F1 Variance = log (|p—i1 Y ow) - AQ‘(V))2|)

F2 log(| min(4Q(V))])

F3 Gradient of discharge curves over cycles 2 to 100.

F4 Intercept of a linear fit to capacity fade curves from cycles 2 to 100
F5 Discharge capacity at cycle 2

F6 Average charge time over first 5 cycles

F7 Minimum internal resistance

F8 Difference in internal resistance between cycle 100 and cycle 2
F9 C-rate in the first charging step (C1)

F10 C-rate in the second charging step (C2)

F11 Average weighted C-rate in each cycle

especially considering that the primary data size of 1000 x 90 with val-
ues between —0.04 to O significantly increases computational demands
without improving the CNN model’s prediction accuracy. Therefore,
resampling is employed to reduce the image dimensions and create a
balance between data resolution and computational efficiency.

2.2.3. Normalization

Normalization is a crucial step in data preprocessing to ensure that
different features of the data are on the same scale and have a consis-
tent range. This process improves the performance of ML algorithms
by facilitating learning patterns and relationships in the data [45].
There are various normalization techniques available, namely min-
max normalization, Z-score, and decimal scaling normalization, from
which the min-max normalization is utilized in this paper. Min—-Max
normalization is a simple and widely used normalization technique that
scales the data linearly to a specific range, typically [0, 1] or [-1, 1].
The mathematical formulation of min-max normalization is provided
by Eq. (1).

x — min(x)

Xnorm = max(x) — min(x) M
where x is the original data value before normalization, x,,,,,, is the nor-
malized data value, min(x) and max(x) are the minimum and maximum
values of x in the dataset, respectively.

The outputs of normalization, serve as the input for the CNN model
to calculate the features from each 2D data.

2.2.4. Feature extraction

Feature extraction is an essential component of the data prepro-
cessing pipeline, which aims to enhance the efficacy of ML models
by identifying and extracting pertinent information from the dataset.
The procedure entails the transformation of data into a more compact
and informative format, thereby decreasing the dimension while main-
taining critical patterns and attributes [46]. The extracted features in
this paper are presented in Table 2. Features F1 to F8 are obtained
from [35,37]. The decline in the Li-ion battery capacity is mirrored in
F1, F2, F3, F4, and F5 is calculated using (2) and (3) as follows:

Q100(V) — Q10(V)
e

40(V) = (2)

P
407 = = 3 400, ®)
i=1

where AQ(V) represents the change in charge capacity at a given
voltage, V. Q,¢0(V) and Q,y(V) denote the charge capacities at 100th
and 10th cycles, respectively. AQ(V) represents the average change
in charge capacity at the given voltage V. The symbol p denotes the
number of trials or repetitions.

Additionally, we propose features F9 to F11 that are extracted from
the battery charging policies. F9 and F10 denote the C-rate during the
initial and intermediate stages of battery charging, respectively. F11 is
formulated as (4) to present the average weighted C-rate (AWCR) using

Correlation matrix for battery cycle life and selected features
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Fig. 4. Pearson correlation Heatmap for battery cycle life and selected features in train
data.

C,, C,, C3, and the battery SOC extracted from the battery’s charging
policy.

K,C;SOC + K, C,(80 — SOC) + C5(100 — 80)

100

where C|, C,, and C; denote the C-rate during the initial, intermediate,
and final stages of battery charging, respectively. The parameter SOC
signifies the state of charge at which the transition from C; to C, occurs.
Additionally, K, and K, represent coefficient factors derived through
optimization techniques aimed at maximizing the correlation between
the AWCR and cycle life of the battery.

AWCR =

4

2.2.5. Feature selection

Feature selection facilitates the choice of a subset of features that
make it a substantial contribution to the predictive capability of ML
models. To accomplish this, Pearson correlation [47] is utilized for
selecting features. The Pearson correlation coefficient indicates how
changes in one variable are correlated with changes in another by
quantifying the linear relationship between the two variables, and its
mathematical representation is provided by (5).

re cov(X,Y) )
O0xOy

where, r is the Pearson correlation coefficient, cov(X,Y) is the covari-

ance of X and Y, oy is the standard deviation of X, and oy is the

standard deviation of Y.

The result of the Pearson correlation demonstrates the substantial
inter-feature correlations and the correlation of features with battery
cycle life, as presented in Fig. 4. The four features (F1, F2, F6, and
F11) were chosen based on their strong correlation (exceeding 75%)
with cycle life in the training data. These correlations are depicted in
Fig. 5, showing this significant linear relationship. This high correlation
suggests that these features are likely to be predictive of cycle life,
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justifying their selection. The analysis reveals that features F1 and F2
have correlation coefficients of —0.9 and —0.85, respectively, while
the proposed feature F11, calculated with the optimized values of
0.55 and 0.45 for K, and K, respectively, demonstrates a correlation
coefficient of —0.72 with cycle life for the training data. The objective
of extracting these features is to optimize the performance of the
proposed prediction model, decrease the dimension, and enhance the
overall model interpretability. The chosen features will form the basis
for the subsequent phases of model development and analysis.

2.2.6. Splitting data

The dataset, consisting of 124 battery data records, is divided
into three groups, as shown in Fig. 1. The first group, Train data,
containing 41 battery data records, is used for training and validation.
Using a split ratio of 0.8 for the training/validation set ensures a fair
distribution for model evaluation and comparison with other research
papers. The second and third groups, with 43 and 41 battery data
records respectively, are designated as test data-1 and test data-2. In
this paper, the training/validation set is employed for model training
and hyperparameter tuning, while the test data-1 is utilized to evaluate
the performance of the trained model.

3. Methodology

In this section, The proposed methodology for predicting the RUL
of Li-ion batteries is introduced. In this architecture, to address this
challenge, we have developed a CNN is developed that adeptly extracts
features from training data. This data is partitioned into 80% for
training and 20% for validation. After training and validation, the CNN
model is fine-tuned by discarding the last two layers and extracting

features from the preceding layer, resulting in a set of features. The
CNN-derived feature set is then concatenated with the selected fea-
tures derived from the measured data and the new proposed feature
extracted from the battery charging policies. This combined feature set
is then fed into an XGBoost model for early RUL prediction. To improve
the accuracy of the proposed methodology, the COM is used to fine-
tune hyperparameters for the CNN model and the feature extraction
process. COM aids in determining the optimal values of K3, K, K5 for
the CNN model. In the subsequent subsections, detailed mathematical
representations and explanations of the employed methods are pro-
vided, encompassing CNN, XGBoost, COM, hyperparameter tuning, and
evaluation metrics. The architecture of the proposed methodology is
represented in Fig. 6.

3.1. CNN

CNN models are a subset of deep learning models that are desirable
for processing grid-like data, such as images. CNNs are frequently
employed for object detection, image classification, and other visual
data-intensive tasks. CNN is constructed primarily through the con-
volution operation to identify patterns in data. In order to execute
the convolution operation, a filter is applied to the input data. After
relocating the filter, which is a compact matrix of weights, the dot
product between the input data and the filter is computed at each
position. When the convolution operation is performed, a feature map
is produced. Following this, a nonlinear activation function, such as the
rectified linear unit (ReLU), is applied to the feature map. By introduc-
ing nonlinearity into the model via the activation function, it becomes
capable of learning complex patterns. Typically, the activation function
and convolution operation are iterated numerous times, resulting in
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filters that progress in complexity with each subsequent layer [48].
Typically, a fully connected layer serves as the concluding component
of the CNN, performing the task of classifying the input data. Given an
input data matrix X of size m x n, and a filter matrix W of size k x I,
the convolution operation is defined by (6):

k—11-1
Y, = Z Z WigXispjrq (6)
p=04¢=0

where Y is the output feature map, and i and j are the indices of
the output element. The convolution operation can be thought of as
a sliding window that is applied to the input data. The filter is placed
at the top-left corner of the input data, and the dot product of the filter
and the input data is calculated. The filter is then moved one pixel
to the right, and the dot product is calculated again. This process is
repeated until the filter has been applied to the entire input data. The
feature map contains a representation of the features that have been
extracted from the input data that can then be used to classify the input
data.

Fig. 7 illustrates the preprocessed 2D dataset, after cleaning, resiz-
ing, and masking procedures, that are prepared for feeding the CNN
model. In this figure, the outputs of the dense layer, calculating the
features from each 2D data instance, are concatenated with four other
selected features. This concatenated feature set serves as the input for
the subsequent XGBoost model to predict the RUL of batteries.

3.2. XGboost model

XGBoost is a type of gradient-boosting machine that is designed
for speed and accuracy, and is commonly used for regression and
classification tasks. XGBoost works by building a series of decision
trees. Each decision tree is built on a subset of the data, and the
predictions from the individual trees are combined to make a final
prediction. XGBoost uses a gradient-boosting algorithm to train the
decision trees. Gradient boosting is an iterative algorithm that builds a
model by repeatedly adding new decision trees to the model. Each new
decision tree is built to correct the errors of the previous trees [49]. The
objective function that XGBoost minimizes is defined in (7):

n
L(y,9) = Y 1, 9) + Q(f) @
i=1
where y is the true label, y is the predicted label, / is the loss function,
and Q is a regularization term. The regularization term £ is used to
control the complexity of the model is defined as follows:

R 1 -
Q) =1T+ y; w} @®)

where f is the predicted function, T is the number of leaves in the tree,
m is the number of features, y is the regularization parameter, A is the
L2 regularization parameter, and w; is the weight of the jth leaf.

3.3. Coati optimization method

The COM is a metaheuristic optimization algorithm and draws
inspiration from the foraging behavior of coatis. Coatis are mammalian

predators that search the ground for food with their extended snouts.
They possess an acute sense of scent and are capable of locating
sustenance concealed underground. As a population-based algorithm,
the COM maintains a pool of candidate solutions. Every candidate
solution signifies a prospective resolution to the optimization problem.
The algorithm refines the candidate solutions iteratively through the
implementation of a sequence of operators, which consist of [50]:

» Exploration: The exploration operator is used to generate new
candidate solutions. This operator can be any type of random
search algorithms, such as uniform or Gaussian random sampling.
Exploitation: The exploitation operator is used to improve the ex-
isting candidate solutions. This operator can be any type of local
search algorithms, such as hill climbing or simulated annealing.
Selection: The selection operator is used to select the best can-
didate solutions from the population. This operator can be any
type of selection algorithms, such as roulette wheel or tournament
selection.

The COM terminates when a stopping criterion is met. The stopping
criterion can be based on the number of iterations, the time limit, or
the convergence of the algorithm. The solution update mechanism of
the COM can be represented mathematically as follows:

Xt+1 =Xr+a(Xl_Xbesr)+ﬂ(Xr_Xrand) (©)]

where X, is the current population, X, is the next population, X,,, is
the best candidate solution found so far, X,,,,; is a randomly selected
candidate solution, and a and # are parameters that control the explo-
ration and exploitation rates. Due to the distinguishing features of COM
resulting in enhanced robustness, reduced algorithm complexity, effec-
tive incorporation of information, and high convergence speed [50], it
is used in this paper to optimize hyperparameters of the proposed ML
model as will be explained in the following subsections.

3.4. Hyperparameter tuning

During the construction of an ML model, optimizing hyperparam-
eters becomes an essential procedure to improve the efficiency of the
model. The process of hyperparameter optimization entails determining
the optimal values for the parameters that regulate the behavior of the
model. The hyperparameters in question comprise various aspects, in-
cluding but not limited to the learning rate, number of trees, estimators,
maximum depth, minimal child weight, and regularization parameters.
Various methodologies are available for optimizing hyperparameters,
with random search, Bayesian optimization, and grid search frequently
utilized techniques. These methodologies could present computational
obstacles, particularly when confronted with vast search spaces. Our
study utilized grid search, which assesses every conceivable combi-
nation of hyperparameters within predetermined ranges. The efficacy
of XGBoost is improved by creating a hyperparameter-tuned variant,
which is accomplished via Grid Search CV [51]. The hyperparameters
of the XGBoost model that are optimized in this paper include the
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number of trees, maximum depth of each tree, learning rate, and the
number of samples and features in each tree.

According to Fig. 8, hyperparameters of CNN are indicated as K3,
K,, and Ks. In CNNs, K; plays a pivotal role in feature extraction from
input images, as each filter, applied as a small matrix, generates distinct
feature maps. Determining the appropriate number of filters in a con-
volutional layer significantly influences the network’s ability to capture
diverse aspects of input data. Alongside this, K; dictates the receptive
field of neurons within a convolutional layer. Typically, common kernel
sizes such as 3 or 5 are employed. Furthermore, in neural network
architecture, K,, which represents the number of neurons within a fully
connected layer, establishes intricate connections between successive
layers. In this paper, we propose a COM to determine the optimal values
of hyperparameters K, K, and K; in the CNN model. The architecture
of our proposed model, along with the subsequent processing steps,
is illustrated in Fig. 8. To train and validate the COM-CNN model,
the dataset is partitioned into 41 training samples, from which 33
samples are used for training and 8 samples for validation. Through
the optimization process, the optimal values for K3, K,, and K5 have
been found to be 121, 5, and 10, respectively.

3.5. Evaluation metrics

The comparative analysis in this paper employs two key perfor-
mance metrics—MAPE and RMSE—widely acknowledged for evaluat-
ing the precision of Li-ion battery RUL predictions. MAPE quantifies
the average absolute percentage error between actual and predicted
values. On the other hand, RMSE gauges the average squared difference
between actual and predicted values [52]. Mathematical expressions
representing RMSE and MAPE are provided in (10) and (11):

n
1 R
- Z(yi - yi)2
g}

n A
MAPE = 12'—” y"‘
n
i=1

RMSE = (10)

an
Vi

where y, and 3, are the actual and predicted values for the RUL of the
battery, respectively.

4. Case study and numerical results

In this section, two case studies are presented to evaluate the
performance of the proposed methodology, as gauged by the evaluation
metrics introduced in Section 3.5. Despite the prevalent use of data-
driven ML models for predicting the RUL of Li-ion batteries, their
performance falls short, even when incorporating multiple features
during the training phase. To substantiate this assertion, two case
studies are investigated, each addressing the deficiencies observed
and unveiling a highly efficient solution. In the first case study, a
hyperparameter-tuned XGBoost model is developed, exploring diverse
combinations of features presented in Table 2. Accordingly, three differ-
ent feature combinations (FCs) are utilized for training and testing the
XGBoost model: FC1, encompassing features F1 to F10; FC2, spanning
features F1 to F11; and FC3, comprising selected features F1, F2, F6,
and F11. This exploration allows for the evaluation of the model’s
performance across various feature configurations to address the im-
portance and significance of selected features and the new proposed
AWCR feature. In the second case study, a CNN model is developed to
extract the additional set of features through advanced image process-
ing techniques. Subsequently, these extracted features are integrated
with F1, F2, F6, and F11 as the input feature set for the XGBoost model.
Moreover, a COM is embedded within the CNN, offering fine-tuned
adjustments to hyperparameters such as K3, K, and K. Consequently,
the second case study involves a comprehensive assessment of the
CNN-XGBoost model, both with and without the adaptive COM. The
subsequent subsections provide the numerical findings derived from the
proposed methodology across these two case studies, summarized as
follows:

» Case 1: Early RUL prediction with XGBoost model with three
different FCs.

+ Case 2: Early RUL prediction with CNN-XGBoost model, with and
without the COM for hyperparameter tuning and the selected set
of features from Case 1.
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Table 3
RMSE and MAPE values for RUL prediction of test data with different features
combination.

Journal of Energy Storage 98 (2024) 113176

Table 4
RMSE and MAPE values for RUL prediction of test data-1 using the proposed
method.

Model Features RMSE (cycle) MAPE (%) Benchmark Model RMSE (cycle) MAPE (%)
XGBoost FC1 116 9.1 Severson et al. [35] Variance 138 (138) 14.7 (13.2)
FC2 114 9.3 Discharge 91 (86) 13 (10.1)
FC3 111 9.0 Full 118 (100) 14.1 (7.5)
Alipour et al. [53] LSVR (152) (8.2)
Xu et al. [54] Ensemble learning 114) (8.5)
Ma et al. [55] CNN (90) (10)
4.1. Case 1 This paper CNN 279 (222) 17.6 (12.4)
XGBoost 115 (111) 11.9 (9.0)
In this subsection, the results of the developed XGBoost model CNN-XGBoost 117 (107) 129 (8.1)
COM-CNN-XGBoost 113.6 (106) 11.3 (7.5)

with three distinct sets of FCs are presented. The results are presented
prediction via XGBoost are showcased in Fig. 9, showing the training
and prediction outputs for each of the FCs mentioned above. Fig. 9(a)
illustrates the alignment between the XGBoost training data and the
actual data to validate the training performance of the proposed model.
Additionally, Fig. 9(b, ¢, and d) provide the prediction results obtained,
showcasing the model’s adeptness in closely capturing the fluctuations
observed in the actual data. Furthermore, the model shows resilience
in handling outliers within the actual data.

Table 3 provides RMSE and MAPE values corresponding to each
FC. Notably, for FC2, the RMSE and MAPE values stand at 114 cy-
cles and 9.3%, respectively. These results underscore the potential
for improvement in the overall performance of the XGBoost model
with the incorporation of the proposed AWCR feature, and noticeable
enhancements in both RMSE and MAPE metrics. Moreover, our in-
vestigation extends to the comparison between FC3 and FC2, where
it becomes apparent that despite reducing the number of features to
merely 4 in FC3, the predictive efficacy in terms of battery RUL remains
comparable to FC2, which incorporates 11 features. This observation
emphasizes the efficacy of the proposed feature selection strategy in
FC3, paving the way for streamlined yet equally effective predictive
modeling. Since the proposed methodology has been verified by the
results of Case 1, we will proceed to the next case with the knowledge
of using FC3 in the developed CNN-XGBoost model.

4.2. Case 2

In this subsection, three cases are compared: the CNN model, CNN-
XGBoost model integrated with the COM and the CNN-XGBoost model
without hyperparameter-tuning. The RUL predictions for these cases
are illustrated in Fig. 10, revealing that the integration of CNN and
COM significantly enhances the model’s performance compared to both
Case 1 and the CNN-XGBoost model without integration of COM. This
improvement can be attributed to several factors. Firstly, leveraging
a CNN to extract features from the discharge capacity data proves to
be advantageous. Additionally, concatenating specific features such as
F1, F2, F6, and AWCR with the features extracted by the CNN model
enriches the representation of the data, enhancing the model’s predic-
tive capability. This feature augmentation strategy allows the model to
consider a broader range of information relevant to the RUL prediction
task. Moreover, the incorporation of COM for hyperparameter tuning
of the CNN model further improves its performance, leading to more
accurate predictions.

To quantify the performance improvement, RMSE and MAPE values
are presented in Table 4, comparing the proposed CNN-XGBoost models
with and without COM against available benchmarks. In [35], three
models—the “Variance”, “Discharge”, and “Full” models—based on
the number of selected features or grouped cells by cycle life are
proposed. The results are reported in two formats: including and ex-
cluding an outlier sample that does not match other followed patterns.
In [53], a Hybrid LSVR model achieves a MAPE value of 8.2%, but
only for Test Data-1. In [54], a hybrid DL model is introduced, ex-
ploring various feature selection and ensembling methods to enhance
battery life prediction accuracy, achieving a MAPE of 8.5%. In [55],

The parenthetical values for Test data-1 represent the results after excluding a battery
data outlier.

Table 5
Comparing MAPE values for RUL prediction of test data using different validation data
split rates.

Model Validation data MAPE (%)

Split rate Number Minimum Maximum
CNN-XGBoost 0.1 4 8.3 9.1
with COM 0.2 8 7.5 8.5

0.3 12 8.1 8.9

a model with three convolution layers is developed to improve early
RUL prediction, achieving a MAPE of 10%. Meanwhile, the proposed
COM-CNN-XGBoost method achieves a MAPE of 7.5%, surpassing not
only the ML models developed in this study but also other established
benchmarks. By incorporating COM into the CNN-XGBoost model, fea-
ture selection and hyperparameter tuning are optimized, leading to an
improvement in the performance of RUL prediction.

Finally, it is important to highlight the sensitivity of the CNN-
based prediction method to the number of training and validation data.
The limitation of this proposed method is that the variations in the
composition or size of these datasets can impact the performance of
the RUL prediction model and consequently lead to fluctuations in
the predictive accuracy when applying the model to the test data. To
illustrate this sensitivity, the values of MAPE for different selections
of validation data are shown in Table 5. The results indicate that
the MAPE values of RUL prediction range from 7.5 to 9.1 cycles for
different split rates. The primary reason for this sensitivity is that
the current dataset consists of only 41 data points for training and
validation. CNN, being a type of DL model, typically requires a much
larger amount of data to effectively learn and generalize patterns. With
limited data, the model may not capture the underlying complexities of
the battery data. Therefore, to enhance the robustness and accuracy of
the proposed method, it is crucial to use a larger dataset.

5. Conclusion

In this paper, an innovative COM-integrated CNN-XGBoost method-
ology designed for predicting the RUL of Li-ion batteries was intro-
duced. This approach employed a CNN architecture to extract features
from the discharge capacity data of the battery through image pro-
cessing techniques. These features extracted from the CNN model were
then concatenated with another set of features derived from the battery
charging policy and measured data. The aggregated feature set becomes
the input layer for the developed XGBoost model. Afterward, this
developed CNN-XGBoost model is augmented by the COM, in which
it fine-tunes the CNN’s hyperparameters namely the number of filters,
kernel size, and number of units in the dense layer. Obtained results
affirmed the effectiveness of this proposed approach, with the COM-
integrated CNN-XGBoost model demonstrating RMSE and MAPE values
of 106 cycles and 7.5%, respectively. To the best of the authors’
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knowledge, the presented results are the lowest values in terms of RMSE
and MAPE for RUL prediction of Li-ion batteries compared to reported
data-driven methods in the literature on the same datasets. However,

the sensitivity of the model to the limited training data shows the need
for a larger dataset to enhance the robustness and accuracy of RUL
prediction of batteries.

10
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This model could be applied to electric vehicles or other battery
datasets with partial discharge or unstable discharge patterns, but this
would require more complex data preprocessing to create the 2D image
dataset and the acquisition of a larger dataset in real applications.
Future work will focus on addressing these challenges by developing
a novel data preprocessing pipeline to handle the randomness in daily
discharging patterns and by sourcing more complex datasets. This will
enable the application of the proposed model in more realistic and
varied scenarios, thereby improving its robustness and practical utility.

Abbreviations

The following abbreviations are used in this paper:

Li-ion Lithium-ion

SOH State-of-health

SOC State-of-charge

DOD Depth of Discharge

PB Physic-Based

DDB Data-Driven-Based

EM Electrochemical Model

SE Semi-Empirical

ECM Equivalent Circuit Model
PTD Persudo Two-Dimension
BMS Battery Management System
GPR Gaussian Process Regression
HI Health Indicator

FBM Fractional Brownian Motion
FFO Fruit-Fly Optimization

PSO Particle swarm optimization
ABC Artificial Bee Colony

RFR Random Forest Regressor
LR Linear Regressor

BR Bagging Regressor

RUL Remaining useful life

COM Coati Optimization Method
C-rate Current Rate

MC Monte Carlo

ML Machine learning

DL Deep learning

NN Neural network

DNN Deep neural network

CNN Convolutional neural network

CNN-XGBoost

Convolutional neural network-Extreme
Gradient Boosting

TCNN Temporal convolutional neural network
RNN Recurrent neural network

LSTM Long-Short-Term Memory
XGBoost Extreme Gradient Boosting
LightGBM Light Gradient-Boosting Machine
TCN Temporal Convolutional Network
MLP Multi-Layer Precptron

RF Random Forest

SVR Support Vector Regression

GRU Gated recurrent unit

SVM Support Vector Machine

RMSE Root Mean Squared Error

MAE Mean Absolute Error

MAPE Mean Absolute Percentage Error
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