Multimedia Tools and Applications (2023) 82:29115-29133
https://doi.org/10.1007/511042-023-14551-6

®

Check for
updates

The influence of micro-expressions
on deception detection

Suleyman Yildirim' © . Meshack Sandra Chimeumanu? - Zeeshan A. Rana3

Received: 16 December 2020 / Revised: 24 August 2021 / Accepted: 31 January 2023/
Published online: 16 March 2023
© The Author(s) 2023

Abstract

Facial micro-expressions are universal symbols of emotions that provide cohesion to inter-
personal communication. At the same time, the changes in micro-expressions are considered
to be the most important hints in the psychology of emotion. Furthermore, analysis and
recognition of these micro-expressions have pervaded in various areas such as security and
psychology. In security-related matters, micro-expressions are widely used to detect decep-
tion. In this research, a deep learning model that interprets the changes in the face into
meaningful information has been trained using The Facial Expression Recognition 2013
dataset. Necessary data is also obtained through live stream or video stream by detecting via
computer vision and evaluating with the trained model. Finally, the data obtained is trans-
formed into graphic and interpreted to determine whether the people are trying to deceive
or not. The deception classification accuracy of the custom trained model is 74.17% and the
detection of the face with high precision using the computer vision methods increased the
accuracy of the obtained data and provided it to be interpreted correctly. In this respect, the
study differs from other studies using the same dataset. In addition, it is aimed to facilitate
the deception detection which is performed in a complex and expensive way, by making it
simple and understandable.
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1 Introduction

Facial micro-expressions, which play an important role in interpersonal communication,
contain important information about people’s emotions, thoughts and mental states. In 1872,
Charles Darwin stated in his book “Expression of Emotions in Humans and Animals” [9]
that some innate emotions in humans and animals emerge as micro-expressions, and that
these expressions are perceived in the same sense throughout the world, and that their
micro-expressions are universal. This was the basis of the study of micro-expressions and
micro-expression analysis has become a common research topic for many behavioural sci-
entists. Examination of micro-expressions has an important place in many fields such as
verbal and nonverbal communication, psychological research, human-computer interaction,
medicine, virtual reality, computer vision and intelligent systems. As the need arises for
deception detection in many areas such as crime investigation, airport security, national
security, interrogations and interviews [20, 25, 28, 41], detecting deception efficiently,
effectively and reliably would be beneficial for society.

The polygraph has been used widely to detect deception however some studies [23, 48]
showed it can be misled as it requires human ability to perform the tests therefore it can
be biased [4]. As the polygraph method requires physiological responses of blood pres-
sure, heartbeat, skin conductivity, muscle tremor and respiration while answering questions
[50], it becomes infeasible in terms of large-scale applications. Given the difficulties and
limitations associated with the use of the polygraph method, it is critical to detect decep-
tion without human intervention. Therefore, researchers have been proposed learning-based
solutions to address the deception detection problem using different modalities such as
video [7], text [19] and speech [30, 37].

In this study, it is aimed to detect deception by analysing video modalities that are
collected from human faces such as facial expressions [49]. To test the custom trained
deception detection model’s performance, several experiments were conducted. According
to answers which have been given by participants, the deception detection model has been
tested and has achieved 74.17% correct classification accuracy of deception.

2 Related work

In literature, micro-expressions have been used to determine the mental status of patients
with schizophrenia [2, 22] to provide security against thieves and malicious people [1, 5]
and to detect pain for newborn babies [34, 35]. Some studies use micro-expressions to detect
drivers’ fatigue and sleepiness [27], to predict safe driving behaviour [31], and to create
automatic music playlists [13, 26].

In 1872, Darwin claimed that there were innate feelings of birth, and he claimed the uni-
versality and continuity of micro-expressions [51]. In 1971, Ekman and Friesen [52] stated
that together with their unique micro-expressions, each of them had six basic emotions with
distinctive content. In 1978, to determine micro-expressions using facial anatomy-based
action units (AUs), they developed FACS (Facial Actions Coding Systems) [17] and defined
46 different action units for each independent muscle activity of the face. FACS is an objec-
tive method based [14] on the movement of facial muscles and different combinations of
action units have been observed from 7,000.

In another study, Ekman et al. [12] proposed an automated facial analysis system that
would classify face actions. In their work, they created a database of more than 1100 images
with 24 different subjects using more than 150 action units or combinations and compared
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three different approaches to classifying facial actions in images: a holistic spatial analysis
based on basic components of greyscale images.

Yacoob and Davis [51] presented another approach to the representation and analysis of
facial dynamics to recognize micro-expressions from image sequences. This approach is
based on qualitative monitoring of major parts of the face and flows calculations at high-
density slope points. In their study, optical flow calculation was used to determine the
direction of movements caused by micro-expressions. A moderate symbolic representation
was calculated in spatial and temporal motion areas. Since the approach they provide is
based on the statistical characterisation of the movement patterns in the designated regions
of the face, rather than to follow the individual point movements, they have developed a
region viewer for the rectangles that include the facial features. Because each rectangle sur-
rounds a related property, the movements of other facial features do not interfere with flow
calculations within the region.

To be able to see the differences between Closed Question Method (CQM) and photo-
graphic questionnaire, Delmas et al. [10] conducted a study. Instead written questionnaire,
to improve the classification of facial cues, they used photographic questionnaire method.
Based on Facial Actions Coding Systems, 54 standardised photos used to determine whether
a particular expression was more or less present during deception.

Porter et al. [42] investigated emotional leakage in both upper and lower faces as a result
of emotional intensity. Disgusting, sad, frightening and happy images were showed to par-
ticipants and their expressions were recorded as a response to images. Results were showed
emotional leakage lasted longer in both upper and lower faces and supported the inhibition
hypothesis.

Contrast to current 3D model trend, 2D appearance-based method was embraced by Su
and Levine [45] which 2D invariant features were extracted from nine separate facial regions
that are related to 3D characteristics. Extracted cues used to form a facial pattern vector to
train a Random Forest into deceptive and truthful categories.

Micro-expressions are also being used by clinicians [29] to judge the location and
severity of pain rather than patient’s self-report. Even though, genuine pain-related micro-
expressions in intensity and frequency are resembled, patients can be successful at dissimu-
lating. To discriminate genuine and deceptive facial pain, a research is examined which 120
judges assigned to 4 different groups that are control, corrective feedback, deception train-
ing and deception training plus feedback. Videotaped micro-expressions including neutral
expressions, faked pain, masked pain and genuine pain were showed to judges. The par-
ticipants rated unpleasantness and pain intensity for each category. Participants’ detection
accuracy were increased by the help of immediate corrective feedback.

In spite of the fact that the use of facial expressions in detecting deception is a debatable
subject, several studies have been presented that facial expressions can be used to discrim-
inate between the truth and lies. Zhang et al. presented in their study, facial expressions
can be used to detect the deception using deception indicators by identifying the differ-
ences between involuntary and stimulated expressions [53]. While Tian et al. proposed [47]
a method that uses the orientation of face and the intensity of facial expressions to detect
the deception, Owayjan et al. [38] and Thannoon et al. [46] utilised geometric based fea-
tures which have been derived from facial expressions to find clues for detection. Only
using mouth motion, wrinkle occurrence, eye blink and eyebrow motion indicators Su et al.
designed [44] a system based on only facial expressions for deception detection. Crockett
et al. presented an automated method [8] which extracts non-verbal information from facial
behaviours using 36 channels hierarchical neural networks and reports the gender-based
effect on deception clues. Perez et al. proposed an approach [39] by analysing text, video
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modalities and achieved 75% classification accuracy using Random Forest, Decision Tree
algorithms. Later on, their study [40] has been reached 82% classification accuracy by
expanding it to Support Vector Machines. Moreover, 96% accuracy has been obtained on
the same dataset as Perez et al. used by Gogate et al. [24] using Convolutional Neural Net-
works and combining the text, voice, video modalities. Chebbi et al. [7] trained their KNN
classifier using real-life trial data by fusing all three modalities and it has achieved 97%
classification accuracy.

As the introduction to deception detection and methods for detecting lies is presented in
Section 1, the rest of the paper is organised as follows: the literature review is investigated in
Section 2. Section 3 is the definition of micro-expressions, the dataset used for developing
a machine learning model. Section 4 covers the structure of the machine learning model,
a brief explanation of conducted experiment’s procedure and questionnaire session, video
clips and the micro-expression analysis. The results and the discussion can be found in
Section 5. Finally, the conclusion is presented in Section 6.

3 Facial expressions

Facial expressions are an aspect of human behaviour that has been recognised as the most
salient and influential aspect of human communication. The term ’facial expression’ has
been reserved by researchers to define certain reoccurring movements of the facial muscle
that relay thoughts, emotions or behaviour [21]. A study done by [36] reveals that about 55%
cues regarding emotions are conveyed through facial expressions. The face has been known
to express various thoughts and emotions and there is an evidence to show that these emotions
are universally expressed and interpreted in the same way across every culture [15]. This
’universal’ recognition and interpretation across various cultures suggests that those emo-
tions and their associative facial expressions might be determined genetically as opposed to
being learnt socially. However this claim has been refuted by some controversies [43].

3.1 Micro and macro expressions

Facial expressions can be categorised into two types [16] namely macro-expressions and
micro-expressions. It is the duration of the facial expression and not intensity that differen-
tiates the macro from micro-expressions; expressions that last longer are macro expressions
while brief expressions are called micro-expressions. Macro-expressions generally last
between three quarter of a second to two seconds and such muscle movements are said to
occur simultaneously at multiple parts of the individuals face. Macro-expressions are easily
perceived by humans in conversations and do not accurately represent the emotional state
of an individual as it could easily be faked. Hence, it is imperative to investigate a form of
emotional state that occurs through muscular movement which is the micro-expression that
can neither be repressed nor faked.

3.2 Nonverbal features

In this study, nonverbal facial features such as eye and mouth movements have been used. As
the video clips originate from interviews which are based on interactions with participants
who tell truth or lies, facial expressions have been annotated by this principle. Particularly,
facial displays have been focused on during the annotation period since previous studies
[11] stated their correlation with deceptive actions.
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3.3 Dataset

The dataset used is the Facial Expression Recognition (FER-2013) dataset [6] which is an
open-source dataset that was created by Pierre-Luc Carrier and Aaron Courville and was
shared publicly for a competition at Kaggle prior to ICML2013 (International Conference
on Machine Learning). The dataset consists of about 35,887 greyscale, 48X48 sized facial
images with labelled seven emotions.

The labels of the emotions in the dataset are:

0: 4593 images — Angry
1: 5121 images — Fear

2: 547 images — Disgust
3: 8989 images — Happy
4: 4002 images — Surprise
5: 6077 images — Sad

6: 6198 images — Neutral

3.4 Deep learning model

The Convolutional Neural Network (CNN) was used because of its adequacy in properly
classifying images. The model classifies the images into one of the expressions that are
universally available and are present in the FER-2013 dataset-Angry, Fear, Disgust, Happy,
Surprise, Sad, Neutral. The development of the model and the classification step consists
of several phases as shown in the diagram above. Overall, there are four main phases in the
classification process:

e Data Splitting : This process was already done by the FER-2013 dataset as the dataset
comes split and already labelled.

® Model Training and Generation : This consists of the Convolutional layers, pooling
layers, activation function, softmax and fully connected layers.

® Model Evaluation : The training model is evaluated using the validation data set from
the FER-2013 dataset.

® (lassification of real time images/saved videos : The model is then used for classifica-
tion of real time images or pre-saved videos to detect for possible deception.

4 Methodology
4.1 Training custom model

Deep Learning is a sub-domain of Machine Learning which is inspired by the structure of
the neural networks. Deep learning has several kinds of algorithms such as Convolutional
Neural Networks, Recurrent Neural Networks and Artificial Neural Networks. But, partic-
ularly, Convolutional Neural Networks contributed to computer vision more than any other
algorithm. Convolutional Neural Networks applications range from image segmentation,
video and image recognition, image classification.

® Convolutional Layer : The convolutional layer is the first layer of the CNN structure
and it is used to extract the features from the input image. By sliding the filter of size
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M x M, the mathematical operation is performed on the input image and it produces a
feature map that gives us general knowledge about the input such as edges and corners.

® Pooling Layer : Generally, the pooling layer comes after the convolutional layer and
its primary goal is to reduce the size of the feature map which is created by the previ-
ous convolutional layer. To do so, the pooling layer decreases the connection between
layers.

® Fully Connected Layer : The fully connected layer is usually placed before the dense
layers to make the connections of neurons between two different layers and forms the
last layers.

® Dense Layer : The dense layer mostly places at the end of the CNN architecture to
receive inputs from all previous layers and perform the vector multiplications.

®  Weights : Every neuron in the neural network creates an output value by applying the
particular function to input values that are received from the previous layer. The vector
of weights and the bias determine the function that is applied. As the weight and bias
are representing particular features such as the shape of the input, they are being called
filters.

® Dropout : To reduce the over-fitting in neural networks by preventing the adaptations
on the input data, the dropout is widely used as a regularisation method. During the
training process, dropout function randomly omits both visible and hidden units.

® Softmax : As the input values can be zero, negative and positive, the softmax func-
tion turns the vector of real values into another vector of real values which sums to 1.
Basically, transforms the values into between 1 and O to enable the probabilities to be
interpreted.

To capture the particular facial features efficiently which are used for training, an auto-
mated system needs to be employed as doing all this by hand is not feasible. To address this
issue, nonverbal features have been defined and an automated feature extraction method is
employed as shown in Fig. 1. What makes CNN an effective method is its ability to enable
the application of different filters to input data.

While CNN extracts facial features from real-time stream, it stores into windows as fol-
lows: RMWXfX¢ where h is the height, w is the width, f is the number of frames and c is
the number of channels in the input image; IR¥: *kwxkaxkn x¢ \where kj, is the kernel’s height,
ky is the kernel’s width, k, is the kernel’s depth, k,, is the number of feature maps and c is
the number of the channels in the input image; RP"*Pw*Pd where py, is the pooling height,
Pw is the pooling width, p4 is the pooling depth.

After extracting features from each frame and storing them into window vectors, the
custom-designed CNN is fed by that information from each window vector. RMSprop opti-
miser algorithm has been used during the training process. RMSprop is one of the adaptive
learning methods to fight dramatically reducing learning rates and it is quite fast as well as
being so popular. RMSprop adapts the learning rate so the model can reach to saddle point
faster as possible regardless of how small the gradients are.

4.2 Participants
Fifteen participants were enrolled for this experiment. Amongst the participants were seven
females and eight males all within the age range of 25-33 years old. Majority of the partic-

ipants were students while a little number were young professionals. The participants were
not paid for the study and were encouraged to opt out when and if they decided to.
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Fig.1 Model development structure

4.3 Procedure

The participants were interviewed individually by an interviewer who they were not familiar
with. Each participant had three sessions and were required to answer the same questions
during the three sessions. The procedure for the sessions was as follows:

Session 1 : The participants were asked to answer all questions sincerely.
Session 2: The participants were required to answer some questions correctly and
answer others falsely.

® Session 3: The participants were required to answer all questions falsely.

Each participant was given a basket with three folded papers inside the basket. The
content of the papers were the sessions above and the instructions for each session. The
participant was required to pick a paper from his/her basket before each session and was
required to answer the questions based on the instructions on the paper. The participants
were not required to inform the interviewer how they chose to answer during the sessions
i.e. the interviewer was not allowed to see the content of the paper before and after the
session. Therefore, the video clips were not tagged as the interviewer had no idea if the par-
ticipant was being sincere, partly sincere or outright deceptive. The interview was conducted
in a room with a camera facing the participant. The participants were asked to sit uprightly
and to look directly into the camera. The participants were asked to answer Yes or No to
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the questions asked and were encouraged to be as relaxed as possible. Each session lasted
for a maximum of five minutes and the participants were asked fifteen questions in total.
Five questions served as baseline questions while ten questions served as control questions.
During each interview, the camera was turned on and recorded for the span of the interview.

4.4 Video clips

The video clips recorded from the sessions were later viewed by the interviewer and some
observers and they tagged the video clips based on the perception of the sessions i.e Ses-
sion 1, 2 or 3. The observers were in two categories. One category were people with close
relationships with the participants and another category were people not known to the par-
ticipants. The participants were also encouraged to tag the video clips based on how they
responded to the sessions. The observers were required to tag the videos as an attempt to
investigate and/or support the studies from various research from scientists that shows that it
is difficult to tell when a person in a close relationship with oneself is being deceitful. Hence,
the use of observers with close relationships and observers not known to the participants to
compare the results and the reasons for their decision in tagging the videos.

4.5 Facial expression analysis

The video clips from the sessions were passed through the developed deception detection
model. The micro-expressions appearing on the participants faces were compared to the
micro-expressions that appeared in the participants faces when they were asked the baseline
questions to ascertain possible deception as deviation from the baseline micro-expression
could be an indication of possible deception. The interviewer then tags the video clips based
on the analysis from the deception detection model.

The tagging by the observers, participants and indications from the model were compared
to ascertain similarities. The observers who had closer relationships with the participants
wrongly tagged the clips. The observers with distant relationships with the participants
tagged some correctly and some wrongly. This supports the studies from research that shows
that people with closer relationships can not tell when a person close to them is being deceit-
ful because they want to believe the best of the individuals closer to them. The interviewers
wrongly tagged the clips. The model did a good job in ascertaining and detecting deception
and the tagging extracted the data from the model was correct. However, there were some
inconsistencies in the interviews as some questions the participants admitted to be truthful
were flagged as possible deceit by the model. When probed further, the participants were
found to be telling the truth but there was an underlying problem because the participants
admitted that some of the questions made them uncomfortable while they did not think some
questions were a yes or no question as they would have preferred to explain further.

5 Results
5.1 Confusion matrix

Confusion matrix shows the summary of the prediction results, gives an insight into the
errors made and the types of errors being made by the classifier (Fig. 2).
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Fig.2 Confusion matrix for deception detection model

5.2 Classification accuracy

The accuracy of the model shows the proportion of the total number of predictions that
were correctly predicted by the model. The deception classification accuracy for this model
is 74.17% which is considered as high performing in comparison to other models designed
using CNN and the FER-2013 dataset. The model was also evaluated using other matrices
as evaluation with only model accuracy is not a good choice with unbalanced classes like
the FER-2013 dataset.

5.3 Recall

This is a model’s ability to properly identify cases that are relevant within the dataset. From
the confusion matrix above, the classes were evaluated using recall. The percentages of
the recall is an indication of how well the classes are performing individually. The least
performing class using recall is Neutral and this is because the model identifies a large
percentage of the dataset as sad. However, Recall should work hand in hand with precision
as precision tells the accuracy of the percentage identified. It correlates the effectiveness of
the deception detection classifier to differentiate the truth and lies (Table 1).

Table 1 Recall for deception detection model

Micro-expressions Angry Disgust Fear Happy Sad Surprise Neutral

Recall 0.78 0.68 0.72 0.86 0.63 0.81 0.65

@ Springer



29124 Multimedia Tools and Applications (2023) 82:29115-29133

Table 2 Precision for deception detection model

Micro-expressions Angry Disgust Fear Happy Sad Surprise Neutral

Precision 0.64 0.69 0.60 0.90 0.71 0.82 0.71

5.4 Precision

Precision is a model’s ability to identify the relevant data points. From the confusion matrix
above, the classes were also evaluated using precision. A high precision and low recall is an
indication that the model has a high number of false negatives however, the predictions that
were positive are indeed positive as seen in the Angry and Fear classes. A high recall and
a low precision is an indication that majority of the positive datasets have been correctly
recognised on the other hand there may be false positives although it is arguable that the
false positives may be negligible in this case as the percentage differences are minimal. It
correlates the percentage of the correctly detected deceptions amongst the total number of
deceptions (Table 2).

5.5 F1-score

The F1-Score is the harmonic mean of precision and recall values. It’s a good way to ascer-
tain the performance of the model. From the table below, the F1-Scores are all closer to 1
than 0 which indicates that it is a good performing model (Table 3).

5.6 Micro-expression detection

The model developed was tested for the detection of micro-expressions. However, the model
can not only detect the percentage availability of the most dominant micro-expression but
can also detect the percentage availability of other micro-expressions in a given clip or
image (Figs. 3,4, 5, 6, 7 and 8).

5.7 Model validation for deception detection

1. Session 1: In Session 1, the participants were required to be totally sincere. The domi-
nant micro-expression detected from the result of one of the participant is neutral which
happens to be the baseline micro-expression as seen in the graphical chart below. Neu-
tral as the dominant micro-expression is an indication that the participant was being
entirely sincere as neutral happens to be the baseline micro-expression for the partici-
pant. The data was not retrieved on a time basis as the participant was only asked a yes
and no question hence didn’t talk unless asked a question. When the participant was not
interacting, his baseline micro-expression remained neutral.

2. Session 2: In Session 2, the participants were required to answer some questions sin-
cerely and be deceptive in answering some questions. The dominant micro-expressions

Table 3 F1-score for deception detection model

Micro-expressions Angry Disgust Fear Happy Sad Surprise Neutral

F1-Score 0.7031 0.6850 0.6545 0.8795 0.6676 0.8150 0.6787
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Angry : 0.72%
Disgust : 0.02%
Fear : 1.17%
Happy : 3.65%
Neutral : 92.04%
Sad : 1.B3%
Surprise : 0.56%

Fig.3 Detection of the neutral micro-expression

found in the result of one of the participants as shown in the chart below are happy
and neutral. Happy was the micro-expression detected when the participant was being
deceptive while neutral is the baseline micro-expression. The participant is said to be
deceptive when the micro-expression shifts from neutral to happy because the partic-
ipant was further probed and admitted that he was being deceitful at the points where
the micro-expression changed to happy. The data was not retrieved on a time basis
as the participant was only asked a yes or no question hence didn’t talk unless asked
a question. When the participant was not interacting, his baseline micro-expression
remained neutral.

3. Session 3: In Session 3, the participants were required to answer all questions falsely.
The dominant micro-expression found in the result of one of the participants was sad. It
is arguable that the participant was not proud of her attempt to be deceitful and couldn’t
suppress the emotion even when she tried her best to keep a neutral face.

Angry : 9.94%

Disgust : 0.62%

Fear : 35.337%

Happy : 0.95%

Neutral : 30.22%
: 19.627%

Fig.4 Detection of the fear micro-expression
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Angry : 11.64% S
Disgust : 0.247%

Fear : 13.37%
Happy : 1.1%
Neutral : 34.14%
Sad : 3B.97%
Surprise : 0.55%

n

Fig.5 Detection of the sad micro-expression

From the results of the numerous experiments and validations carried out, it is evident
that although the human eye cannot adequately detect deception, the model can accurately
detect deception by the aid of micro-expressions. The involuntary nature of micro-
expressions cannot be inhibited hence can be spotted using a working model. Participants
attempted to conceal their emotions or micro-expressions when answering all questions
even when they were being deceitful however, the model could detect the micro-expressions
as an indication for deception which supports the argument that micro-expressions can
neither be falsified nor suppressed.

The aim of asking the participants to judge and label the clips of other participants was to
identify whether it was indeed possible for unskilled people to detect deception. However,
low accuracy was expected and received. As there were no obvious emotional cues that
can easily be identified by the untrained human eye neither can the participants accurately

Angry : 44.31%
Disgust : 0.99%
Fear : 7.06%

Happy : 2.08%
Neutral : 24.457%
Sad : 20.69%

Surprise : 0.417%

Fig.6 Detection of the angry micro-expression
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Angry : 0.06%
Disgust : 0.0%
Fear : 0.14%
Happy : 92.64%
Neutral : 6.67%
S8ad : 0.25%
Surprise : 0.23%

Fig.7 Detection of the happy micro-expression

identify deception due to their emotional closeness with some of the other participants. This
shows that the best and easiest way to detect deception is by using a working deception
detection model. However, we must note that it is possible for the model to detect a change
in micro-expression in the absence of deception as the participant may just be uncomfortable
answering a particular question hence the need to probe further where necessary.

After the video clips were passed through the model and tagged by the model, the par-
ticipants were also asked to tag their interview sessions to compare result and to check the
accuracy of the model. As can be observed from the figures above, micro-expressions can
vary according to given answers during different sessions. In Fig. 9, as the participants have
given the answers correctly and comfortably, their confidence and comfort are reflected
in the micro-expression data that have been obtained during Session 1. Emotion levels
seem stable, sudden mood changes are not experienced. Custom trained deception detec-
tion model evaluates these changes in micro-expressions. Therefore, model did not indicate

Angry : 1.81%
Disgust : C.07%
Fear : 11.1%
Happy : 3.03%
Neutral : 5.887%
Sad : 1.37%
Surprise : 77.24%

i

Fig.8 Detection of the surprised micro-expression
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Fig.9 Sample micro-expressions chart for session 1
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— SUPrise

neutral

— disgust

fear

deception during Session 1. However, it is seen in Fig. 10 how the discomfort affects sud-
den emotional changes due to the answers given by the participants. Sudden mood changes
may be a indication of deception, custom trained deception detection model indicated the

deception several times during Session 2.

5.8 Model validation for deception detection using bill clinton video

A famous video of Bill Clinton was used to ascertain the model’s ability to accurately

detect deception.

MICRO-EXPRESSION CHART FOR SESSION 2

100

80

70

PERCENTAGE
g

40

30

20

10

0 2 4 6 8 10 12
QUESTION

Fig. 10 Sample micro-expressions chart for session 2
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MICRO-EXPRESSION CHART FOR BILL CLINTON VIDEO

60
50

N/ T —

surprise
neutral

disgust
20 — fear

PERCENTAGE
w
5]

0

TIME

Fig. 11 Micro-expressions chart for deception detection in Bill Clinton’s video

In the above chart, Bill Clinton only showed neutral as the most dominant micro-
expression at a point where he paused which is an indication that neutral is most likely
his baseline expression. Ascertaining the reasons for the plethora of micro-expressions is
unnecessary in this case as it was later discovered that Bill Clinton was not totally sincere
when he gave the speech.

From the results of the sessions, the accurate detection of micro-expressions and the
comparison of the tags obtained from the participants and the performance metrics of the
model; it is deducible that the developed model can adequately detect deception using
micro-expressions. As the micro-expressions only appear for a short moment and hard to
fake, micro-expressions greatly facilitate deception detection. When the video analysed
using deception detection model, Bill Clinton’s discomfort and sudden mood changes are
reflected in the Fig. 11. This can be seen throughout the video. Similar to Session 2, the
model indicated the deception many times in the video. Overall, custom trained model can
successfully indicate the deception during all sessions.

5.9 Comparison of state-of-the-art solutions

Video, audio and text modalities which were obtained using OpenSmile [18] and OpenFace
[3] softwares, have been used to feed the SVM algorithm by Jaiswal et al. [32] and they
achieved 78.95% accuracy by fusioning modalities.

Rosas et al. proposed an approach using video and text modalities. By combining
bigrams, unigrams, facial features and hand gestures using Decision Tree algorithm [39],
they obtained 75% accuracy. Later on, they extended their research [40] and obtained 82%
classification accuracy with Support Vector Machine. Karimi et al. developed their Long
Short-Term Memory model [33] which achieved 84.16% accuracy, using vocal and visual
temporal information.

Gogate et al. combined video, audio and text modalities. To extract the visual tem-
poral and spatial features, they used the CNN algorithm. OpenSmile software has been
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Table 4 Comparison of state-of-the-art solutions

Studies Approach Modalities Features Classifier Accuracy

Our Study feature-level ~ Video Facial-based Features CNN 74.17%

Karimi et al. [33] feature-level Video+Audio Vocal and Visual CNN 84.16%
Features

Gogate et al. [24]  decision-level ~Video+Audio+Text Temporal and Spatial CNN 92%
Features from Video,
Vocal and Text

Gogate et al. [24]  feature-level ~ Video+Audio+Text Temporal and Spatial CNN 96%
Features from Video,
Vocal and Text

Jaiswal et al. [32] feature-level Video+Text 18 OpenFace AUs 28 SVM 78.95%
Vocal Features

Rosas et al. [39] feature-level Video+Text Bigrams, Facial Fea- DT 75%
tures Hand Gestures,
Unigrams

Rosas et al. [40] feature-level Video+Text Bigrams, Facial SVM 82%
Features Hand
Gestures, Unigrams

Jaiswal et al. [32] decision-level Video+Audio+Text 18 OpenFace AUs SVM 76%
28 Vocal Features,
Unigrams

Chebbi et al. [7] feature-level Video+Audio+Text 39 Facial-based, KNN 97%

21 Text-based
72 Vocal-based
Features

used to obtain vocal features such as MFCC, pitch, loudness and intensity. Lastly, text
features, words forming pronunciations converted to vectors. As a result [24], their feature-
level approach achieved 96%, decision-level approach achieved 92% classification accuracy
(Table 4).

6 Conclusion

In this study, the deception detection method which employs multiple facial features has
been presented. To test the model’s performance, a novel dataset covering recordings from
human participants for quantitative and qualitative experiments has been collected. The
analysis has shown nonverbal behaviours obtained from micro-expressions play a key role in
deception detection. A deception detection classifier has been built which is only using non-
verbal features, it achieved 74.17% correct classification accuracy. To better understand and
put the results in perspective, a task that shows the human ability to identify the deception
has been carried out and revealed the difficulty of deception detection as human participants
performed worse than the classifier.

Computer vision and machine learning have been combined to study the pseudoscience
aspect of deception detection. Future work will focus on developing a fully autonomous
deception detection system. To do so, other modalities such as vocal and text will be com-
bined with video features. Video features will be increased using head movements, hand
gestures and body posture. While increasing the features, the usage of the computation
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power will be taken into consideration to reduce the complexity and enable the real-time
deception detection operation.
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