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ABSTRACT

COMPUTATIONAL MODELLING OF HYDROGEN-INDUCED FAILURE
IN METALLIC MATERIALS

Tatlı, Berkehan
M.S., Department of Aerospace Engineering

Supervisor: Assoc. Prof. Dr. Tuncay Yalçınkaya

September 2024, 88 pages

The phenomenon of hydrogen-induced failure, which affects a wide range of met-

als, has attracted significant interest in recent times. This phenomenon arises when

hydrogen particles diffuse and relocate within the lattice structure of metallic mate-

rials upon exposure to a hydrogen-producing environment. Literature on hydrogen-

induced failure has demonstrated that the existence of hydrogen atoms within the

lattice structure of metallic materials profoundly affects both the onset and propaga-

tion of cracks, resulting in decreased ductility, strength, toughness, and fatigue life

[1]. Several theories have been proposed to explain the various mechanisms involved

in hydrogen-induced failure, such as hydrogen-enhanced plasticity and hydrogen-

enhanced decohesion. These mechanisms connect hydrogen-induced damage to the

interactions occurring between hydrogen and imperfections within the material. There-

fore, it is crucial to accurately describe the progression of material defects and migra-

tion of hydrogen to comprehend hydrogen-induced failure. In this thesis, a potential-

based mixed-mode cohesive zone model is coupled with stress-driven hydrogen trans-

port and constitutive frameworks including isotropic Von Mises plasticity, crystal

plasticity, and strain gradient crystal plasticity. This framework is used to model
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the hydrogen-enhanced decohesion mechanism, focusing on hydrogen-induced inter-

granular failure as the primary failure mechanism. Initially, 2D Von Mises plastic-

ity simulations are used to validate the proposed novel framework against data from

notched specimens, showing a strong correlation with experimental results. Then,

crystal plasticity and strain gradient plasticity simulations are conducted on the gen-

erated and preprocessed 3D polycrystalline RVEs to examine the size and nonlocal

effects in the micromechanical modeling of hydrogen-induced failure.

Keywords: Hydrogen-induced failure, Cohesive zone modeling, Strain gradient crys-

tal plasticity, Size effect, Polycrystalline materials
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ÖZ

METALİK MALZEMELERDE HİDROJEN KAYNAKLI KIRILMANIN
HESAPLAMALI MODELLENMESİ

Tatlı, Berkehan
Yüksek Lisans, Havacılık ve Uzay Mühendisliği Bölümü

Tez Yöneticisi: Doç. Dr. Tuncay Yalçınkaya

Eylül 2024 , 88 sayfa

Hidrojen kaynaklı malzeme hasarı fenomeni, birçok metalik malzemeyi etkileyen ve

son zamanlarda önemli bir ilgi gören bir konudur. Bu fenomen, hidrojen atomlarının

metalik malzemelerin kafes yapısı içinde difüze olarak yer değiştirmesi sonucu ortaya

çıkar ve bu durum genellikle hidrojen üreten bir ortamla temas halinde gerçekleşir.

Hidrojen kaynaklı malzeme hasarı üzerine yapılan çalışmalar, hidrojen atomlarının

metalik malzemelerin kafes yapısında bulunmasının, çatlak oluşumu ve yayılımını

fazlasıyla etkilediğini ve bunun sonucunda süneklik, dayanım, tokluk ve yorulma öm-

ründe azalmalar meydana geldiğini göstermektedir [1]. Hidrojen kaynaklı malzeme

hasarını açıklayan çeşitli teoriler ortaya atılmıştır, bunlardan hidrojen destekli lokalize

plastisite ve hidrojen destekli dekohezyon mekanizmaları öne çıkmaktadır. Bu meka-

nizmalar, hidrojenin malzeme içindeki kusurlar ve dislokasyonlar ile etkileşimlerini

tanımlayarak hasarın nasıl meydana geldiğini açıklar. Dolayısıyla, hidrojen kaynaklı

hasarı anlayabilmek için malzeme kusurlarının ilerleyişini ve hidrojenin malzeme

içindeki taşınımını doğru bir şekilde tanımlamak büyük önem taşımaktadır. Bu tezde,

hidrojenin gerilme etkisi ile taşınımı, izotropik Von Mises plastisitesi, kristal plasti-
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site ve gerinim gradyanı kristal plastisite gibi malzeme modelleri ile potansiyel tabanlı

karışık modlu kohezif alan modeliyle birleştirilmektedir. Bu formülasyon, asıl olarak

hidrojen kaynaklı intergranüler hasarın birincil hasar mekanizması olarak incelendiği

hidrojen destekli dekohezyon mekanizmasını modellemek amacıyla kullanılmakta-

dır. İlk olarak, iki boyutlu Von Mises plastisite simülasyonları, çentikli numunelere

ait deneysel verilerle karşılaştırılarak önerilen formülasyonun doğruluğu test edilmiş-

tir ve deneylerle yakın sonuçlar elde edilmiştir. Daha sonra, hidrojen kaynaklı hasarın

mikromekanik modellemesinde boyut ve yerel olmayan etkileri incelemek amacıyla,

oluşturulan üç boyutlu çok tanecikli temsili hacim elemanları üzerinde kristal plasti-

site ve gerinim gradyanı kristal plastisite simülasyonları gerçekleştirilmiştir.

Anahtar Kelimeler: Hidrojen kaynaklı hasar, Kohezif alan modellemesi, Gerinim grad-

yanı kristal plastisite, Boyut etkisi, Çok tanecikli malzemeler
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CHAPTER 1

INTRODUCTION

Hydrogen-induced failure, often termed hydrogen embrittlement, is a complex phe-

nomenon that affects a wide spectrum of metals and has attracted considerable at-

tention in recent years. This phenomenon occurs when hydrogen particles diffuse

and relocate within the lattice structure of metallic materials upon interaction with

a hydrogen-producing environment. Experimental studies on hydrogen-induced fail-

ure have revealed that the presence of hydrogen atoms within the lattice structure

significantly effects both the initiation and propagation of cracks, leading to reduced

ductility [1], strength [2, 3], fracture toughness [4, 5, 6], and fatigue life [7, 8, 9].

High-strength materials are particularly vulnerable to hydrogen embrittlement when

exposed to hydrogen-rich environments. Materials prone to hydrogen embrittlement

include high-strength steels, high manganese steel, aluminum alloys, titanium, mag-

nesium, and magnesium alloys, among others [10, 11, 12]. These high-strength steels

are widely used in various industries, including aerospace, nuclear power, hydro-

gen storage/transportation, and automotive applications. Several factors influence

a material’s susceptibility to hydrogen embrittlement. These include the material’s

microstructure, strength, and residual stress, as well as the concentration of hydro-

gen and the presence of hydrogen traps. The applied strain rate, surface condition,

and heat treatment history of the material are also significant factors. Environmental

conditions, such as pressure, temperature, exposure time, and the presence of reac-

tive solutions (like acidic environments), along with specific precipitates and metallic

coatings, further influence a material’s vulnerability to hydrogen embrittlement. The

primary characteristic of hydrogen embrittlement is its sensitivity to strain rate and

its tendency to cause delayed failure. Hydrogen embrittlement is more pronounced at

1



lower strain rates [13].

Several theories have been proposed to explain the various mechanisms involved

in hydrogen-induced failure, but there is still no consensus on a unified physical

mechanism that encompasses the general degradation process [14]. The debate per-

sists in the literature, even after nearly one hundred and fifty years since the ef-

fects of hydrogen on metals were first recognized [15]. The primary mechanisms

responsible for hydrogen embrittlement, as widely discussed in the literature, in-

clude hydrogen-enhanced decohesion (HEDE), hydrogen-enhanced localized plastic-

ity (HELP), hydrogen-induced phase transformation (HIPT), nanovoid coalescence

(NVC), with some studies suggesting that a combination of these mechanisms leads

to the degradation of mechanical properties and embrittlement of the material [16].

The HEDE mechanism is first identified by [17]. This mechanism is mainly based on

the degradation of cohesive strength due to the introduction of hydrogen atoms inside

the metal. It has been observed that hydrogen atoms weaken the metallic inter-atomic

bonds of the host material by interacting with the outermost electrons, causing separa-

tion to occur under lower stress levels than usual. The HEDE mechanism is supported

by both theoretical calculations and the observation of intergranular fracture. In this

type of fracture, hydrogen, similar to impurity elements like sulfur, phosphorus, and

bismuth, segregates at grain boundaries and weakens the cohesive interactions be-

tween metal atoms. This reduction in atomic cohesion leads to intergranular fracture

[18]. The potential accumulation regions for hydrogen within the material have been

identified as areas of maximum hydrostatic stress, dislocation shielding zones near

the crack tip, and grain or phase boundaries at the crack tip. [19] reports that the hy-

drogen concentration near the crack tip is primarily influenced by three factors: lattice

concentration, concentration driven by hydrostatic stress, and concentration induced

by plastic strain. As noted by [20], in high-strength steels, the crack tip hydrogen

concentration is primarily driven by hydrostatic stress, even at low levels of plastic

strain.

The HELP mechanism is introduced firstly by [21]. In this model, the hydrogen ac-

cumulated near the crack tip decreases the resistance for dislocation motion so that

mobility of dislocation increases and dislocations behave as carriers of plastic defor-

mation in a metal lattice [22]. In contrast to the HEDE mechanism, the HELP mech-
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anism significantly involves the host metal’s plastic response in hydrogen-assisted

fracture. [23, 14] demonstrated through in-situ transmission electron microscope

(TEM) experiments that the presence of hydrogen within a metal increases dislo-

cation mobility. Hydrogen not only initiates the movement of stationary dislocations

but also accelerates the rate of dislocation nucleation. The experiments also revealed

that once hydrogen is removed from the system, the direction of dislocation motion

reverses. While the HELP mechanism has been widely used to explain hydrogen

embrittlement, certain phenomena remain unexplained by this theory. For example,

macroscopic tensile tests on IN718 alloys show that hydrogen induces the Portevin-Le

Chatelier effect by suppressing dislocation motion, which contradicts the predictions

of the HELP mechanism [24]. Another conflicting finding is reported in [25], where

in situ microscopic tensile tests confirm that dislocations in pure aluminum are also

dragged by hydrogen. Once the hydrogen supply is removed, the previously pinned

dislocations recover and resume movement.

The mechanism of HESIV is first introduced in the literature by [26]. This mech-

anism suggests that hydrogen accelerates the formation of strain-induced vacancies

and stabilizes vacancy clusters, as supported by positron annihilation lifetime spec-

troscopy [27] and molecular dynamics simulations [28]. As a result, these vacancy

clusters promote void initiation and growth, leading to premature failure.

In the HIPT theory, certain metals like Zr, Nb, V, and Ta readily combine with hydro-

gen to form brittle hydrides due to their high bond energies. This mechanism consists

of four main stages [29]: (1) hydrogen diffuses and accumulates at the crack tip; (2)

hydrides form and grow; (3) a crack initiates along a specific cleavage plane within

the hydrides; and (4) the crack is arrested at the matrix/hydride interfaces. Repeated

cycles of these steps eventually lead to crack propagation. In some cases, hydrogen

atoms from the decomposed hydrides diffuse back toward areas of stress concentra-

tion, leading to the formation of new brittle hydrides and further intensifying brittle

cleavage fracture [30].

The NVC mechanism, first introduced by [2], integrates the combined effects of the

HEDE, HELP, and HESIV mechanisms. It is important to note that these mechanisms

are primarily based on postmortem observations of samples, which cannot directly

confirm the reduction in cohesive strength due to hydrogen in the HEDE mechanism

or the enhancement of dislocation motion by hydrogen in the HELP mechanism.
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In recent years, the activation of HEDE and HELP mechanisms has been identified

through observations of fracture surfaces and microstructural evolution. The HEDE

mechanism is active during intergranular fracture, while the HELP mechanism is trig-

gered when hydrogen-assisted cracking initiates at the intersections of slip bands.

[31] and [18] observed a combination of brittle hydrogen-assisted fracture surface

features along with microstructural evolution beneath the intergranular fracture, indi-

cating a synergistic effect between the HEDE and HELP mechanisms. This combined

mechanism has also been supported by a statistical, physically-based, and microme-

chanical model of hydrogen-induced intergranular fracture in steels [16, 32]. Figure

1.1 summarizes the main physical mechanisms of the hydrogen-induced failure.

Several modelling techniques have been widely used in the literature to capture the ef-

fect of hydrogen-induced failure based on the aforementioned physical mechanisms.

These modelling techniques range from molecular dynamics simulations at the mi-

croscale to hydrogen-induced plasticity laws at the macroscale.

[35] employed direct molecular dynamics simulations to investigate the ductile-to-

brittle fracture transition caused by the accumulation of hydrogen atoms at the crack

tip, which limits dislocation emission. The authors suggest that hydrogen accumu-

lation near the crack tip, driven by the stress field, suppresses dislocation mobility,

thereby reducing the material’s capacity for ductile fracture. In the study of [36] con-

ducted molecular dynamics simulations on polycrystalline α-iron at various hydrogen

concentrations and grain sizes. The study found that increasing hydrogen concentra-

tion led to a more significant reduction in fracture resistance in fine-grained polycrys-

tals compared to coarse-grained polycrystals. [37] conducted cohesive zone simula-

tions, coupled with molecular dynamics at the microscale, to investigate the effect

of hydrogen on intergranular decohesion. Their results demonstrated that hydrogen

coverage at grain boundaries significantly lowers the critical stress in the traction-

separation law.

Phase field fracture modelling is also a widely used approach in the literature, as

it effectively captures complex crack paths and can simulate transgranular fractures

observed at the microscale [38]. The theory is grounded in the concept of energy

minimization, making it particularly suited for such applications. [39] combines hy-

drogen diffusion with mechanical deformation and models hydrogen-induced fracture
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Figure 1.1: Summary of the primary mechanisms for hydrogen-induced failure, as

suggested in the literature [2, 33, 34]

by reducing the fracture energy based on empirical first-principle calculations. The

study demonstrates that this coupled framework can accurately predict unstable crack

growth, the sensitivity of failure stress in notched specimens to hydrogen, and the

complex crack paths observed in macroscopic specimens due to corrosion pits. The

study by [40] models the effects of HELP, and HEDE by reducing the yield stress and

critical energy release rate of the material, focusing on macroscopic compact tension

and double-notched tension specimens. The findings indicate that hydrogen tends to

accumulate at crack or notch tips due to elevated hydrostatic stress and the increased
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number of traps generated by the high plasticity observed in these regions.

The phase field fracture framework has also been applied to the model the failure

in hydrogen transport pipelines. [41] examined the effect of hydrogen on dented

pipelines using the phase field fracture method, concluding that increasing hydro-

gen concentration significantly reduces the maximum dent depth. Additionally, [42]

implemented a second-order phase field fracture framework coupled with an elasto-

plastic phenomenological plasticity model for deformation and a hydrogen diffusion

model driven by the gradient of hydrostatic stress. This study investigated the failure

of X65 pipelines, demonstrating premature crack tearing, an accelerated crack prop-

agation rate, and a reduction in the load-bearing capacity of the material.

Multiple studies in the literature have utilized the phase field method to predict fatigue

crack growth [43, 44, 45]. [46] employed a coupled framework combining deforma-

tion, diffusion, and damage modelling to predict fatigue crack growth and nucleation

under various loading conditions and geometries. Virtual experiments demonstrated

that the phase field method aligns well with experimental data for both notched and

smooth samples. [47] combines a phase field fatigue fracture formulation with stress-

assisted hydrogen diffusion, incorporating material toughness degradation to account

for the effects of both cyclic loading and hydrogen concentration. [48] investigates

the corrosion fatigue of carbon steels using a framework that effectively couples the

displacement field for mechanical deformation, the electrochemical field for corro-

sion, and the phase field for fracture. Accumulated fatigue damage is accounted for

by degrading the free energy density at the interface, considering both elastic and

plastic strain energies. The framework is validated by comparing pure fatigue and

corrosion-fatigue damage in compact tension specimens with experimental results.

The study highlights the increased crack growth rate due to the coupling effects of

corrosion-fatigue and underscores the critical role of plasticity.

Another widely utilized computational framework in the literature for simulating

hydrogen-induced failure is cohesive zone modelling. This framework primarily in-

volves two constitutive models: the first is the classical constitutive law, which de-

fines the stress based on the strain in the bulk regions of the material, and the sec-

ond is the traction-separation law, or cohesive law, which defines the traction (the

force between adjacent crack faces) as a function of the separation between cohesive
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zone elements inserted along the crack propagation surfaces. This framework is ap-

plied in both microscale studies, such as simulating representative volume elements

(RVEs) to investigate the influence of microstructural features on macroscopic behav-

ior [49, 50, 51, 52], and in macroscale studies, such as estimating fatigue crack growth

in gaseous hydrogen environments [53], reproducing fracture mechanics tests to ob-

tain fracture resistance curves, including crack tip opening displacement (R-curves)

[54, 55], or load versus crack mouth opening displacement (CMOD) curves [56].

[57] models the combined effect of two physical mechanisms, HELP and HEDE, in

dissimilar welds by employing cohesive zone elements. The traction-separation law

for these elements is made a function of both the hydrogen content and the plastic

deformation of the surrounding material, particularly for carbide-matrix decohesion

mechanisms. Additionally, a constitutive model that also depends on hydrogen con-

tent is used to further capture the material behavior. Experimental data on notched

specimens from [58] were simulated using a cohesive zone framework where the

cohesive strength was degraded based on hydrogen content. The study emphasizes

that the hydrogen degradation law should not only depend on hydrogen concentra-

tion but must also account for geometric factors, specifically stress triaxiality, which

reflects the mechanical influence of geometry and loading conditions. This suggests

that the degradation law should not be viewed as an intrinsic material property alone

but should also capture the material’s stress state. [59] investigates the ductile tearing

behavior of high-strength AISI 4130 steel through two-dimensional compact tension

specimen simulations. Their framework incorporates the HELP mechanism by reduc-

ing the flow stress with increasing hydrogen concentration and the HEDE mechanism

by introducing zero-thickness cohesive zone elements, where the traction-separation

law is hydrogen concentration-dependent. After thoroughly calibrating the interface

properties, the simulation results demonstrated a high level of accuracy in effectively

modelling the ductile failure of macroscopic specimens. [60] examines the effects of

grain size and misorientation on hydrogen embrittlement in nickel using a cohesive

zone model informed by hydrogen content. The study concludes that grain misori-

entation significantly weakens the material. For a more in-depth analysis of grain

misorientation effects, refer to [61]. Additionally, it confirms the inverse relationship

between material strength and grain size, consistent with the Hall-Petch effect. The

findings also show that larger grains delay hydrogen diffusion to crack initiation and
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propagation sites due to the longer diffusion paths. Consequently, the reduction in

material strength due to hydrogen embrittlement is less pronounced in larger grain

microstructures, as hydrogen has less time to concentrate at the crack tip. An inter-

esting study by [62] combines phase field and cohesive zone modelling approaches to

simultaneously predict transgranular and intergranular fractures. The research exam-

ines two-dimensional polycrystalline microstructures to capture the transition from

ductile (transgranular) failure, modeled using a phase field fracture approach, to brit-

tle (intergranular) failure, described by the cohesive zone framework. This transition

is a well-known phenomenon that occurs under the influence of hydrogen.

Several studies in the literature have employed a phase-field regularized cohesive zone

model to simulate hydrogen-induced failure. [63] addresses the limitations of the co-

hesive zone model, which primarily predicts intergranular failure, and the phase field

fracture model, which lacks the ability to capture cohesive fractures. The authors in-

troduce a novel approach grounded in the unified phase field theory [64], which can

model both brittle and cohesive fractures while being independent of length scale,

as demonstrated in a comparative study by [65]. Simply put, the framework inte-

grates the HEDE mechanism to reduce the critical energy release rate in the phase

field fracture model, allowing for the prediction of damage initiation and propaga-

tion under hydrogen influence. This is achieved through the coupled response of the

mechanical and diffusion problems [66]. [67] extends the given framework to ac-

count for fatigue-induced crack initiation and propagation. The study evaluates the

extended model’s performance across various fatigue behaviors, including hystere-

sis loops, fatigue–creep interaction curves, and Paris law. Both two-dimensional and

three-dimensional boundary value problem simulations are conducted under different

loading conditions, with the results showing good agreement with experimental data

for concrete-like materials.

In the existing literature, various material laws have been proposed for constitutive

modelling of materials susceptible to hydrogen-induced failure. While many stud-

ies utilize isotropic Von Mises plasticity models [68, 69, 70], others advocate for

more advanced approaches, including strain gradient plasticity [71, 72, 73, 74], crys-

tal plasticity [75, 76, 77, 78, 79, 80], strain gradient crystal plasticity [81], hydrogen-

informed continuum plasticity or damage models [82, 83, 84, 85, 86] and microme-
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chanical models [87, 88, 89, 90, 91].

[71] presents a hydrogen transport model that incorporates both first-order hydrogen

flux, driven by plastic strain, and second-order hydrogen flux, driven by gradients of

plastic strain. The study demonstrates that the first-order hydrogen flux has negligi-

ble importance, even in nickel, a material with low hydrogen diffusivity. Instead, the

second-order hydrogen flux, driven by plastic strain gradients, leads to hydrogen ac-

cumulation near grain boundaries during deformation. This accumulation is identified

as a key factor in driving intergranular cracking, as observed in microstructural exper-

iments. The paper argues that the intrinsic plastic heterogeneity resulting from grain

misorientation induces substantial plastic strain gradients at grain boundaries. There-

fore, these gradients must be incorporated into hydrogen-induced failure simulations

of polycrystalline structures to accurately capture intergranular cracking. [72, 74] also

emphasizes the critical role of strain gradients in simulating fracture in hydrogen-rich

environments. The study demonstrates that incorporating strain gradient plasticity as

a constitutive law for hydrogen-embrittlement-prone materials significantly increases

the geometrically necessary dislocation (GND) density at the crack tip, thereby rais-

ing the flow stress. As the stress around the crack tip rises due to strain gradient

effects, so does the hydrostatic stress, leading to higher hydrogen concentrations and

more trapped hydrogen near the crack tip, which exacerbates the damage accumula-

tion. It is clearly demonstrated that GNDs, which are absent in conventional plasticity

formulations, play a vital role in significantly raising both stress levels and hydrogen

lattice concentration in the region directly ahead of the crack tip. The findings show

good agreement with experimental data for ultra-high-strength steels such as Monel®

K-500, AerMet™100, and Ferrium™M54.

To examine the influence of microstructural features, such as texture and grain mor-

phology, on the macroscopic response, several studies integrate local or nonlocal crys-

tal plasticity formulations (like strain gradient crystal plasticity) into their coupled

mechanical deformation–diffusion frameworks. [81] investigates the impact of mi-

crostructure, stress concentration factors, and loading conditions on zirconium poly-

crystals by employing a non-local crystal plasticity formulation coupled with hydro-

gen transport equations. The study examines hydrogen accumulation in the lattice to

assess the independent effects of texture and microstructure. It concludes that hydro-

gen tends to accumulate near grain boundaries, particularly at triple-junction points,
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and in regions with high strain levels due to localized deformation, where disloca-

tions concentrate. These factors can significantly influence the material’s behavior

under hydrogen exposure. [80] extends their physically-based rate-dependent crys-

tal plasticity formulation to incorporate hydrogen concentration into the constitutive

relations. The study focuses on the initial and post-yield strain hardening behav-

ior of single-crystal stainless steel 316L, aiming to link mesoscale microstructural

effects with experimental findings. [92] presents a framework that couples crys-

tal plasticity with hydrogen diffusion to investigate hydrogen transport and storage

in generic two-dimensional polycrystalline microstructures, highlighting microme-

chanical modelling as a powerful tool for understanding hydrogen’s effect at the mi-

croscale. The study primarily explores the impact of stress states on hydrogen dif-

fusion and the accumulation of hydrogen around dislocations generated in regions of

localized plastic strain. In [76], a dislocation-density-based crystal plasticity formula-

tion is implemented to study the HELP failure mechanism. Crystal plasticity finite el-

ement simulations are conducted for polycrystalline Pd-H and Ni-H alloys to explore

hydrogen’s influence on plasticity. The study highlights several hydrogen-dependent

behaviors, including an increase in flow stress, hydrogen-enhanced dislocation multi-

plication, increased heterogeneity in plastic deformation due to the hydrogen-induced

delay in the exhaustion of plastic flow in softer grains, and hydrogen-enhanced strain

localization.

Building upon the discussed physical failure mechanisms, fracture modelling tech-

niques, and constitutive laws for simulating materials under hydrogen influence, this

thesis focuses on investigating the hydrogen-enhanced decohesion (HEDE) mech-

anism. This is achieved using a PPR potential-based mixed-mode cohesive zone

model, coupled with mechanical deformation and stress-driven hydrogen diffusion.

Isotropic Von Mises plasticity, Crystal Plasticity, and Strain Gradient Crystal Plas-

ticity constitutive models are employed for both macroscale and microscale anal-

yses. The coupled framework is implemented in both two-dimensional and three-

dimensional simulations. While the framework is validated through two-dimensional

macroscopic notched specimen simulations, the primary results are derived from

generic three-dimensional polycrystalline microstructures. An extensive preprocess-

ing, detailed in Chapter 3, is carried out using several in-house scripts on the gener-
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ated input files for polycrystalline structures. Initially, grain boundary interfaces are

identified for the insertion of cohesive zone elements. Subsequently, contact surfaces

are defined to allow hydrogen transport between adjacent grains, bypassing the co-

hesive zone elements at each interface. Simulated polycrystalline microstructures are

generated through a Voronoi tessellation algorithm for various grain size and number

of grains. The influence of microstructure on the homogenized macroscopic response

of the material is analyzed by comparing results from crystal plasticity finite element

simulations. This comparison involves both macroscopic stress-strain curves and mi-

croscopic observations, such as hydrogen accumulation regions and localized stress

and strain concentrations. Strain gradient crystal plasticity simulations are subse-

quently conducted to examine the nonlocal effects on the failure of polycrystalline

structures under the influence of hydrogen. As noted in the literature, the role of

GNDs in stress concentration regions, particularly near the crack tip, is crucial and

should not be overlooked. By integrating the strain gradient effect into the crystal

plasticity formulations and comparing hydrogen accumulation, stress concentration,

and intergranular crack propagation patterns in polycrystalline RVEs, several qualita-

tive conclusions are drawn and presented.

The thesis is organized as follows: Chapter 2 provides details of the constitutive mod-

els used in the simulations, including the formulation of the Park-Paulino-Roesler co-

hesive zone model, the hydrogen transport model, and the numerical coupling and

implementation of the framework. Chapter 3 covers the numerical modelling, be-

ginning with the generation of polycrystalline RVEs, followed by an explanation

of the preprocessing steps applied to the input files, the boundary conditions used,

and the volumetric homogenization method. This chapter also presents the numeri-

cal results, including both two-dimensional macroscopic simulations used to verify

the framework, and three-dimensional polycrystalline RVE simulations to examine

microstructural effects. Finally, Chapter 4 provides a summary of the findings and

conclusions drawn from the results, along with potential areas for future work.
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CHAPTER 2

MICROMECHANICAL MODELLING OF HYDROGEN-INDUCED

FAILURE

This chapter outlines the constitutive laws employed in the numerical findings pre-

sented in Chapter 3, along with the formulation of the potential-based mixed-mode

cohesive zone model used to predict intergranular failure. These constitutive models

play a critical role in capturing the material behavior under hydrogen-induced failure

conditions, ensuring that the complex interactions between hydrogen transport and

mechanical deformation are accurately represented. It also details the hydrogen trans-

port equations and their implementation through the established analogy between heat

transfer and stress-assisted impurity diffusion equations. Additionally, the chapter

explains the calculation scheme for the gradient of hydrostatic stress, a crucial field

variable for determining hydrogen flux within the framework. The hydrogen-related

degradation laws affecting the cohesive zone parameters through the reduction in co-

hesive energy or cohesive strength are also introduced. The chapter concludes with a

discussion on the implementation of the coupled framework in the commercial finite

element solver software ABAQUS, using the user-defined subroutines UMAT, UEL,

and UMATHT, followed by an overview of the staggered solution scheme employed.

2.1 Constitutive Models

This section provides a detailed overview of the constitutive models used in this the-

sis, focusing on the theories of rate-dependent crystal plasticity and lower-order strain

gradient crystal plasticity. These are the primary constitutive laws applied throughout

the numerical examples discussed in Chapter 3.
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2.1.1 Rate Dependent Phenomenological Crystal Plasticity

In the crystal plasticity framework, the macroscopic deformation is governed by two

fundamental mechanisms: elastic lattice distortion and crystallographic slip induced

by the motion of dislocations on active slip systems (see [93, 94]). The finite strain

formulation used in the crystal plasticity model implemented in this study incorpo-

rates a multiplicative decomposition of the deformation gradient into elastic and plas-

tic components [95, 96], as illustrated in Figure 2.1

Figure 2.1: Multiplicative decomposition of the deformation gradient [96]

F = Fe · Fp (2.1)

where Fp relates plastic deformation due to shearing and Fe gives elastic stretching

and lattice rotation. The velocity gradient tensor is used to calculate the rate of plastic

deformation on each slip system, which is related to the shear stress acting on the slip

system.

L = Ḟ · F−1 = Le + Lp (2.2)

Lp = Ḟp · F−1
p =

∑
α

γ̇αmα ⊗ nα
(2.3)
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where mα is the slip direction and nα is the slip normal in the reference state. These

vectors deform with the Fe as:

mα = Fe ·m(α)
0 (2.4)

nα = FT
e · n

(α)
0 (2.5)

The rate of plastic shear can be related to the current resolved shear stress, τ α̂, as

γ̇α̂ = γ̇0

∣∣∣∣τ α̂gα̂
∣∣∣∣N sign(τ α̂) (2.6)

where τ α̂ is the resolved shear stress, γ̇0 is the reference slip rate. gα̂ defines the slip

resistance on the slip system α̂ that controls the hardening of the single crystal and N
denotes the rate sensitivity parameter. The evolution of slip resistance is governed by,

ġα̂ =
∑
β̂

hα̂β̂
∣∣∣γ̇β̂∣∣∣ (2.7)

with hα̂α̂ and hα̂β̂ defining the self-hardening rate and latent hardening matrix respec-

tively. The evolution of these is described by the following basic forms,

hα̂α̂ = h0sech
2

∣∣∣∣ h0γ

gs − g0

∣∣∣∣ , hα̂β̂ = qα̂β̂hα̂α̂ (α̂ ̸= β̂) (2.8)

where h0 is the initial hardening modulus, g0 is the initial slip resistance and gs is the

saturation slip resistance. This model considers plastic deformation to occur entirely

from crystallographic dislocation slip and does not incorporate other mechanisms

such as diffusion, grain boundary sliding, or nonlocal effects. Throughout all numer-

ical simulations involving crystal plasticity framework, the reference slip rate γ̇0 is

taken to be 0.0001 s−1, while rate sensitivity exponent N is defined as 25 and the

ratio of latent to self-hardening is assumed to be 1.

2.1.2 Lower Order Strain Gradient Crystal Plasticity Theory

This thesis employs the mechanism-based strain gradient crystal plasticity theory

proposed by [97] to capture size effects and incorporate nonlocal crystal plasticity

behavior into the numerical framework. In this formulation, geometrically necessary

dislocations (GNDs) are integrated using the Taylor relation [98].
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The slip law from the local crystal plasticity formulation, see 2.6, is modified to in-

clude the hardening effect due to the GNDs, as follows:

γ̇α̂ = γ̇0

∣∣∣∣ τ α̂gα̂TOT

∣∣∣∣N sign(τ α̂) (2.9)

where gα̂TOT is the effective slip resistance that is defined by the addition of the harden-

ing due to the GNDs on top of the statistically stored dislocations (SSDs), as follows:

gα̂TOT =

√
gα̂SSD

2
+ gα̂GND

2 (2.10)

where gα̂SSD is the slip resistance through the SSDs and gα̂GND is the slip resistance

through the GNDs on a slip system α̂. Evolution of the slip resistance due to the

SSDs is the same as given in 2.7:

ġα̂SSD =
∑
β̂

hα̂β̂
∣∣∣γ̇β̂∣∣∣ (2.11)

Slip resistance due to the GNDs is defined as:

gα̂GND = g0

√
lηα̂GND (2.12)

where g0 is the initial slip resistance, ηα̂GND is the GND density on a slip system α̂, l

is the intrinsic length scale parameter whose definition is given as:

l =
αT

2µ2b

g20
(2.13)

Here, αT , as described in [99], is a geometrical factor dependent on the type and

arrangement of interacting dislocations, typically ranging between 0.2 and 0.5. µ de-

notes the shear modulus of the material, b represents the length of the Burgers vector,

and g0 is the initial slip resistance of the crystal. The length scale parameter primar-

ily controls the hardening effect due to the GNDs and should be comparable to the

characteristic length of the model. As the length scale parameter decreases, the ob-

served size effect diminishes, and when the length scale parameter approaches zero,

the model behaves purely as a local rate-dependent phenomenological crystal plastic-

ity formulation, as described in Subsection 2.1.1. [97] introduced a formulation for

calculating the effective density of GNDs within his mechanism-based strain gradient

framework, as follows:

ηα̂GND =

∣∣∣∣∣∣nα̂ ×
∑
β̂

(mα̂ ·mβ̂)∇γα̂ × nα̂

∣∣∣∣∣∣ (2.14)
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Incorporating the density of GNDs into the model using an intrinsic length scale pa-

rameter causes the material behavior to depend on the size and scale of deformations.

This approach is employed to model the size-dependent material response in Chap-

ter 3. For more detail on the numerical implementation of the model see [100], and

application of the model see [101, 102, 103].

2.2 Park-Paulino-Roesler (PPR) Cohesive Zone Model

The Park-Paulino-Roesler (PPR) [104], an intrinsic, mixed-mode, potential based co-

hesive zone model, is employed in this thesis to simulate the initiation and propaga-

tion of the cracks. The PPR model is regarded as superior to other cohesive zone mod-

elling (CZM) frameworks for simulating intergranular fractures in 3D RVEs due to

the mixed-mode nature of the problem. Due to its energetic consistency and compu-

tational tractability, the model is particularly useful for problems involving unknown

crack paths and high failure mode-mixity [105, 106]. The PPR model depends on

four fundamental independent parameters in the normal and shearing fracture modes:

cohesive strength, fracture energy, the shape of the softening curve, and the initial

slope of the traction–separation relationship. The potential function that defines the

model is given by:

ψ(∆n,∆t) = min(ϕn, ϕt) +

[
Γn

(
1− ∆n

δn

)α(
m

α
+

∆n

δn

)m

+ ⟨ϕn − ϕt⟩
]

×

[
Γt

(
1− |∆t|

δt

)β (
n

β
+

|∆t|
δt

)n

+ ⟨ϕt − ϕn⟩

]
(2.15)

where ⟨·⟩ denotes the Macaulay bracket, defined as follows:

⟨x⟩ =

0 if x < 0,

x if x ≥ 0.
(2.16)

Due to the nature of the potential function, the gradients of the potential function

given in Equation 2.15 provide the cohesive traction in both tangential and normal
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directions.

Tn(∆n,∆t) =

Γn

δn

[
m

(
1− ∆n

δn

)α(
m

α
+

∆n

δn

)m−1

− α

(
1− ∆n

δn

)α−1(
m

α
+

∆n

δn

)m
]

×

[
Γt

(
1− |∆t|

δt

)β (
n

β
+

|∆t|
δt

)n

+ ⟨ϕt − ϕn⟩

]
(2.17)

Tt(∆n,∆t) =

Γt

δt

[
n

(
1− |∆t|

δt

)β (
n

β
+

|∆t|
δt

)n−1

− β

(
1− |∆t|

δt

)β−1(
n

β
+

|∆t|
δt

)n
]

×
[
Γn

(
1− ∆n

δn

)α(
m

α
+

∆n

δn

)m

+ ⟨ϕn − ϕt⟩
]

∆t

|∆t|
(2.18)

Here, m and n are non-dimensional exponents, α and β are shape parameters, δn and

δt are the final crack opening widths in the normal and tangential directions, respec-

tively. ϕn and ϕt are the fracture energies for the normal and tangential directions,

while ∆n represents the normal separation and ∆t denotes the effective sliding dis-

placement, calculated from the separations in each tangential direction as:

∆t =
√

∆2
t1 +∆2

t2 (2.19)

A visualization of a 3D cohesive element in between two eight-node brick elements

(C3D8), with local coordinates, is shown in Figure 2.2:

Figure 2.2: Detailed visualization of the 3D cohesive element used in this thesis,

including local axes

The model satisfies the following boundary conditions for cohesive fracture:
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• For failure to occur in the normal direction, one of the following conditions

must be met:

Tn(δn,∆t) = 0, Tn(∆n, δt) = 0 (2.20)

where δt represents tangential conjugate final crack opening width.

• For failure to occur in the tangential direction, one of the following conditions

must be met:

Tt(δn,∆t) = 0, Tt(∆n, δt) = 0 (2.21)

where δn represents normal conjugate final crack opening width.

• The fracture energies ϕn and ϕt correspond to the areas under the normal and

tangential traction-separation curves for ∆t = 0 and ∆n = 0, respectively:

ϕn =

∫ δn

0

Tn(∆n, 0) d∆n, ϕt =

∫ δt

0

Tt(0,∆t) d∆t (2.22)

• Critical crack opening widths in the normal and tangential directions (δnc, δnt)

are defined as the points where the traction-separation curves reach their peaks:

∂Tn
∂∆n

∣∣∣∣
∆n=δnc

= 0,
∂Tt
∂∆t

∣∣∣∣
∆t=δtc

= 0 (2.23)

• The cohesive traction values at the critical crack opening widths are defined as

the cohesive strengths (σmax, τmax):

Tn(δnc, 0) = σmax, Tt(0, δtc) = τmax. (2.24)

The shape parameters α and β define the softening responses in each direction. Val-

ues of these parameters smaller than two result in a concave unloading part of the

traction-separation curves, which is more suitable for ductile materials. When their

values exceed two, the softening curves become convex, which is more suitable for

brittle materials.

λn and λt are the initial slope indicators that control the initial elastic behavior and

cohesive stiffness of the intrinsic cohesive zone model. Smaller values of these indi-

cators lead to higher cohesive stiffness, which in turn reduces artificial compliance.

Consequently, λn and λt are typically chosen to be as small as possible while ensuring

numerical stability within the numerical simulations. They are defined as the ratio of
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the normal and tangential critical crack opening widths (δnc, δtc) to the normal and

tangential final crack opening widths (δn, δt) as follows:

λn =
δnc
δn
, λt =

δtc
δt

(2.25)

Figure 2.3 summarizes the traction-seperation boundary conditions and aforemen-

tioned model parameters.

Figure 2.3: Summary of the traction-seperation boundary conditions and PPR CZM

parameters

Γn and Γt are energy constants related to the fracture energies of modes I and II,

defined through shape parameters and initial slope indicators as follows:

Γn =


(
α
m

)m
, ϕn < ϕt

−ϕn

(
α
m

)m
, ϕn ≥ ϕt

Γt =


(
β
n

)n
, ϕt ≤ ϕn

−ϕt

(
β
n

)n
, ϕt > ϕn

(2.26)

The non-dimensional exponents m and n are the functions of initial slope indicators,

(λn, λt) and shape parameters (α, β) , as follows:

m =
α(α− 1)λ2n
1− αλ2n

, n =
β(β − 1)λ2t
1− βλ2t

(2.27)

The normal and tangential final crack opening widths (δn, δt) can be calculated using
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Equation 2.22 and Equation 2.24, yielding the following:

δn =
ϕn

σmax
αλn(1− λn)

α−1
( α
m

+ 1
)( α

m
λn + 1

)m−1

δt =
ϕt

τmax
βλt(1− λt)

β−1

(
β

n
+ 1

)(
β

n
λt + 1

)n−1 (2.28)

The model is defined by a total of eight parameters, which are normal and tangential

cohesive strengths (σmax, τmax), normal and tangential fracture energies (ϕn, ϕt),

normal and tangential shape parameters (α, β) and normal and tangential initial slope

indicators (τn, τt).

2.3 Hydrogen Transport Model

This section offers a detailed explanation of stress-assisted lattice diffusion of hy-

drogen, beginning with the derivation of the hydrogen flux. The diffusion process is

governed by the chemical potential gradient, driven by the hydrostatic stress gradient

and mass balance equations, to determine the time-dependent changes in hydrogen

concentration. After deriving the flux and concentration equations, the numerical im-

plementation in the commercial finite element solver ABAQUS is discussed. This

is achieved through the user-defined UMATHT subroutine by exploiting the analogy

between heat transfer equations and the hydrogen transport formulation.

2.3.1 Lattice Diffusion of Hydrogen

Lattice diffusion of the hydrogen is forced by a chemical potential gradient ∇µ. On-

sager coefficients (Lij) relate the chemical potential gradient (∇µ) to the mass flux

(Ji) by the following relation:

Ji = −
n∑

j=1

Lij∇µj (2.29)

Note that the minus sign in the equation indicates that the hydrogen atoms moves

from regions of high chemical potential to regions of low chemical potential. If only

fluxes between lattice sites are to be considered, Equation 2.29 reduces to:

JL = −LLL∇µL (2.30)
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In this thesis, it is assumed that fluxes between trapping sites can be neglected due to

their deep potential energy preventing diffusion between these sites. Consequently,

the total flux (J) is considered to be solely the flux between lattice sites (JL), so

J ≡ JL and µ ≡ µL. The coefficient of Onsager is related to the diffusion equation

of the Einstein through:

LLL =
D

RT
CL (2.31)

where D is the coefficient of diffusion, R is the gas constant, T is temperature and

CL is the lattice concentration of the hydrogen atoms.

One can drive the equation of chemical potential of the hydrogen by assuming a

following free energy function for the chemo-elastic energy stored in the bulk material

[107]:

ψc(C) = µ0C +RTN (θL ln θL + (1− θL) ln(1− θL)) (2.32)

Then, the chemical potential can be expressed using the relationship between occu-

pancy (θL), number of lattice sites per unit volume (N ) and the lattice concentration

of the hydrogen (C), C = NLθL [108], as follows:

µ =
∂Ψc(C)

∂C
= µ0 +RT ln

θL
1− θL

− V HσH (2.33)

where σH is the hydrostatic stress, µ0 is the standard state chemical potential, and

V H is the partial molar volume of hydrogen. The term with hydrostatic stress as a

multiplier in Equation 2.33 refers to the stress-dependent component of the chemical

potential, coupling the chemical potential of the diffusion problem to the deformation

problem.

The total flux of the hydrogen diffusion can be readily obtained by substituting 2.33

and 2.31 into 2.30:

J = −D CL

1− θL

(
∇CL

CL

− ∇NL

NL

)
+

D

RT
CLV H∇σH (2.34)

Rearranging the expression, assuming the concentration of the interstitial lattice sites

is constant over the spatial domain (∇NL = 0) and low occupancy of hydrogen

(θL ≪ 1), yields:

J = −D∇CL +
D

RT
CLV H∇σH (2.35)
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The derivative of the total flux with respect to the lattice concentration of hydrogen,

which will be used later in the Subsection 2.3.3.1, can be easily obtained as follows:

∂J

∂CL

=
D

RT
V H∇σH (2.36)

2.3.2 Mass Balance

The mass balance equation relates the change in hydrogen concentration to the flux

resulting from the chemical potential gradient whose formulation is presented in Sub-

section 2.3.1. Consider a solid body Ω with an external surface ∂Ω, which consists of

a region where the flux is prescribed, ∂Ωq (Neumann-type boundary conditions), and

a region where the hydrogen concentration is prescribed, ∂ΩC (Dirichlet-type bound-

ary conditions), as illustrated in Figure 2.4. Then, the hydrogen flux exiting Ω through

the external surface ∂Ωq with outward normal n can be expressed as q = J · n.

Figure 2.4: Schematic representation of the boundary value problem for the mass

transport

By applying the mass balance requirements, the following governing equation for the

conservation of mass can be written:∫
Ω

dC

dt
dV +

∫
∂Ω

J · n dS = 0 (2.37)

Applying the divergence theorem to Equation 2.37, and noting that the above equality

must hold for any volume, the strong form of the mass balance equation is obtained:

dC

dt
+∇ · J = 0 (2.38)
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By substituting Equation 2.35 from Subsection 2.3.1 into Equation 2.38, the hydrogen

transport equation can be obtained as follows:

∂CL

∂t
= D∇2CL −∇

(
DCL

RT
V H∇σH

)
(2.39)

2.3.3 Numerical Implementation of the Hydrogen Transport Model

This subsection details the analogy between heat transfer and hydrogen transport

equations, which enables the use of the UMATHT subroutine in ABAQUS to define

the constitutive relations for stress-assisted hydrogen diffusion. A critical parameter

in this calculation is the hydrostatic stress gradient, which links the coupling between

hydrogen diffusion and mechanical deformation. The manipulation of UMATHT

through this analogy is explained, and the subsection concludes with a discussion

on the numerical calculation of the hydrostatic stress gradient.

2.3.3.1 Heat Transfer Analogy

The hydrogen transport equations derived in Subsections 2.3.1 and 2.3.2 are imple-

mented in ABAQUS by exploiting the analogy between heat transfer and mass trans-

port equations. This approach enables the use of the UMATHT user-defined subrou-

tine to simulate hydrogen transport within the coupled framework of deformation,

mass transport, and fracture problems. Remember the energy balance equation for a

stationary solid without any heat source:

d

dt

∫
V

ρe dV =

∫
S

J dS (2.40)

By applying the divergence theorem:

ρė = −∇ · J (2.41)

where J is the heat flux vector, which depends on the temperature gradient according

to Fourier’s law, e is the internal energy per unit mass, and ρ is the density of the solid.

Remember that at constant pressure, internal energy per unit mass can be expressed

using the specific heat capacity (cp) and temperature (T ) as follows:

e = cpT, ė = cpṪ (2.42)
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Rewriting Equation 2.42 into Equation 2.41, following expression is obtained:

ρcp
∂T

∂t
+∇ · J = 0 (2.43)

Table 2.1 compares the equations obtained in Subsection 2.3.2 with those in this sec-

tion to highlight the analogy between the hydrogen transport equations and heat trans-

fer equations.

Table 2.1: Analogy between heat transfer and hydrogen transport equations

Heat Transfer Hydrogen Transport

Strong Form ρcp
∂T
∂t

+∇ · J = 0 ∂C
∂t

+∇ · J = 0

Evolution Equation ė = cpṪ Ċ = ĊL

Degree of Freedom T CL

Flux J J

Heat Capacity cp 1

Density ρ 1

2.3.3.2 Calculation of the Gradient of Hydrostatic Stress

To compute the diffusion flux of the hydrogen given in Equation 2.35, it is neces-

sary to determine the gradient of the hydrostatic stress. For this purpose, a numerical

differentiation method is employed, which uses the integration point values of the

hydrostatic stress multiplied by the derivatives of the shape functions. On the other

hand, since the 3D brick element (C3D8) used in this thesis is linear, the integra-

tion point values of the hydrostatic stress within a single element are all the same.

Therefore, gradient calculations based solely on the integration point values within

one element result in a zero gradient. To address this, the effects of neighboring ele-

ments should be included in the gradient calculations. Moreover, by incorporating the

effects of neighboring elements into the calculation of the hydrostatic stress gradient,

the framework extends from being purely local to nonlocal. This approach results in a

smoother gradient of the hydrostatic stress when moving from one element to another,

more accurately representing the physical phenomena. Additionally, reducing sudden

jumps in the hydrostatic stress gradient values enhances the computational stability
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of the finite element model. Nonlocality is introduced through nodal averaging, as

illustrated in a two-dimensional, 4-node, 4-integration point element in Figure 2.5.

The process of nodal averaging can be outlined as follows:

• First, the constitutive model, implemented in ABAQUS through the UMAT

subroutine as mentioned in Section 2.1, solves the deformation problem and

returns the stress and strain values at the current time increment. These values

are stored for all integration points and passed to the UMATHT subroutine for

the calculation of the hydrostatic stress gradient.

• Hydrostatic stress at all integration points is calculated based on its definition

at the same time increment as the stress tensor computed by the UMAT subrou-

tine:

σH =
Ii
3
=

1

3
tr(σ) (2.44)

• The obtained values of hydrostatic stress are then extrapolated to each node of

the element using the inverse of the shape functions. For example, consider the

concurrent node i shared by four elements: a, b, c, and d. The contribution of

the hydrostatic stress at node i from element a, denoted by σa
H , is computed as

follows:

σH =
4∑

j=1

N ′
j(xi, yi)(σH)j (2.45)

Here, j represents the index for the integration point, and xi and yi are the x

and y coordinates of node i. Similar calculations are performed to compute the

contributions of elements b, c, and d to node i, denoted by σb
H , σc

H , and σd
H ,

respectively.

• After obtaining σa
H , σb

H , σc
H , and σd

H—the contributions of each element to the

concurrent node i—their values are averaged to obtain a single nodal value of

σH :

σH =
σa
H + σb

H + σc
H + σd

H

4
(2.46)

• This nodal averaged value of hydrostatic stress is then interpolated back to the

integration points using the shape functions to obtain the updated hydrostatic
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(a)

(b)

(c)

Figure 2.5: Schematic representation of the nodal averaging
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stress values at the integration points of each element:

σH =
4∑

i=1

Ni(xj, yj)(σH)i (2.47)

Here, i represents the index of the nodes, while xj and yj are the x and y

coordinates of the integration points.

The above procedure is generalized in the UMATHT subroutine to automatically

identify each concurrent node and neighboring element, allowing for the computation

of the hydrostatic stress value at each integration point within the three-dimensional

8-node, 8-integration point finite element domain.

The gradient calculation proceeds at the element level as follows:

• For the linear brick element shown in Figure 2.6, adopted linear shape functions

are given in Table 2.2. Ni is the shape function for node i, and ξ, η, and ρ are

the coordinates in the isoparametric space.

Figure 2.6: Visualization of an 8-node, 8-integration point brick element (C3D8)

• The relationship between the global coordinates and the isoparametric coordi-
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Table 2.2: Adopted shape functions

Node i Ni

1 0.125(1− ξ)(1− η)(1− ρ)

2 0.125(1 + ξ)(1− η)(1− ρ)

3 0.125(1 + ξ)(1 + η)(1− ρ)

4 0.125(1− ξ)(1 + η)(1− ρ)

5 0.125(1− ξ)(1− η)(1 + ρ)

6 0.125(1 + ξ)(1− η)(1 + ρ)

7 0.125(1 + ξ)(1 + η)(1 + ρ)

8 0.125(1− ξ)(1 + η)(1 + ρ)

nates can be expressed as:

x =
8∑

k=1

Nk(ξ, η, ρ)xk

y =
8∑

k=1

Nk(ξ, η, ρ)yk

z =
8∑

k=1

Nk(ξ, η, ρ)zk

(2.48)

where xk, yk, and zk are the coordinates of the Gauss points, as listed in Table

2.3.

• Using the integration point values of the hydrostatic stress, the distribution of

the hydrostatic stress within the element can be expressed using the shape func-

tions provided in Table 2.2 as follows:

σH =
8∑

k=1

Nk(ξ, η, ρ)(σH)k (2.49)

• The derivatives of the shape functions in the isoparametric domain are given in

Table 2.4

• The derivatives of the shape functions in the global coordinates can be related

to their derivatives in the isoparametric coordinates through the Jacobian as
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Table 2.3: Gauss points

k xk yk zk

1 −1/
√
3 −1/

√
3 −1/

√
3

2 1/
√
3 −1/

√
3 −1/

√
3

3 −1/
√
3 1/

√
3 −1/

√
3

4 1/
√
3 1/

√
3 −1/

√
3

5 −1/
√
3 −1/

√
3 1/

√
3

6 1/
√
3 −1/

√
3 1/

√
3

7 −1/
√
3 1/

√
3 1/

√
3

8 1/
√
3 1/

√
3 1/

√
3

Table 2.4: Derivatives of the adopted shape functions

Node i ∂Ni/∂ξ ∂Ni/∂η ∂Ni/∂ρ

1 −0.125(1− η)(1− ρ) −0.125(1− ξ)(1− ρ) −0.125(1− ξ)(1− η)

2 0.125(1− η)(1− ρ) −0.125(1 + ξ)(1− ρ) −0.125(1 + ξ)(1− η)

3 −0.125(1 + η)(1− ρ) 0.125(1− ξ)(1− ρ) −0.125(1− ξ)(1 + η)

4 0.125(1 + η)(1− ρ) 0.125(1 + ξ)(1− ρ) −0.125(1 + ξ)(1 + η)

5 −0.125(1− η)(1 + ρ) −0.125(1− ξ)(1 + ρ) 0.125(1− ξ)(1− η)

6 0.125(1− η)(1 + ρ) −0.125(1 + ξ)(1 + ρ) 0.125(1 + ξ)(1− η)

7 −0.125(1 + η)(1 + ρ) 0.125(1− ξ)(1 + ρ) 0.125(1− ξ)(1 + η)

8 0.125(1 + η)(1 + ρ) 0.125(1 + ξ)(1 + ρ) 0.125(1 + ξ)(1 + η)

follows:

J


∂Nk/∂x

∂Nk/∂y

∂Nk/∂z

 =


∂Nk/∂ξ

∂Nk/∂η

∂Nk/∂ρ

 (2.50)
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where Jacobian is defined as:

J =
∂(x, y, z)

∂(ξ, η, ρ)
=


∂x/∂ξ ∂y/∂ξ ∂z/∂ξ

∂x/∂η ∂y/∂η ∂z/∂η

∂x/∂ρ ∂y/∂ρ ∂z/∂ρ



=


∑8

k=1
∂Nk

∂ξ
xk

∑8
k=1

∂Nk

∂ξ
yk

∑8
k=1

∂Nk

∂ξ
zk∑8

k=1
∂Nk

∂η
xk

∑8
k=1

∂Nk

∂η
yk

∑8
k=1

∂Nk

∂η
zk∑8

k=1
∂Nk

∂ρ
xk

∑8
k=1

∂Nk

∂ρ
yk

∑8
k=1

∂Nk

∂ρ
zk


(2.51)

• Finally, the spatial gradient of the hydrostatic stress is found as:

(∇σH)x =
8∑

i=1

∂Ni

∂x
(σH)i

(∇σH)y =
8∑

i=1

∂Ni

∂y
(σH)i

(∇σH)z =
8∑

i=1

∂Ni

∂z
(σH)i

(2.52)

2.4 Numerical Coupling of the Framework

The details of the numerical coupling framework are provided in this section. The

mechanical behavior of the material is defined using the ABAQUS user subroutine

UMAT, where the constitutive equations of the material are specified, as detailed

in Section 2.1. The Park-Paulino-Roesler (PPR) cohesive zone model, detailed in

Section 2.2, is implemented in the UEL subroutine to simulate intergranular crack

initiation and propagation under the influence of hydrogen. The constitutive equations

for hydrogen diffusion due to the chemical potential gradient, whose details are given

in Section 2.3, are implemented through the UMATHT user subroutine, utilizing the

analogy between heat transfer and hydrogen transport equations. The framework is

coupled such that mechanical deformation drives the transport of hydrogen through

the dependency of chemical potential on pressure, as summarized in Figure 2.7.
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Figure 2.7: Flowchart of the coupled framework

2.4.1 The Effect of Hydrogen on Failure through Cohesive Zone Elements

As hydrogen diffuses from low-pressure to high-pressure regions, it accumulates in

the intergranular fracture process zones, where both the gradients of hydrostatic stress

and the hydrostatic stress itself are already high. The influence of hydrogen on crack

initiation and propagation is facilitated by coupling the PPR cohesive zone model

parameters with the surface coverage of hydrogen, calculated from the bulk concen-

tration of hydrogen using the Langmuir-Mclean isotherm [109] as follows:

θ =
C

C + exp
(

−∆g0b
RT

) (2.53)

where C is the concentration of hydrogen given in units of impurity mole fraction,

∆g0b is the Gibbs free energy difference between the debonding surface and the sur-

rounding, R is the gas constant, and T is the temperature.

There exist literature findings that relate both the cohesive strength (σmax, τmax) and

fracture energy (ϕn, ϕt) to the surface coverage of hydrogen (θ). [110] uses density

functional theory (DFT) to calculate the fracture energy and its variation from first

principles for two metals, iron (Fe) and aluminum (Al), in the presence of varying

hydrogen concentrations. [111] builds upon the findings of [110] and suggests that
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the cohesive strength of iron is related to hydrogen surface coverage through the fol-

lowing relation:
σmax(θ)

σmax(0)
= 1− (1.0467)θ + (0.1687)θ2 (2.54)

where σmax(0) represents the cohesive strength without hydrogen influence and θ is

the hydrogen surface coverage as defined in Equation 2.53.

[39] utilizes the surface energy data from [110] to propose a simple linear fit for the

variation of the fracture energies of the two materials as a function of the hydrogen

surface coverage values, as follows:

For Fe:
ϕn(θ)

ϕn(0)
= 1− (0.89)θ (2.55)

For Al:
ϕn(θ)

ϕn(0)
= 1− (0.67)θ (2.56)

where ϕn(θ) is the fracture energy under the influence of the hydrogen, ϕn(0) is the

fracture energy without the effect of hydrogen and θ is the surface coverage of the

hydrogen.

[112] combines density functional theory (DFT) with the finite element method and

utilizes nanoscale experiments to derive a relation for the fracture energy of nickel

(Ni) with respect to hydrogen surface coverage (θ). Following the approach used for

Fe and Al, [39] provides a linear fit for the fracture energy of Ni as follows:

ϕn(θ)

ϕn(0)
= 1− (0.41)θ (2.57)

Figure 2.8 presents the experimental findings for iron and aluminum from [110], and

nickel from [112], along with the curve fits from [39].

The provided relations for both cohesive strength (σmax, τmax) and fracture energy

(ϕn, ϕt) incorporate the effect of hydrogen into failure modelling. The hydrogen con-

centration at the nodes connecting to the cohesive zone elements directly affects the

input parameters of each cohesive element. As the hydrogen concentration increases,

either the cohesive strength or the fracture energy is decreased, which facilitates crack

propagation due to the buildup of hydrogen.
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Figure 2.8: Variation of fracture energy with hydrogen surface coverage for iron,

aluminum and nickel

2.4.2 Implementation of the Framework using ABAQUS User Subroutines

This subsection details the implementation of the coupled framework for deforma-

tion, mass transport, and failure analysis using the user subroutines utilized in the

commercial finite element solver software ABAQUS. The constitutive equations are

managed by five ABAQUS subroutines: UMAT, UMATHT, UEL, UEXTERNALDB,

and URDFIL.

The UMAT subroutine is called at every integration point of the bulk elements for all

time steps of the simulation to solve the constitutive equations for mechanical defor-

mation and to obtain the stress and solution-dependent state variables. To calculate

the mass flux in the hydrogen diffusion problem, it is necessary to determine the gra-

dient of the hydrostatic stress, as shown in Equation 2.35. To achieve this, the module

block in FORTRAN programming language is used to store hydrostatic stress results

at the end of each time increment. Using the module block, a database of stored vari-

ables can be created, which can be accessed by other user subroutines. After each
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call to the UMAT subroutine at an integration point during the simulation, σH values

are recorded into this database. Once calculations are completed for all integration

points at the end of each time increment, the gradient of hydrostatic stress is ready to

be calculated.

The UEL subroutine is called for each cohesive zone element to calculate the sepa-

ration at every time increment based on the defined traction-separation law, using the

model parameters detailed in Section 2.2.

The UEXTERNALDB subroutine is utilized for operations concerning the entire fi-

nite element domain, rather than only an individual element. At the very beginning of

the analysis, this subroutine is called to store the nodal connectivity of both bulk and

cohesive zone elements to be used in the gradient calculations. At the end of the first

increment, using the obtained hydrostatic stress values from the UMAT subroutine,

this subroutine is called again to apply the nodal averaging scheme for hydrostatic

stress, as detailed in Subsection 2.3.3.2. After applying the averaging scheme to all

elements and updating the integration point values of the hydrostatic stress, the gra-

dient of the hydrostatic stress at each integration point is calculated with the help of

the derivative of the shape functions, as detailed in Subsection 2.3.3.2. These gra-

dient values are stored in the module block to be used as input for the constitutive

equations in the hydrogen transport problem for the next time increment. It should

be noted that since the calculated values of the hydrostatic stress gradient are used

in each subsequent time increment for flux calculations in mass transport, the cou-

pling of the mechanical deformation and hydrogen transport problems is considered

explicit, and the solution type is staggered. For the subsequent time increments, with

the hydrostatic stress gradients available from the previous increments, the consti-

tutive equations for hydrogen transport can be solved in the UMATHT subroutine,

allowing the hydrogen concentration at each integration point to be updated.

Finally, the URDFIL subroutine is used to read the current hydrogen concentration

values at the nodes. Although ABAQUS can record the deformation history in an

.ODB results file, accessing this file during the solution is impractical. Instead, by

adding a nodal output request in the input file, the user can instruct ABAQUS to

generate a .fil file in ASCII format. This format allows for faster read and write
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operations compared to the .ODB file. The URDFIL subroutine can then access the

.fil file to retrieve nodal hydrogen concentration information. These nodal values of

hydrogen concentration are then used to couple the hydrogen transport problem with

the failure analysis. As the nodal connectivity of the cohesive zone elements is read

from the input file at the beginning of the analysis, and the nodal values of hydrogen

concentration are read from the .fil file, the values at the nodes of each cohesive zone

element can be averaged to assign a unique hydrogen concentration value to each

element. Equation 2.53 is then used to calculate the surface coverage of hydrogen

for each cohesive zone element. The resulting values are used to apply degradation

to either the cohesive strength or fracture energy in the model parameters of traction-

separation law of the PPR cohesive zone model, as explained in Subsection 2.4.1. As

a result, the hydrogen transport and failure frameworks also become coupled. Figure

2.9 summarizes the framework in a flowchart to better visualize the procedure.
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Figure 2.9: Flowchart of the coupled framework

37



38



CHAPTER 3

NUMERICAL FINDINGS

This section offers a detailed explanation of micromechanical modelling of failure

influenced by hydrogen. The primary goal is to explore how microstructural char-

acteristics impact the macroscopic behavior of the material using crystal plasticity

formulations, while also investigating size effects through strain gradient crystal plas-

ticity. To this end, two polycrystalline RVEs are generated: one with 50 grains and

another with 350 grains. Simulations are conducted using the specified constitutive

laws, with the transition from microscale to macroscale behavior achieved through a

homogenization approach [113, 114].

The hydrogen-enhanced decohesion (HEDE) intergranular failure mechanism is mod-

eled using 3D, generic yet realistic polycrystalline RVEs. Grain boundary separations

are simulated through cohesive zone modelling, a well-established framework in the

literature for capturing decohesion. For prior work by the author on micromechanical

failure modelling in dual-phase steels utilizing the same cohesive zone formulation,

refer to [115, 116, 117]. The RVEs are generated using a Voronoi tessellation al-

gorithm, with cohesive zone elements—governed by a pre-defined potential based

traction-separation law—inserted via an in-house script.

The following subsections detail the numerical modelling approaches utilized in the

coupled framework. It begins with an explanation of the process for generating poly-

crystalline RVEs, followed by a discussion of the preprocessing scripts used to in-

sert cohesive zone elements at grain boundaries and define contact between adjacent

grain surfaces, allowing hydrogen diffusion across grains. The boundary conditions

applied to maintain constant stress triaxiality during uniaxial loading simulations are

also described. Additionally, the volumetric homogenization scheme is introduced,
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alongside the simulation results for both two-dimensional notched specimens—used

to validate the model with experimental data—and three-dimensional RVEs, which

explore the micromechanics of hydrogen-induced failure.

3.1 Numerical Modelling

This subsection details the representative volume elements, the in-house scripts used

to preprocess the simulation input files, and the boundary conditions applied for the

polycrystalline RVE simulations. Furthermore, the algorithm employed to derive the

macroscopic material response from the mesoscale RVE simulation results is also

explained.

3.1.1 Representative Volume Elements

Representative Volume Elements (RVEs) play a crucial role in the study of hetero-

geneous materials by linking microscopic characteristics to macroscopic properties.

An RVE is a small, statistically representative portion of a material that captures the

key features of its microstructure. RVEs are designed to be sufficiently large to re-

flect the material’s microstructure while remaining small enough for analytical or

numerical analysis. Therefore, if there is significant mismatch or anisotropy in the

material properties, the RVE needs to be sufficiently large to account for it. For in-

stance, in polycrystalline materials, the RVE should include enough grains to ensure

that the material’s behavior remains consistent, even with a random distribution of

crystallographic orientations. By employing this modelling technique, the material’s

response can be simulated without the need for full-scale modelling, significantly re-

ducing computational costs. Accurately modelling an RVE enables simulations to

predict how a material will perform under various conditions. This predictive capa-

bility facilitates the design and optimization of new materials. Additionally, RVEs

help identify the impact of defects, inclusions, and other heterogeneities on the mate-

rial’s overall behavior.

Voronoi tessellation is a widely used and effective method for generating RVEs. This

mathematical technique divides space into distinct regions based on proximity to a
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set of seed points. In the tessellation, each seed point corresponds to a specific phase

or grain within the material, resulting in a cell that represents its spatial distribu-

tion. Spherical growth is then initiated from the seed points, expanding until the

RVE volume is fully filled. This approach is particularly useful for modelling poly-

crystalline materials, composites, and other heterogeneous materials with complex

microstructures. The polycrystalline RVEs analyzed in this thesis are generated us-

ing the Voronoi tessellation generator software Neper [118]. Figure 3.1 shows an

example of an RVE generated and meshed using Neper.

(a) (b)

Figure 3.1: Example of polycrystalline RVEs: Generated (a) and meshed (b) using

Neper software.

3.1.2 Preprocessing of the Numerical Simulations

After generating the RVEs using the Voronoi tessellation algorithm (as explained in

Subsection 3.1.1), cohesive zone elements are inserted using an in-house script. This

script identifies the nodal connectivity in the original mesh, locates interface surfaces

at grain boundaries, and inserts 8-node, zero-thickness linear cohesive zone elements

(illustrated in Figure 2.2) between adjacent grains. An example of a 3D polycrys-

talline RVE with inserted cohesive zone elements is shown in Figure 3.2.
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(a) Front view of the RVE

(b) Isometric view of the meshed RVE (c) Inserted cohesive zone elements

Figure 3.2: Visualization of an example polycrystalline RVE with cohesive zone ele-

ments at the grain boundaries

Once the cohesive zone elements are inserted between each grain boundary, an ad-

ditional in-house preprocessing algorithm is run to define and create surface sets at

the adjacent grain boundary surfaces. This step is necessary to allow hydrogen to dif-

fuse between grains. Since cohesive zone elements are placed at all grain boundaries

and the hydrogen diffusion algorithm is implemented using an analogy with the heat

transfer problem via the UMATHT subroutine, only the bulk elements have nodal de-
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grees of freedom for hydrogen concentration. The presence of cohesive zone elements

restricts hydrogen diffusion between the grains they surround, as these elements do

not possess nodal degrees of freedom for hydrogen concentration. To address this,

the capabilities of the ABAQUS are utilized. The hydrogen diffusion problem is im-

plemented within the numerical framework by exploiting the analogy between heat

transfer and diffusion via the UMATHT subroutine. Thus, an external flux vector

can be defined between the adjacent surfaces of each grain, which are separated by

cohesive zone elements. The interaction properties are configured to allow infinite

concentration flux from the master to slave surfaces by assigning the highest possible

conductivity value that the compiler can interpret, effectively bypassing the cohe-

sive zone elements, which would otherwise obstruct hydrogen diffusion due to the

lack of nodal degrees of freedom for hydrogen concentration. An additional in-house

preprocessing script is developed to automatically identify and define the respective

master and slave surfaces. The script identifies elements that have surfaces at grain

boundaries and locates their neighboring counterpart from the adjacent grain. It then

creates an element set with consistent surface identifiers and defines the master and

slave surfaces for each pair of neighboring elements at the grain boundaries.

3.1.3 Boundary Conditions

In numerical simulations using RVEs to model material responses, it’s crucial to

define a boundary value problem that accurately reflects the bulk material. Conse-

quently, the boundary conditions and applied loads must closely match those of the

experimental setup. In this thesis, the RVEs are subjected to uniaxial tensile load-

ing. To accurately model this loading condition and maintain a consistent stress state

throughout the analysis, determining the stress triaxiality under uniaxial tension is

essential. Stress triaxiality, which measures the state of stress at a point within the

material, is defined as the ratio of hydrostatic stress to the equivalent stress, as shown

below:

T =
σH
σeq

(3.1)

where,

σH =
σx + σy + σz

3
(3.2)
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(a) Diffusion between adjacent bulk elements is limited by the presence of

CZ elements

(b) Diffusion is facilitated through the defined master-slave contact surfaces

Figure 3.3: Illustration of the preprocessing steps enabling hydrogen diffusion

through grain boundaries
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and,

σeq =
1√
2

√
(σx − σy)2 + (σx − σz)2 + (σz − σy)2 (3.3)

Stress triaxiality is an important factor in understanding a material’s susceptibility

to ductile fracture under different loading conditions. In the case of uniaxial tensile

loading, the stress state is defined by a single non-zero normal stress component,

while the other normal stress and shear stress components are zero. Assuming σx is

the only non-zero normal stress component, the hydrostatic and equivalent stresses in

uniaxial tension simplify to:

σH =
σx
3

(3.4)

and,

σeq = σx (3.5)

As a result, the stress triaxiality under uniaxial tension is determined to be T = 1/3.

In the numerical simulations, a constant stress triaxiality is maintained within the

polycrystalline RVEs by applying a set of constraints and boundary conditions as

outlined in [114]. A master node is positioned at (Lx, Ly, Lz), where Lx, Ly, and Lz

represent the dimensions of the RVE in the x, y, and z directions, respectively. The

displacements of this master node are then coupled with the corresponding surfaces of

the RVE in each direction, as illustrated in Figure 3.7. The three constraint equations

are set up to ensure that the surfaces at x = Lx, y = Ly, and z = Lz move with

the same displacement as the master node in the direction normal to each respective

surface.

ux(Lx, y, z)− uMx = 0

uy(x, Ly, z)− uMy = 0

uz(x, y, Lz)− uMz = 0

(3.6)

where ux, uy, and uz denote the displacements along the x, y, and z axes, respectively,

for any point at the specified coordinates, and uMx , uMy , and uMz correspond to the

displacements of the master node. The bottom, back, and left surfaces of the RVEs

are constrained in their respective normal directions through the following boundary
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Figure 3.4: Schematic representation of an RVE illustrating the coordinate axes, sur-

faces, and the position of the master node.

conditions:

ux(0, y, z) = 0

uy(x, 0, z) = 0

uz(x, y, 0) = 0

(3.7)

In a uniaxial tension loading case with tension applied along the x-axis, only the dis-

placement in the x-direction is prescribed to the master node. This allows the master

node to move freely in the other two directions, while preventing rigid body motion

of the RVE through the boundary conditions defined by Equation 3.7. As a result,

the displacement applied to the master node is distributed across the RVE surfaces,

ensuring a constant stress triaxiality of T = 1/3 throughout the uniaxial tension load-

ing step applied. This is further confirmed using the volumetric averaging scheme

presented in the next section, by verifying the ratio of the hydrostatic to equivalent

homogenized stress values.
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3.1.4 Homogenization

Homogenization is a computational method used to derive the macroscopic or meso-

scopic behavior of a heterogeneous material based on its microscopic response. The

macroscopic stress response of the material, Σij , can be derived from the microscopic

Cauchy stress components, σij , as follows:

Σij =
1

V

∫
V

σijdV (3.8)

where i, j = 1, 2, 3 and V represents the current total volume of the RVE. Therefore,

the stress components of each element within the RVE are integrated over the volume

as follows:

Σij =
1

V

N∑
m=1

(
p∑

q=1

σq
ijv

q

)m

(3.9)

where N is the total number of elements, p is the total number of integration points

per element, and v represents the volume of an integration point, which is updated

continuously as deformation occurs throughout the simulation. The averaged strain

components, Eij , are calculated similarly by summing the microscopic strain com-

ponents, εij , for each element, weighted by their respective volumes. Given that

ABAQUS outputs logarithmic strain, the resulting strain components are also in log-

arithmic form.

Eij =
1

V

N∑
m=1

(
p∑

q=1

εqijv
q

)m

(3.10)

where N is the total number of elements, p is the total number of integration points

per element, and v represents the volume of an integration point.

3.2 Model Verification- Simulation of a Notched Round Bar Specimen

[58] presents an experimental study on high-strength AISI 4135 steel, using various

notched cylindrical specimens subjected to tensile loading under different ambient

hydrogen concentration levels. The study explores the relationship between notch

tensile strength—defined as the ratio of the maximum tensile load during testing to the

initial net cross-sectional area at the notch—and the diffusible hydrogen content. Ex-

periments are conducted with three different notch radii: ρ = 0.1 mm, ρ = 0.25 mm,
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and ρ = 0.8 mm, corresponding to calculated stress concentration factors of 4.9, 3.3,

and 2.1, respectively. The notch radii of ρ = 0.1 mm and ρ = 0.25 mm are considered

in the simulations for the verification. The experimental conditions are replicated us-

ing the numerical framework described in Chapter 2. The three-dimensional imple-

mentation outlined in the chapter is easily adaptable to a two-dimensional case by

adjusting the relevant formulations, such as shape functions, to suit two-dimensional

element types. The engineering stress-strain curves from the paper, without consider-

ing the influence of hydrogen, have been digitized and converted into true stress-strain

data using the following formulations:

εtrue = ln(1 + εeng)

σtrue = σenge
εtrue = σeng(1 + εeng)

(3.11)

The resulting true stress-strain curve is then utilized to fit the parameters of the

isotropic Voce-type hardening law, which is expressed by the following equation:

σ = σyxa

(
1 +

Eεp
σy

)N

(3.12)

where σ represents the flow stress, σy is the initial yield stress, xa is a material param-

eter associated with the asymptotic hardening saturation value, E denotes the elastic

modulus, εp is the equivalent plastic strain, and N is the hardening exponent. Ob-

tained curve fit is given in Figure 3.5, with the following found model parameters:

σy = 1235 MPa

xa = 1.0146

E = 210000 MPa

N = 0.0592

(3.13)

The notched cylindrical bars with radii of ρ = 0.1 mm and ρ = 0.25 mm are modeled

in ABAQUS. Cohesive zone elements are manually inserted along the symmetry axis

of the geometry. Uniaxial tensile test simulations are performed with an engineering

strain rate of ε̇ = 8.3 × 10−7, s−1, as specified in the study. The diffusion-related

material properties for AISI 4135 are provided as a partial molar volume of V H =

2000,mm3/mol and a diffusion coefficient of D = 3.8× 10−5,mm2/s. The notched

cylindrical bars are precharged and tested under the same hydrogen environment, with

hydrogen concentration levels ranging from 0.08 to 2.2 wt ppm. Similarly, for the
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Figure 3.5: Fitted flow curve to the true stress-strain data obtained from [58]

simulations, the hydrogen concentration is assumed to be homogeneous throughout

the entire specimen, with an initial condition applied to all nodes in the finite element

domain. Since the specimens are exposed to ambient hydrogen at the same levels as

in the precharging process during the experiments, hydrogen concentration boundary

conditions are applied to the outermost surface nodes to replicate these experimental

conditions. Figure 3.6 shows the specimen geometry used in the experiments, along

with the 2D geometry and boundary and initial conditions of the simulated model, the

mesh used, and the deformed shape at the end of the simulation. The bar is discretized

using 16,541 four-node plane strain bulk elements and 100 four-node cohesive zone

elements.

Figure 3.8 presents a comparison between the results obtained using the proposed

framework, the experimental data from [58], and the numerical simulations from [39],

which models hydrogen-induced fracture through a phase field fracture framework.

The cohesive zone predictions show good agreement with the experimental data. As

the precharged hydrogen concentration increases, the cohesive strength in both the

normal and tangential directions degrades according to the computed hydrogen sur-

face coverage for each element, following the degradation law detailed in Subsection
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(a) Notched round bar specimen [58] (b) 2D geometry and boundary conditions

(c) 2D geometry and boundary conditions (d) Mesh

Figure 3.6: Schematic representation of the notched cylindrical bar (all dimensions

are given in mm)
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2.4.1:

σmax(θ)

σmax(0)
= 1− (1.0467)θ + (0.1687)θ2

τmax(θ)

τmax(0)
= 1− (1.0467)θ + (0.1687)θ2

(3.14)

Due to hydrogen’s tendency to migrate toward regions of high hydrostatic stress, the

crack tip becomes a significant attractor, drawing hydrogen from other areas of the

material. Figure 3.7 shows a snapshot of the hydrogen concentration just before crack

propagation begins for the specimen with ρ = 0.1 mm and an initial hydrogen con-

centration of C0 = 0.5 wt ppm. As illustrated, the hydrogen concentration near the

crack tip increases by approximately 30%, compared to the initial hydrogen con-

tent, leading to a reduction in material strength as captured by the presented coupled

framework.

Figure 3.7: Crack tip hydrogen concentration

Figure 3.8 clearly shows a significant reduction in material strength at low hydro-

gen concentrations. Beyond 1 wt ppm, the decrease in strength reaches saturation.

The presented results successfully capture this saturation trend based on the selected

degradation law for. However, some discrepancies are observed at the lower hydro-

gen concentrations at the start of the curve. This may be attributed to the presence of

other hydrogen-induced failure mechanisms in the actual experiments, as the current

model is limited to simulating only the HEDE mechanism.
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Figure 3.8: Comparison of the obtained numerical results with the experimental re-

sults provided in [58] and numerical results provided in [39]

Overall, the presented framework successfully captures the experimental trends for

specimens with different notch radii, corresponding to two distinct stress concen-

tration factors. It outperforms the phase field fracture simulation results from the

literature, particularly in its accurate prediction of the saturation region of the curve.

The results could be further improved by fine-tuning the hydrogen embrittlement law,

adjusting the constant parameters in Equation 3.14 to better match the experimental

data.

3.3 Polycrystalline RVE Simulations

This section presents the numerical findings from the polycrystalline RVE simula-

tions. As previously mentioned, the RVEs are generated using the Voronoi tessella-

tion algorithm. It should be noted that since the deformation-diffusion-failure coupled

framework is implemented for both two-dimensional linear quadrilateral and three-

dimensional linear brick elements, the generated microstructures have been meshed
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using linear brick elements (C3D8). Consequently, this leads to a zigzag represen-

tation of the grain boundaries as can be seen in Figure 3.9, which is less realistic

compared to actual grain structures. However, by employing a relatively fine mesh,

efforts are made to capture the grain boundaries with sufficient accuracy. There may

still be an effect on the intergranular decohesion mechanisms due to the resolved

shape of the grain boundaries. However, the mixed-mode cohesive zone framework

mitigates this issue. The PPR cohesive zone formulation separately defines the nor-

mal and tangential separations using a mixed-mode traction-separation law, allowing

for the capture of decohesion in both directions based on the computed traction acting

on the cohesive interface elements. This approach allows for the prediction of com-

plex crack paths that propagate not only in the normal direction but also tangentially,

effectively reducing the impact of the jagged grain boundary representation.

(a) Front meshed view, 50 Grains

(b) Front meshed view, 350 Grains

Figure 3.9: Mesh used for the 50-grain and 350-grain polycrystals
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Two types of microstructures are generated, one with 50 grains and the other with 350

grains. First, simulations are conducted using the local crystal plasticity framework

as detailed in Subsection 2.1.1. Subsequently, the simulations are repeated with the

strain gradient crystal plasticity model, whose details are given in Subsection 2.1.2

to demonstrate and compare the size effect and nonlocal behavior on the 50-grain

polycrystalline RVE. The results are discussed in terms of microstructural and size-

dependent effects to provide insights into the micromechanical processes underlying

the macroscopic phenomenon of hydrogen embrittlement.

3.3.1 Model and Material Parameters

This subsection outlines the material parameters applied in all the crystal plasticity

and strain gradient crystal plasticity simulations, along with the cohesive zone model

parameters for intergranular failure and the diffusion-related parameters for the stress-

assisted hydrogen transport model.

The crystal plasticity parameters used for the material in this study are adopted from

the author’s previous work [117] and are summarized in Table 3.1.

Table 3.1: Crystal plasticity material parameters

Slip System gs (MPa) g0 (MPa) h0 (MPa)

{112}⟨111⟩ 252 98 475

The cohesive zone model parameters are chosen to effectively capture the microstruc-

tural effects on hydrogen-induced failure, particularly by accounting for the critical

and final crack widths in both tangential and normal separations. It is important to

note that the chosen parameter set is not uniquely tailored to a specific material but is

selected to provide results that allow for qualitative discussion of the findings in the

presented examples. Selected parameter set is summarized in Table 3.2

Diffusion-related material parameters are taken from the literature [39], and summa-

rized in Table 3.3.

For the polycrystalline RVE simulations, the embrittlement law is chosen to de-
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Table 3.2: Cohesive zone model parameters

σmax (MPa) τmax (MPa) ϕn (N/mm) ϕt (N/mm) α β λn λt

300 105 10 10 4.46 2.74 0.01 0.02

Table 3.3: Diffusion-related parameters

D (mm2/s) T (K) V H (mm3/s) R (Nmm/molK)

0.0127 300 2000 8314.5

grade the cohesive energy rather than the cohesive strength, as reducing the cohesive

strength tends to overestimate crack propagation due to the cohesive model’s sen-

sitivity to this parameter. By degrading the cohesive energy instead, the impact of

hydrogen content on the results becomes more pronounced.

ϕn(θ)

ϕn(0)
= 1− (0.89)θ

ϕt(θ)

ϕt(0)
= 1− (0.89)θ

(3.15)

3.3.2 50 Grain Polycrystalline RVE Simulations

50-grain polycrystalline RVE, as shown in Figure 3.10 with 10368 bulk C3D8T and

1984 cohesive COH3D8 elements, is generated and simulated using two approaches:

first, employing the local crystal plasticity constitutive model, and second, utilizing

the nonlocal strain gradient crystal plasticity framework. Both methods are coupled

with the stress-driven hydrogen diffusion problem and intergranular failure mecha-

nism. Simulations are first performed without hydrogen, followed by two precharged

hydrogen concentration values of C0 = 0.5 wt ppm and C0 = 1.0 wt ppm. These

values are defined as initial conditions in ABAQUS, assuming a homogeneous hydro-

gen distribution within the microscopic specimens. To replicate typical experimental

conditions, where tests are often conducted in an aqueous solution with ambient hy-

drogen concentration matching the precharged value, a boundary condition is applied

to the outer nodes, setting the hydrogen concentration equal to the respective initial

condition.

55



(a) Front view, 50-Grain RVE

(b) Isometric view with mesh, 50-Grain RVE (c) Inserted cohesive zone elements

Figure 3.10: Visualization of 50-Grain RVE

Results from both the local and nonlocal crystal plasticity simulations are presented

and compared to gain insights into the microstructural effects under the influence

of hydrogen. The boundary conditions, detailed in Subsection 3.1.3, are applied. A

relatively long simulation time of tfinal = 107 s is chosen to allow hydrogen to diffuse

into the fracture process zone during the deformation.

Figure 3.11 presents the true stress—strain curves along with the Von Mises stress

contours from the local crystal plasticity simulations for three different initial hydro-
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(a) True stress-strain curves

(b) C0 = 0 wt ppm (c) C0 = 0.5 wt ppm

(d) C0 = 1.0 wt ppm

Figure 3.11: True stress-strain curves and Von Mises stress contour plots at the final

state of each CPFEM simulation.
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gen concentrations. As expected, the introduction of precharged hydrogen signifi-

cantly weakens the material, resulting in a notable reduction in ultimate stress values.

Upon examining the final simulation states with increasing hydrogen content, it is

observed that while crack propagation slightly alters in the upper region, crossing

two grains, the remainder of the crack path remains largely unaffected. Moreover,

in the simulation without hydrogen, no degradation affects intergranular decohesion,

allowing stress concentration regions to form along the grain boundaries, away from

the propagated crack. However, in the hydrogen-influenced cases, the cohesive en-

ergy is reduced, and the material has already undergone a reloading phase, leading to

minimal stress concentration due to the onset of micro-separations.

Simulations are subsequently conducted using the strain gradient crystal plasticity

constitutive model to examine size effects. A relatively large internal length scale

parameter, l = 1 mm, is chosen to amplify the influence of size effects and make the

differences between the local and nonlocal formulations more pronounced. For de-

tails on the internal length scale parameter formulation, please refer to Section 2.1.2.

Figure 3.12 presents the true stress-—strain curves along with the Von Mises stress

contours from the strain gradient crystal plasticity simulations for three different ini-

tial hydrogen concentrations.

The same trend of a significant decrease in ultimate strength is observed here as well.

However, with the inclusion of hardening effects due to GNDs, the ultimate stress val-

ues for each hydrogen concentration are higher. The primary distinction between the

local and nonlocal formulations becomes evident when examining the crack prop-

agation paths in the final deformed state of the material. In the local formulation,

apart from a slight variation, the crack propagation path remains largely consistent,

even with increasing hydrogen content. In contrast, with the nonlocal formulation,

the crack path differs significantly between the no-hydrogen case and the case with a

hydrogen concentration of C0 = 1.0 wt ppm.

To assess the influence of the non-local framework, the following contour plots dis-

play the results from both crystal plasticity and strain gradient plasticity simulations

under identical hydrogen content. Each plot is taken at the ultimate stress point of

the respective simulation. Figure 3.13a shows the hydrostatic stress distribution for
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(a) True stress-strain curves

(b) C0 = 0 wt ppm (c) C0 = 0.5 wt ppm

(d) C0 = 1.0 wt ppm

Figure 3.12: True stress-strain curves and Von Mises stress contour plots at the final

state of each SGCPFEM simulation with l = 1 mm
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simulations with C0 = 0.5 wt ppm, comparing the local and non-local approaches.

The figure indicates that the introduction of hardening due to GNDs significantly in-

creases the positive hydrostatic stress, particularly along the grain boundaries. This

increase in hydrostatic stress promotes greater hydrogen accumulation along the grain

boundaries and triple junction points, a phenomenon widely observed and discussed

in experimental studies.

Figure 3.13b shows the hydrogen concentration distribution for the C0 = 0.5 wt ppm

simulations. As noted earlier, the increase in hydrostatic stress, particularly near grain

boundaries and triple junctions, leads to higher hydrogen accumulation in those areas.

These findings align with experimental observations, suggesting that strain gradient

formulations could enhance the modelling of hydrogen transport in regions prone to

higher hydrogen concentrations, as well as improve the prediction of intergranular

failure in areas where failure is expected due to the HEDE mechanism.

Figures 3.14a and 3.14b show the hydrostatic stress and hydrogen concentration dis-

tributions, respectively, for the C0 = 1.0 wt ppm simulations. Similar trends are

observed with the increased level of precharged hydrogen, but this time the rise in hy-

drostatic stress and concentrated hydrogen around the grain boundaries is even more

pronounced. By comparing Figures 3.11d and 3.12d, it is clear that the crack path

has significantly altered. This can be explained by the intensified stress concentra-

tion effects when utilizing the strain gradient plasticity formulation, especially as the

hydrogen content increases. Consequently, the crack path deviates more noticeably.

Once verified with experimental data and after determining the strain gradient formu-

lation’s material parameters, the nonlocal framework appears to provide more realistic

results by capturing the shifts in the crack path as the hydrogen content increases.

For both precharged hydrogen concentration cases, it is important to note that the

loading history and the initiation of separations influence the hydrogen concentration

distribution and the hydrogen-induced intergranular crack propagation. Simply exam-

ining the snapshots at the ultimate stress point does not necessarily indicate that the

regions with higher hydrogen concentration will host crack propagation. Other areas

may have already experienced higher hydrogen concentration earlier in the loading

process, and as cohesive zone elements begin to separate, both the stress (including
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(a) Hydrostatic Stress Distribution

(b) Hydrogen Concentration Distribution

Figure 3.13: Results for precharged hydrogen concentration of C0 = 0.5 wt ppm.

Left: CPFEM Results, Right: SGCPFEM Results

hydrostatic stress) and the hydrogen concentration values tend to decrease. These

snapshots are selected to qualitatively assess the impact of nonlocal effects, par-

ticularly the increased hydrostatic stress and hydrogen concentration near the grain

boundaries, and to highlight the potential benefits of incorporating strain gradient

formulations.

To discuss the accumulation of GNDs in the nonlocal crystal plasticity formulations,

Figure 3.15 is presented. As with the hydrostatic stress and hydrogen concentration

contour plots, these snapshots are taken at the point where the stress reaches its ul-

timate strength in each case. It is evident that the highest accumulation of GNDs

occurs in the simulation without hydrogen content, while the effect of GNDs dimin-
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(a) Hydrostatic Stress Distribution

(b) Hydrogen Concentration Distribution

Figure 3.14: Results for precharged hydrogen concentration of C0 = 1.0 wt ppm.

Left: CPFEM Results, Right: SGCPFEM Results

ishes as the precharged hydrogen concentration increases. This can be attributed to

the competing mechanisms of intergranular decohesion and hardening, particularly

around the grain boundaries. As the hydrogen-induced cohesive zone formulation

reduces cohesive energy in regions of concentrated hydrostatic stress, decohesion oc-

curs more readily, leading to unloading and a decrease in GND accumulation in those

areas. Consequently, as the hydrogen content increases, the GND concentrations de-

crease.

Lastly, to investigate the grain size effect in the 50-grain RVE simulations, the model

is scaled by a factor of 10 by modifying the nodal coordinates, and the simulations

are rerun with the constant internal length scale parameter of l = 1 mm. Since crystal
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(a) C0 = 0 wt ppm

(b) C0 = 0.5 wt ppm (c) C0 = 1.0 wt ppm

Figure 3.15: Accumulation of GNDs, SGCPFEM simulations with l = 1 mm

plasticity is a local framework, simply changing the average grain diameter by scal-

ing the coordinates produces identical results. However, according to the well-known

Hall-Petch effect, a material’s yield strength increases as grain size decreases, as grain

boundaries act as barriers to dislocation movement, making deformation more diffi-

cult and thus increasing material strength. Nonlocal plasticity models can capture this

phenomenon through the introduction of an internal length scale parameter. In this

study, the strain gradient crystal plasticity formulation is applied to assess the impact

of grain size changes on hydrogen-induced failure.

Figure 3.16 presents the true stress–strain curves from simulations with two different

average grain diameters, 0.124 mm and 1.240 mm, under three precharged hydrogen

concentration values: 0, 0.5, and 1.0 wt ppm. As demonstrated, the Hall-Petch effect

is evident, with the ultimate strength of the simulations with larger grain diameters
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being significantly lower than those with smaller grain diameters.
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Figure 3.16: Size effect on true stress-strain curves

Figure 3.17 displays the Von Mises stress contours at the final converged state for each

simulation, allowing for a comparison of the propagated intergranular crack paths.

The variation in average grain size notably impacts the crack propagation paths for

each precharged hydrogen concentration, further supporting the use of strain gradient

crystal plasticity for micromechanical modelling of hydrogen-induced failure. These

findings qualitatively align with literature that emphasizes the influence of grain size

on both crack propagation and the shift in the dominant physical failure mechanisms.

Interestingly, as the average grain size increases, the crack propagation path shows

little change despite the rise in hydrogen content. In contrast, for smaller grain di-

ameters, the crack propagation pattern shifts significantly with increasing hydrogen

concentration. This suggests that while ambient hydrogen does not fundamentally

alter the primary intergranular failure mechanism, larger grain sizes cause the mi-

crostructure itself to play a more dominant role in governing the failure process.
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(a) C0 = 0 wt ppm,Avg. GD=0.124 mm (b) C0 = 0 wt ppm,Avg. GD=1.240 mm

(c) C0 = 0.5 wt ppm,Avg. GD=0.124 mm (d) C0 = 0.5 wt ppm,Avg. GD=1.240 mm

(e) C0 = 1.0 wt ppm,Avg. GD=0.124 mm (f) C0 = 1.0 wt ppm, Avg. GD=1.240 mm

Figure 3.17: Comparison of Von Mises stress contour plots at the final state of each

SGCPFEM simulation with l = 1 mm

Figures 3.18a and 3.18b present the hydrostatic stress and hydrogen concentration

contours for a hydrogen content of C0 = 0.5 wt ppm, taken at the ultimate stress point

of each simulation. In Figure 3.18a, the simulations with smaller grain sizes clearly
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show a higher concentration of hydrostatic stress compared to those with larger grain

sizes. This leads to more localized hydrogen concentration in the smaller grain size

simulations. These findings suggest that as grain size decreases, the material becomes

more susceptible to hydrogen-induced failure, as the localized hydrogen concentra-

tions increase significantly compared to the larger grain size cases.

(a) Hydrostatic Stress Distribution

(b) Hydrogen Concentration Distribution

Figure 3.18: Results for precharged hydrogen concentration of C0 = 0.5 wt ppm.

Left: Avg. GD=0.124 mm Results, Right: Avg. GD=1.240 mm Results

Similarly, Figures 3.19a and 3.19b display the hydrostatic stress and hydrogen con-

centration contours for a precharged hydrogen content of C0 = 1.0 wt ppm. The

trends observed in the C0 = 0.5 wt ppm simulations persist here as well. However,

with the higher hydrogen concentration, the reduction in cohesive energy becomes
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more pronounced. In the smaller grain microstructure, the increased localized stress

values lead to greater hydrogen accumulation, triggering micro-separations and caus-

ing unloading and subsequent dispersion of hydrogen in the regions experiencing

decohesion. Consequently, certain areas in the larger grain microstructure exhibit

higher local hydrogen concentrations.

(a) Hydrostatic Stress Distribution

(b) Hydrogen Concentration Distribution

Figure 3.19: Results for precharged hydrogen concentration of C0 = 1.0 wt ppm.

Left: Avg. GD=0.124 mm Results, Right: Avg. GD=1.240 mm Results

3.3.3 350 Grain Polycrystalline RVE Simulations

350-grain polycrystalline RVE, as shown in Figure 3.20 with 19602 bulk C3D8T and

8310 cohesive COH3D8 elements, is generated and simulated using two same two
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approach as in 50-grain simulations. The primary objective is to assess the influence

of grain number on the micromechanical modelling of hydrogen-induced failure. It

is important to note that the simulations presented in this section are conducted only

at a precharged hydrogen concentration of C0 = 0.5 wt ppm.

(a) Front view, 350-Grain RVE

(b) Isometric view with mesh, 350-Grain RVE (c) Inserted cohesive zone elements

Figure 3.20: Visualization of 350-Grain RVE

To assess the effect of grain count using both local and nonlocal crystal plasticity

formulations, the true stress–strain curves from both approaches are shown in Figure

3.21a. From Figures 3.21b and 3.21c, it is clear that the crack path changes with

the introduction of nonlocal effects, underscoring the importance of incorporating
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(a) True stress—strain curves for 50 and 350 grain RVEs. Dashed lines represent SGCPFEM simula-

tions with l = 1 mm, while solid lines represent CPFEM simulations

(b) CPFEM simulation (c) SGCPFEM simulation

Figure 3.21: True stress-strain curves and Von Mises stress contour plots at the final

state of each SGCPFEM simulation with l = 1 mm

nonlocality into constitutive modelling. The nearly identical flow curves in the local

crystal plasticity results of 50 and 350 grain RVE simulations in Figure 3.21a indicate

that increasing the number of grains, and thus reducing the average grain size, has no
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significant impact on the hardening and failure response in the local framework, as

expected. However, with the strain gradient crystal plasticity model, the Hall-Petch

effect becomes apparent, as the dashed lines diverge considerably, especially during

the hardening phase, indicating a significant size effect.

Figures 3.22b and 3.22c present the distributions of Von Mises stress, hydrostatic

stress, and hydrogen concentration at the point of ultimate strength for each simula-

tion. In comparison to the low-grain simulations, the introduction of size effects in

the model is less pronounced in the 350-grain simulations, although the observed

trends—such as increased stress and hydrogen concentration with strain gradient

crystal plasticity—remain consistent. This suggests that when conducting microme-

chanical modelling of hydrogen-induced failure, it is essential to study and account

for the number of grains in the model to ensure that the observed micromechanical

effects and trends remain consistent across different grain counts.
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(a) Von Mises Stress Distribution

(b) Hydrostatic Stress Distribution

(c) Hydrogen Concentration Distribution

Figure 3.22: Results for precharged hydrogen concentration of C0 = 0.5 wt ppm.

Left: CPFEM Results, Right: SGCPFEM Results
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CHAPTER 4

CONCLUSIONS

This thesis integrates a potential-based mixed-mode cohesive zone model with a

stress-driven hydrogen transport model and implements constitutive laws including

von Mises plasticity, crystal plasticity, and strain gradient crystal plasticity within the

commercial finite element software ABAQUS.

The coupled framework is applied to both 2D and 3D simulations. While validation

is performed using two-dimensional macroscopic notched specimens, the primary

findings are derived from three-dimensional polycrystalline microstructure simula-

tions. Polycrystalline microstructures are generated through a Voronoi tessellation

algorithm, varying the grain size and number of grains. Extensive preprocessing is

conducted using several in-house scripts on the input files for polycrystalline struc-

tures. First, the grain boundary interfaces are identified to insert cohesive zone el-

ements. Next, contact surfaces are defined to enable hydrogen transport between

neighboring grains, bypassing the cohesive zone elements at the interfaces.

The effect of microstructure on the material’s homogenized macroscopic response is

assessed by comparing the results from crystal plasticity finite element simulations.

This comparison includes both macroscopic stress-strain curves and microscopic in-

sights, such as regions of hydrogen accumulation and areas of localized stress and

strain concentrations.

Following this, strain gradient crystal plasticity simulations are performed to inves-

tigate the nonlocal effects on the failure of polycrystalline structures influenced by

hydrogen. As emphasized in the literature, GNDs have a significant impact on stress

concentration regions, particularly around the crack tip, a finding that is further val-
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idated by the numerical results presented in this thesis. Incorporating strain gradient

effects into the crystal plasticity model is shown to significantly increase stress con-

centrations at grain boundaries, crack tips, and fracture process zones. This, in turn,

results in higher hydrogen concentrations in these regions, strongly affecting the fail-

ure mechanism by even altering the crack paths.

The study also examines the grain size effect, showing that, due to the well-known

Hall-Petch effect, smaller-sized grain specimens are more prone to hydrogen accu-

mulation near grain boundaries and triple junction points. This is driven by increased

localized stress and strain, suggesting that nonlocal plasticity formulations, which can

capture size effects, are crucial for micromechanical modeling of hydrogen-induced

failure.

Overall, the proposed framework for modeling the hydrogen-enhanced decohesion

mechanism through intergranular failure, using a hydrogen-informed cohesive zone

model, shows strong potential based on qualitative comparisons with findings from

the literature. While further validation against micromechanical experiments is neces-

sary, the results are promising and indicate that the framework effectively captures key

features involved in hydrogen-induced failure. Future work should focus on incorpo-

rating more realistic microstructures, extending the coupled formulation to tetrahedral

finite elements for improved microstructural accuracy, and further exploring the ef-

fects of hydrogen degradation laws. Additionally, incorporating hydrogen-sensitive

constitutive laws to account for hydrogen’s effect on plasticity, and thus attempting to

model the combined impact of hydrogen-enhanced localized plasticity failure mecha-

nisms alongside the studied hydrogen-enhanced decohesion mechanism on microme-

chanical modeling, is a crucial direction for future research.
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