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In late 1994 when the Mexican financial crisis occurred, many emerging 

economies experienced negative returns. For instance, Latin American markets, 

Hong Kong, Singapore, Korea and Thailand all showed stock price declines of 

15% to 30%. Similarly, the Asian Crisis of 1997, the Russian Crisis of 1998, and 

the Brazilian Crisis of 1999 have all brought about significant negative returns in 

many seemingly unrelated emerging markets. Based on these figures, it was found 

worthwhile to study the spread of financial crises among international stock 

exchanges, in a quest to reach clues on ‘contagious volatility’. 



 v 

This study aims to analyze the nature and spread of international financial 

crises. Remaining within its scope, the study on contagion of volatility studied 72 

positive and negative events and reached the conclusion that markets move 

together in times of crisis, with outstanding increases in their correlations. This 

finding shows that the benefits of international diversification are reduced because 

of increasing correlations among markets during events. Another striking finding 

was that, though at a lesser extent, the same co-movement was observed with 

upturns in markets. It was also observed that volatility tends to be higher within 

periods of negative and positive events analyzed in the study.        

As country groups that move together in crisis periods were analyzed, it 

seemed that economic and trade linkages were an influencing factor in their 

behavior. In the light of these findings, the possible mechanisms of the spread of 

contagion and policies that could be implemented to withstand it were discussed.                                                                                                                             
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�����VRQODUÕQGD�0HNVLND�NUL]L�RUWD\D�oÕNWÕ÷ÕQGD�JHOLúPHNWH�RODQ�ELUoRN�
ekonomide de negatif getirilerin oUWD\D� oÕNWÕ÷Õ  görüldü.  Latin Amerika 

piyDVDODUÕnda, Hong Kong, Singapur, Kore ve Tayland’da 15% - 30% araVÕQGD�
G�ú�úOHU�J|]OHQGL��%HQ]HU�úHNLOGH  1997 Asya krizi, 1998 Rusya krizi, ve 1999 

%UH]LO\D�NUL]L�J|U�Q�úWH�NHQGLOHULQH�ED÷ODQWÕVÕ�ROPD\DQ�ELU� oRN�SL\DVDGD�HNVL�
JHWLULOHULQ�RUWD\D�oÕNPDVÕQÕ�V D÷ODGÕ��%X�YHULOHUH�GD\DQDUDN�XOXVODUDUDVÕ�ERUVDODUGD�
µEXODúÕFÕ� GH÷LúNHQOLN¶� �]HULQH� LSXoODUÕQD� XODúPDN� �]HUH� ILQDQVDO� NUL]OHULQ�
\D\ÕOÕPÕQÕ�LQFHOHPHN�oHNLFL�ELU�DUDúWÕUPD�DODQÕ�RODUDN�J|U�OG��  
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%X�oDOÕúPDQÕQ�DPDFÕ�XOXVODUDUDVÕ�ILQDQVDO�NUL]OHULQ�GR÷DVÕQÕ�YH �\D\ÕOÕPÕQÕ�
LQFHOHPHNWLU��.HQGL�NDSVDPÕ�LoLQGH�NDODUDN��oDOÕúPD����SR]LWLI�YH�QHJDWL f�ROD\Õ�
LQFHOHGL��6RQXoWD�NUL]�G|QHPOHULQGH�SL\DVDODUÕQ�NRUHODV\RQODUÕQGD�ND\GD�GH÷HU�
DUWÕúODU�J|U�OG�÷�Q��YH�EHUDEHU�KDUHNHW�HWWLNOHULQL�WHVSLW�HWWL��  

Bu bulgu uluslararasÕ� oHúLWOHQGLUPHQLQ� HQ� LKWL\Do� GX\XODQ� DQGD�� \DQL�
piyasaODUGDNL�NHVNLQ�G�ú�úOHUGH�|QHPLQL�ND\EHWWL÷LQL�YH�\DWÕUÕPFÕODUÕ�WDP�RODUDN�
NRUX\DPDGÕ÷ÕQÕ� J|VWHULU��*|]H� oDUSDQ� | nHPOL� EDúND� ELU� EXOJX� LVH� SL\DVDODUGD�
EHQ]HU� ELU� LOLúNLQLQ� DUWÕú� G|QHPOHULQGH� GH� L]OHQPH VL\GL�� $\UÕFD� GH÷LúNHQOL÷LQ�
oDOÕúPDGD� LQFHOHQHQ� SR]LWLI� YH� QHJDWL f olaylar için GH� GDKD� \�NVHN� ROGX÷X�
gözlendi. 

�øQFHOHQHQ� ROD\ODUGD� EHUDEHU� KDUHNHW� HWPH\H� PH\LOOL� �ONH� JUXSODUÕ�
LQFHOHQGL÷LQGH�HNRQRPLN�YH�WLFDUL�ED÷ODQWÕODUÕQ�GDYUDQÕúODUÕQGD  etkili bir faktör 

ROGX÷X� J|U�OG��� %X� EXOJXODUÕQ� ÕúÕ÷ÕQGD� GH÷LúNHQOL÷LQ� \D\ÕOÕPÕQÕQ� RODVÕ�
PHNDQL]PDODUÕ�YH�EXQD�NDUúÕ�X\JXODQDELOHFHN�|QOHPOHU�WDUWÕúÕOGÕ�  
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CHAPTER 1 

 

 

INTRODUCTION 

 

 

 

This paper analyzes the contagion of volatility in international stock 

markets, with its mechanisms and effects. Correlations of international stock 

markets are known to vary significantly over time. It has been observed that some 

major events, so called “crises” that originated in one country or region have led 

to effects in seemingly unrelated markets around the world. Numerous studies 

dealing with international markets have stated that as markets get more integrated, 

correlations have increased, reducing the benefits of international diversification. 

Furthermore, it has been claimed that the correlations rise and provide the least 

benefit when it is needed the most. Since investing internationally greatly depends 

on the diversification of portfolios to reduce market risk, the amount of benefits 

we can get from diversification during a crisis largely depends on the correlations 

of markets. This thesis aims to examine returns of markets around the world for 

evidence supporting or contradicting these views stated above.  
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Diversification benefits to global investing are not constant; as the world 

economies get economically and financially integrated further, they get even 

lower. A widely held belief is that as emerging markets become increasingly 

linked to the global market, investors are faced with a larger opportunity set of 

investments. This is believed to produce valuable diversification opportunities that 

may be slightly reduced by the emerging markets’ increasing correlation with the 

rest of the world. Therefore, it is possible to analyze diversification benefits in 

two separate parts: one part of the benefit is the result of the changes in the 

average correlation of markets, and the other is the result of the changes in the 

size of the investment opportunity set. In the last two decades, the opportunity set 

expanded significantly, and the benefits to diversification improved with the 

appearance of marginal markets. Marginal markets are the “emerging economies” 

that investors can invest in the global market. In certain other periods, such as the 

two decades following World War II, risk reduction could be expected to follow 

low correlations among the major national markets. Therefore, one can deduce 

that periods of globalization provide international investors with both benefits and 

drawbacks. They expand the set of opportunities, which gives increasing emphasis 

on investment in emerging markets, but can decrease the success of a portfolio 

because of increasing correlations among markets. 

The correlation structure between international financial assets must be 

clearly understood in order to optimize portfolios and manage the risk properly. 

Recent literature on the correlation of international equity returns has concentrated 

mainly on the proposal that international financial markets are more highly 
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correlated around extreme movements. This implies a decrease in the benefits 

from portfolio diversification because extreme returns can be expected to take 

place with greater simultaneity. Here, an implication of stock market correlation 

comes out as Murphy's Law of Diversification: the benefits that international 

diversification is supposed to provide are least available when they are most 

needed, that is, during turbulent periods in international stock markets. 

This present study suggests that because of the ongoing globalization, 

integration of economies, and investors’ desire to extract signals of the valuation 

of stocks from other markets, stock market movements are transmitted from one 

market to another, especially during a crisis. And therefore, stock market volatility 

is contagious.  

 

1.1 Importance of Stock Exchanges for Economic Growth 

Stock exchanges support economic growth in various ways. For instance, 

they increase liquidity of financial assets, make risk diversification easier for 

investors, and last but not least, force corporate managers to work harder for 

shareholders interests directing more savings to corporations. 

Levine (1991), Benchivenga, Smith and Starr (1996) emphasize the 

positive role of liquidity provided by stock exchanges on the size of new real asset 

investments through common stock financing. Investors are more inclined to 

invest in common stocks when they feel confident of their marketability in stock 

exchanges. Consequently, these factors motivate corporations to go public to 

finance their investment in capital goods.  
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Stock markets are also places where corporate control mechanisms are at 

work. Companies struggle to maximize shareholders wealth because the economic 

performance of a corporation is measured by its stocks. In a market economy, the 

relationship between corporate profits and economic growth is significant. Stock 

exchanges also increase the amount of savings directed to the corporate sector 

(Greenwood and Jovanovich 1990). 

Opportunities for decreasing risk through global diversification make high 

risk high return domestic and international projects feasible, and help allocate 

savings between investment opportunities more efficiently. 

Stock prices determined in exchanges and other publicly available 

information help investors make better investment decisions. In efficient capital 

markets prices reflect all available information, and this reduces the need for any 

effort to reach additional information. This allows a better and more efficient 

allocation of funds among corporations and a higher rate of economic growth.  

   

1.2 What is a Financial Crisis? 

The fluctuations in stock markets may arise from two main sources: The 

global and the national. Those based on national reasons are expected to have 

limited effects on other markets (unless in concern is a large-scale economy), but 

impacting global shocks (such as the September 11th, oil crisis and wars) have 

substantial effects on all money markets. As the World economy gets more and 

more globalized, World factors tend to have more significant effects and deeper 

influences on volatility. 
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The literature about models of financial crisis can be divided into two 

generations: of the fundamentals based first generation, Krugman (1979) was a 

pioneering study on balance of payments crises and speculative attacks. Early 

examples of this stream (Krugman 1979, Flood and Garber 1984) worked on the 

unsustainability of a fixed currency peg. This was the result of a conflict that 

occurred between money creation necessary to finance a budget deficit and the 

maintenance of the peg to defend the currency. Realizing this, rational agents will 

start a speculative attack of the exchange rate, which triggers an adjustment of the 

exchange rate. Later models (Flood, Garber and Kramer 1996, Flood and Madrion 

1996) carry the analysis further and include cases where monetary authorities are 

non-passive and uncertainties exist. However, these models were based on the 

existence of weaknesses in macroeconomic factors, and they failed to consider the 

existence and effects of contagion.  

The second-generation models of financial crises claimed the existence of 

multiple equilibriums to explain currency and banking crises (Obstfeld 1986, 

1994). They suggested that crises could be explained by a movement from one 

equilibrium towards another through changes in government behavior. These 

shifts were often initiated by incompatibilities between the expectations of agents 

and government signals or incentives. Second generation models also suggested 

herd behavior as a cause of currency and financial crises.  
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1.3 What is Contagion? 

Literature has several prevailing definitions of contagion. In this section, 

five such definitions will be stated that match with the scope and purposes of the 

study. Then, the most eligible one to be used in the rest of this study will be 

selected.  

Definition 1: The World Bank has described contagion with three sub-

definitions: one broad, another more restrictive, and the last very restrictive. 

(World Bank 2000) 

In the broad definition, contagion is defined as the cross-country 

transmission of shocks or any general cross-country spillover effect, whether real 

or financial. Contagion can then occur both during calm and crisis periods; in this 

part of the definition, contagion does not have to be related to crises. 

A more restrictive definition of contagion is that it is the transmission of 

shocks to other countries, or significant cross-country correlations that exist 

beyond fundamental links between countries. This definition is usually referred to 

as excess co-movement, and is commonly explained by herd behavior. 

The most restrictive definition of contagion is that it occurs when cross-

country correlations increase during crisis periods relative to correlations during 

the tranquil period. However, this definition is rather exclusive; it is based on the 

possibility of a strong statistical relationship that might not be related to any 

underlying economic theory. 

Rutsch and Westerfeld (2001) present the following definitions of 

contagion: 
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Definition 2: Contagion is a significant increase in the probability of a crisis in 

one country; conditional on a crisis occurring in another country. 

This definition is usually associated with empirical studies of the 

international implications of exchange rate collapses. It is based on the 

observation that exchange rate crises tend to involve large sets of countries. 

Nevertheless, some of the countries in the sets may manage to avoid devaluation 

despite being hit by strong waves of speculative pressure. This definition is 

consistent with many different views about the international transmission 

mechanism. It does not specify which factors underlie the initial crisis and its 

spread. For instance, a crisis may be systemic, in the sense that devaluations are 

an equilibrium outcome of a policy game among national governments, facing a 

shock to fundamentals. Such devaluations would nonetheless be referred to as 

contagious. 

Definition 3: Contagion occurs when volatility spills over from the crisis country 

to the financial markets of other countries.  

An outstanding fact in international financial markets is the rise in asset 

price volatility during periods of financial turmoil. This definition is based on the 

fact that crises can be identified with peaks in volatility. It measures contagion as 

volatility spillovers from one market to another. Asset price volatility is generally 

considered a good approximation of market uncertainty. As an outcome of this 

definition, contagion refers to the spread of uncertainty across international 

financial markets. A simultaneous rise in volatility in different markets might be a 
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result of normal interdependence between these markets or of some structural 

change affecting cross-market relationships. 

 

Definition 4: Contagion is a significant increase in co-movements of prices and 

quantities across markets, conditional on a crisis occurring in one market or group 

of markets. 

This definition conforms to what is commonly accepted as contagion, such 

as the spread of financial instability after the Hong Kong stock market crash in 

October 1997, or after the Russian crisis in the summer of 1998. By stressing the 

quantitative dimension as a ‘significant increase’, it expresses the notion that 

contagion is an ‘excessive co-movement’, relative to a standard. The remaining 

implication is to draw a distinction between excessive and normal co-movements 

in prices and quantities due to simple interdependence. 

 

Definition 5: Contagion occurs when co-movement cannot be explained by 

economic fundamentals. 

This definition of contagion is theoretically precise in the framework of 

models that allow for the possibility of multiple instantaneous equilibriums. If the 

spread of a crisis reflects an arbitrary switch from one equilibrium to another, 

economic fundamentals cannot explain its timing and modalities. The state of 

fundamentals may nonetheless explain why some countries are vulnerable to 

crises while other countries are not. For instance, if contagion spreads through 

liquidity crises, then a low level of international reserves relative to short term 
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total liabilities puts a country at risk. This definition also applies to situations 

where coordination problems among economic agents are not associated with 

arbitrary mechanisms of equilibrium selection.  

Introducing incomplete information, for instance, may rule out multiplicity 

of equilibriums in standard models of bank runs and currency crises. For given 

fundamentals, small differences in private information or in the degree of 

uncertainty of agents’ expectations can initiate significant changes in the behavior 

of economic agents. However, these events are more likely when economic 

fundamentals are weak. 

The literature includes different point of views relating to the transmission 

channels of contagion. Contagion could be transmitted through both real and 

financial channels. Some researchers have adopted the proposal that pure 

contagion is unrelated to the two transmission channels, and is only explained by 

shifts in market actors’ perceptions and attitudes toward risk. The se types can be 

referred to as interdependence or spillovers. 

Some other research has concisely defined contagion as “a significant 

increase in cross market linkages after a shock to an individual country or group 

of countries” (Dornbush, Park, Claessens 2000). This definition is appealing 

because it proposes that contagion occurs as a result of a shift in cross-market 

relationships. (Forbes, Rigobon 1999) This latest concise definition will be 

accepted throughout this paper as the definition of contagion.  
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1.4 Effects of Herd Behavior 

Although in standard frameworks trades among agents occur 

simultaneously, in recent years many models have examined the consequences of 

sequential trades. Suppose that agents take similar decisions (e.g., buy/sell, 

attack/do not attack, and withdraw/remain), choose sequentially, have private 

information, and can observe each other’s actions. Since any action reveals at 

least part of the information on which it is based, any early decision can be 

rationally exploited by other agents in their subsequent choices. In other words, 

any early action has a feedback effect on later decisions. Several models have 

shown that, in this environment, agents tend to ignore their own information and 

prefer to take decisions by relying on the previous actions of other agents. This 

can be referred to as herd behavior. In particular, agents will all select the same 

action after a certain threshold of observed actions and, in financial markets; they 

will cause discontinuities. 

Although there exist a lot of studies on herd behavior, few models have 

analyzed its connections with the international transmission of shocks. Calvo 

(1999) considers the high fixed costs necessary to gather information about 

emerging economies. Costs like these generate economies of scale, and motivates 

the financial industry to organize itself in clusters of specialists. Thus, it is 

possible to distinguish between informed and uninformed agents in a country of 

concern. Informed agents are likely to have highly leveraged portfolios; due to the 

precision of their information, they have more incentives to borrow in order to 

finance their investments and, therefore, are more vulnerable to margin calls. 
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When uninformed agents observe an informed agent selling (or not buying) an 

asset, they cannot be sure whether this action reflects negative information about 

the asset or is caused by margin calls. If fundamentals have a higher level of 

volatility than margin calls, they believe that this is because of a sudden 

worsening of the fundamentals. Uninformed agents may then react by imitating 

the behavior of informed agents and initiate a high capital outflow; however, this 

high capital movement cannot be explained on the basis of changes in economic 

fundamentals. 

In another paper, Calvo and Mendoza (1999) analyze the consequences of 

information costs. Obviously, when the cost of buying information is great, the 

incentive to rely on the freely observable decisions of other agents will be higher. 

As the number of markets increases, the incentive to gather costly country-

specific information decreases. Consequently, the incentive to imitate arbitrary 

market portfolios increases. In fact, when information is costly, the benchmark 

portfolio reflects an information set that is hardly accessible by a single investor. 

Therefore, investors do not update their costly information sets and rationally 

choose to imitate a pre-determined market portfolio. In this frame, agents’ 

behavior becomes very sensitive to rumors, due to the cost of verifying them. This 

tends to increase volatility in financial markets, enhancing the cross-border 

transmission of country-specific rumors. 
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1.5 The Role of Emerging Markets 

It has been generally accepted that emerging markets offer great 

opportunities for diversification because fluctuations of asset prices in emerging 

markets may be relatively uncorrelated with developed market portfolios. 

Probably based on this belief, 90’s were the years capital flows t o emerging 

markets saw steep increases. 

Harvey (1995) suggests that emerging markets have little sensitivity to five 

global risk factors (the world market equity return, return on a foreign currency 

index, change in the price of oil, growth in world industrial production, and the 

world inflation rate), which make them even more appealing to global investors. 

Barry, Peavy, and Rodriquez (1998) analyze the risk and return characteristics of 

emerging markets. They reach the conclusion that when compared with the U.S. 

stock market, these markets have not produced high average returns. Their results 

reveal that these markets produce diversification benefits when they are included 

in developed market portfolios.  

The diversification benefits can be analyzed into two parts: a component 

that is due to variation in the average correlation across markets, and a component 

that is due to the variation in the investment opportunity set. There are periods, 

like the last two decades, in which the opportunity set expands greatly, and the 

benefits to diversification are influenced by the existence of marginal markets. For 

other periods, such as the two decades following World War II, risk reduction is 

because of low correlations among the major national markets. From this, it can 

be inferred that periods of globalization have both benefits and drawbacks for 
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international investors. They expand the opportunity set, since investors have an 

increased number of emerging markets to invest into. On the other hand, they 

increase the average correlation across markets, sweeping away some of the 

diversification benefits.  

           On the contrary, there exists the belief that growing integration of capital 

markets around the world decreases the gains from diversification in time. In an 

emerging economy, a decrease in the cost of capital to world levels that’s 

relatively uncorrelated with the rest of the world would attract investors. The asset 

returns in such a country would be positive. Global money managers would make 

great profit out of the discovery of such a prospect. However, foreign investors 

could influence an even greater integration by considering emerging markets as 

one asset class, and increase the risk of contagion when it comes to extreme 

market movements.  

 In late 1994 when the Mexican financial crisis occurred, many emerging 

economies experienced negative returns. For instance, Latin American markets, 

Hong Kong, Singapore, Korea and Thailand all showed stock price declines of 

15% to 30%. Similarly, the Asian Crisis of 1997, the Russian Crisis of 1998, and 

the Brazilian Crisis of 1999 have all brought about significant negative returns in 

many seemingly unrelated emerging markets. Based on this data, it is evident that 

globalization is slowly eroding away the benefits investors can get by diversifying 

their portfolios to include emerging economies. 
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1.6 The Implications of this Paper 

The findings of this paper may influence investors with globally 

diversified portfolios. The degree of the effect of cross-country correlations 

especially during crises will have to be considered carefully in the selection of 

markets to use in diversifying a portfolio. Furthermore, the investors will be able 

to respond quicker if signs of a global shock show themselves in one of the 

markets, moving their portfolio to safer positions.  

Another consequence of the proposal is that certain countries showing 

economic integration would tend to have high correlations among their stock 

markets. Moving from this, the proposal suggests certain subgroups of countries, 

which hold similar correlation figures among themselves due to regional or 

economic factors, can be put into risk groups. In this scene, it is clear that 

international diversification of portfolios will be more beneficial if diversification 

of portfolios is done among countries in different risk groups. 

The research will also reveal the extent which economies of certain 

countries are related to one another. Furthermore, the mechanisms of the spread of 

volatility will reveal important clues on stock investors’ behaviors in different 

countries, opening way to healthier projections for the future in stock markets. 
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CHAPTER 2 

 

 

LITERATURE REVIEW 

 

 

 

In this section, previous studies on contagion among stock markets are 

reviewed. The cited articles deserve special attention for their valuable 

contributions and detailed analysis of the subject in concern.  

A careful analysis reveals two main kinds of trends that can be 

distinguished in the literature. The first trend considers empirical analyses that 

attempt to measure the effect of a shock in one country on other countries. This 

group includes: i- probit and logit models, where the initial shock is an extreme 

value of an indicator of speculative pressures ii- The leading indicators approach, 

which builds on probit and logit models in order to select a set of indexes of 

vulnerability to external or internal shocks iii- GARCH models, which deal with 

the transmission of volatility shocks. 

The second group of studies considers empirical analyses in which 

contagion is defined in terms of discontinuities in the data-generating process. 

This group includes i- Co-movements of capital flows and rates of return, where 
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co-movements of cross-country stock prices are tested for co-integration ii-Tests 

on breakdowns in correlation, which find excessive transmission of shocks iii- 

Estimations of Markov switching models, which directly test the presence of 

multiple equilibriums. More examples of these models are as follows: 

 

2.1 Probit and Logit Models 

The probability approach seeks to find out the probability that certain 

countries will be affected by a crisis that another country has already experienced. 

Eichengreen, Rose and Wypolsz (1996) for instance, use a probit model to test for 

contagion. Bae, Karolyi and Stulz (2001) apply an alternative approach to the 

statistical probability tests by multinomial logistic regression.  

This approach considers contagion focusing on the probability of currency 

collapses. For each country in the sample, there is some weighted sum of 

exchange rate changes, interest rate movements and variations in international 

reserves. These capture speculative pressures in the exchange and money markets. 

A crisis in country A is defined as an extreme value of this indicator that is n 

standard deviations above from the sample mean. Using an appropriate set of 

control variables, the econometrician can test whether a crisis in country A leads 

to a significant increase in the probability of a crisis in another country. In 

principle, a similar methodology could be applied to financial markets, but the 

identification of a ‘crisis indicator’  is more difficult in this case. 

An influential approach to the empirical analysis of contagion is made by 

Eichengreen, Rose, Wypolsz. (1996). The authors construct an index of Exchange 
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Rate Market Pressure (ERP) as a weighted average of changes in the exchange 

rate, short-term interest rates and international reserves. As a dependent variable, 

they define a ‘crisis dummy’ that takes a unit value for extreme values  of ERP 

(and zero otherwise) and estimate a probit model with a set of macroeconomic 

and political fundamentals among the independent variables. Their estimates from 

a panel of 20 industrialized countries from 1959 to 1993 show that the occurrence 

of a currency crisis in one country increases the probability of a speculative attack 

in other countries by 8 percentage points. This effect is not only statistically 

significant, but the crisis dummy turns out to be the most significant variable in 

the model. The authors also try to compare two different causes for transmission: 

trade linkages and macroeconomic similarities. They build an indicator of trade 

linkages and one of macroeconomic similarities and find that when they include 

both indicators in the model only the first one is statistically significant. 

Kumar et al. (2002) improve the model by adding lagged financial and 

macroeconomic variables. They claim that their model has a high explanatory 

power. In fact, major crashes (Mexico in 1994, Thailand and Korea in 1997) are 

correctly forecast; moreover, they show that trading strategies based on their out-

of-sample forecasts could have resulted in positive profits during these two 

events.  

Caramazza et al. (2000) estimate a probit model on a large data set of 61 

industrial and emerging countries. They focus on the role of external and internal 

macroeconomic imbalances, financial weaknesses explained by the ratio between 

short-term debt and international reserves, and trade and financial linkages. In 
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particular, their model measures trade linkages by an index constructed to account 

also for third market competition and financial linkages by correlation with the 

stock market of the crisis country. The authors conclude that trade linkages and 

financial linkages play a significant role in explaining the transmission of 

currency crises. 

 

2.2 Leading Indicators Models 

Studies using an approach similar to the one described above are often 

related to empirical analyses that look for an appropriate set of macroeconomic 

and financial ‘indicators’ . Based on these, they seek to forecast currency crises 

correctly. Another approach in this literature concerns the inclusion of indicators 

to evaluate susceptibility to contagion, which often stem from financial linkages 

between countries. 

An interesting approach to the analysis of currency crises is proposed by 

Kaminsky et al. (1998). These authors evaluate the ability of a set of 

macroeconomic and financial indicators to forecast the occurrence of a currency 

crisis correctly. Conforming to previous models, a crisis is defined as a month in 

which the variable ERP takes extreme values. For each indicator the authors 

establish a threshold S, so that the indicator demonstrates a signal whenever it is 

larger than S. To fix the threshold optimally, the authors consider the indicator 

obtained from the following table: 

 

 



 19 

                          Crisis within 24 months          No crisis within 24 months 

Signal                              A(S)                                        B(S) 

No signal                         C(S)                                        D(S) 

 

Here A and B are the number of months in which the indicator gives a 

good and a bad signal respectively. C is the number of months in which the 

indicator fails to release a signal, and D is the number of months in which the 

indicator does not release a signal correctly. For each indicator, an optimal 

threshold S+ is determined as the solution to the problem B/A. With this method, 

Kaminsky et al. (1998) identify 12 useful indicators where B/A is less then unity. 

In another paper, Berg and Pattillo (1999) show that the original set of 

indicators developed by Kaminsky et al. (1998) performed poorly in predicting 

the Asian currency crisis. They estimate the thresholds with data available until 

April 1995, and find that most of the months of a crisis (about 91 percent) were 

not signaled, while around 44 percent of the crisis signals were false alarms. 

Recent econometric models that include indicators of susceptibility to contagion 

in the analysis often stemming from the common lender channel typically get 

better performances.  

 

2.3 GARCH Models 

Several studies published since the 1987 stock market crash have found 

evidence of structure and variability in the correlation of international stock 

market returns. This evidence has impeded the supporting of international 
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diversification and has influenced the development of complex multivariate 

models to explain variance / covariance. Of the third stream stated above, some 

studies analyze the extent to which volatility in one financial market influences 

the volatility in another and the transmission of volatility changes. Work based on 

this methodology has adopted either ARCH or GARCH methodology. 

Researchers using this methodology explore how a country experiencing a crisis 

affects another, i.e. increasing the volatility of the financial markets in the latter 

country. (Edwards 1998; Hamao et al. 1990) 

GARCH methodology is commonly used to evaluate the occurrence and 

direction of volatility spillovers and is based on the estimation of multivariate 

models. Consider the following data-generating process: 

(1)   R t = A +B f t + U t; U t ~ (0 ; � t) 

(2)   � t = C' C + D' � t-1 D + E' U't-1 Ut-1 E, 

where R = [r1, ……..,  rn@
�LV�D�YHFWRU�RI�UDWHV�RI�UHWXUQ��$� �> .1, …….. ,  .n]' is a 

vector of constant numbers, B denotes a matrix of factor loadings and f = [f1, 

……,  fn]' is a vector of global factors. The vector of country-specific shocks U = 

[u1, ………,  un@
�KDV�D�FRYDULDQFH�PDWUL[�JLYHQ�E\� ���ZKHUH�&��'�DQG�(�DUH�
matrices of constant numbers. Once this model is estimated one can measure the 

effects of the country-specific shock ui,t on the volatility of country i, the 

covariance between markets i and j, and the volatility of country j. Stochastic 

volatility models that generalize equation (2) by including a noise term could also 

be used in this perspective. 
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Empirical studies of the transmission of shocks across financial markets 

with Generalized Autoregressive Conditional Heteroskedastic (GARCH) models 

have been proposed by Hamao et al. (1990), who analyzed the transmission of 

volatility after the stock market crash of October 1987. The authors find evidence 

of volatility spillover effects from the US and UK stock markets to the Japanese 

market. Interestingly, while these effects are statistically significant, spillovers in 

other directions after 1987 or in any direction before 1987 are much weaker. 

Edwards (1998) focused on the transmission of volatility across Latin 

American bond markets after the Mexican crisis in 1995. He estimates a 

univariate GARCH model which shows that the increase in volatility in Mexico 

had a significant impact on the volatility of the bond market in Argentina, and not 

in Chile. 

Engle et al. (1990) analyzed the causes of yen / dollar intra-day volatility. 

In particular, they sought to find out if such volatility has only country-specific 

autocorrelation (Heat waves) or is affected by spillovers from other countries 

(Meteor showers). In order to test the relative importance of the two hypotheses, 

they consider the intra-day volatility of the yen/dollar exchange rate from October 

3., 1985 to September 26., 1986. Although Japanese news seems to have the 

largest impact on volatility, their GARCH model supports the hypothesis of 

meteor showers.  
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2.4 Co-movements of Capital Flows and Rates of Return 

Contagion can also be studied by examining the increase in the degree of 

co-movement during the crisis period compared to the calm period considering 

normal independence of economies. In this methodology, the extent of co-

movements is evaluated to test cross-country stock prices for co-integration. If 

two or more stock market indices are found to be co-integrated, this suggests the 

existence of a long run equilibrium relationship between them. Even though the 

price series themselves may be non-stationary, they will nevertheless move 

closely together over time.  

The correlation and co-integration studies measure the co-movements 

across markets but miss a critical point: exploring changes in the existence and 

direction of causality. Another method to examine contagion is to apply Granger 

causality approach and to estimate vector auto-regressions. Here the 

corresponding impulse functions are analyzed and innovation accounting is 

conducted. Rogers (1996) suggests that the impulse-response and variance 

decompositions change during periods of crisis. Hence, impulse response 

functions and innovation accounting can be used to evaluate such change. 

Contagion effects during a crisis can be seen if a sudden change occurs in impulse 

responses when compared to a calm period. In a similar way, innovation 

accounting gives information on the extent which changes in the stock price in 

one stock exchange explain the changes in another. Contagion effects come to 

light when the level of variation explained by their own innovations decrease, 

while that of innovations in other stock markets increase. 
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2.5 Studies of Correlation Breakdowns 

The estimation of correlation coefficients among stock returns is the most 

common method used in estimating contagion effects. In a typical example from 

the literature, Calvo and Reinhart (1996) examine the contagion effects of capital 

flows by analyzing the cross-country correlations among emerging market stock 

returns. They break their sample period into three sub-samples, with the first sub-

period being described as having heavy capital inflows, the second as having 

moderate capital flows and the third as being the crisis period. As a result, they 

find that stock return correlations tend to be higher during a crisis period.  

Solnik, Boucrelle and Le Fur (1996) studied correlations between 

European, Asian, and American stock and bond markets using monthly and 

weekly data, starting from 1958. They found out that the correlations of individual 

foreign markets with the US stock market have increased slightly in the years 

between 1958-1995. However, especially concerning the US / EAFE index, each 

peak in correlation was seen to match with some global event such as wars or oil 

crisis. There is an outstanding similarity observed between the movements of the 

British and the US market, which is explained by the deregulation and opening of 

the British economy. Evidence which supports an increasing correlation between 

European markets is also reached. The increase is likely to be the result of 

progressive economic and monetary integration that came by with the EU.   

 When considering emerging markets, this study claims that less correlation 

exists with the rest of the world. As emerging markets experience rapid economic 
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growth, their relative weight in a market capitalization weighted index increases. 

This change overcomes the inclination to be correlated with international markets.  

 In many of the cases, the authors saw that though national stock market 

volatilities are not very related, the foreign stock markets were disturbed when US 

market was disturbed. So, they concluded that volatility was contagious, and 

increased volatility could spread from the US market to others.  

 Correlation is seen to be high in periods of high market volatility, to be 

demonstrated by the standard deviation of market returns. The examined country 

pairs from Asia, Europe, and USA revealed that market volatilities tend to move 

together and correlation usually follows movements in market volatility.  

In another influential article, King and Wadhwani (1990) examine the 

changes in correlation coefficients between different markets that occurred after 

the stock market crash of October 1987. The paper investigates why, in October 

1987, almost all stock markets fell together, despite widely different economic 

circumstances. They present a detailed analysis of the correlations between returns 

in different international stock markets. They also find out that London Stock 

Exchange tends to have higher volatility around the time NYSE opens. This 

finding may support their contagion theory which claims that traders in one 

market draw inferences about shocks and share prices from observed price 

movements in others. The article suggests that the returns on London, New York 

and Tokyo markets are more highly correlated around the October 87 crisis than 

in other periods. 
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The empirical evidence reveals that an increase in volatility leads to an 

increase in the contagion effects. The rise of correlation between markets 

following a crash supports this proposal. Though the economic prospects, market 

mechanisms and the degree of overvaluation differed for international stock 

markets, they reacted in a similar manner in the October 1987 crisis. 

In their model, the transmission of shocks among stock markets of the 

United States, Japan and the United Kingdom occurs as a result of attempts by 

rational agents to infer information from price changes. The model assumes that 

there are two types of information, idiosyncratic and systematic. The former is 

country specific, the latter affects all markets. Since the information set has two 

dimensions, the rational expectations equilibrium is such that stock prices do not 

fully reveal agents’ private information. In this frame, King and Wadhwani define 

excessive transmission as a change in the covariance matrix of returns. They also 

find that volatility correlation coefficients in the London, New York and Tokyo 

markets significantly increased after the 1987 crash. 

In their article, Odier and Solnik (1993) suggest that how much we benefit 

from investing internationally depends upon cross-country correlations, market 

volatilities and currency risks. They claim that there is little evidence of a trend of 

a gradually increasing volatility in stock and bond markets worldwide. However, 

correlations do show a tendency to increase as market volatility increases, 

impeding the benefits of international diversification.  

In the article, volatility is defined as the standard deviation of return. The 

Morgan and Stanley Capital International (MSCI) indices are used concerning the 
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time period between 1970 and 1990 for the analysis. The authors found an 

average correlation of about 0.5% between US and 17 developed countries. Over 

the past 20 years, the volatility of a domestically diversified portfolio in the US 

was 16.1% while it was 14.9% for a well-diversified world portfolio. This 

demonstrates the slight advantage of international diversification. They also 

observe the correlations between US market and the world, EAFE, and Europe 

indices. They conclude that correlations of both equity and bond markets are 

larger between economically strong countries than that of weaker ones and that  

bond and stock markets go through calm and agitated periods at different times 

across the world. They can not find any evidence supporting a trend towards 

increasing volatility in markets across the world.  

One important suggestion in this study is that financial markets have 

become increasingly integrated because of the physical integration of information 

systems, harmonization of trading mechanisms, and transaction processing. 

Foreign assets are quite appealing for risk diversification and profit opportunities. 

Except for times of crises, the increase in correlations of different markets is quite 

small, because of the relative interdependence of national economies and 

monetary policies. So, risk and return benefits of international diversification hold 

to be significant for investors seeking international asset allocation. 

Baig and Goldfajn (1999) analyze the stock market returns, interest rates, 

and currencies of five Asian countries in order to verify the occurrence of 

excessive co-movements of these variables during the 1997 Asian crisis. The 

authors first find that, for each variable, correlation across countries was 
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significantly higher in the period July 1997 - May 1998 than in the period January 

1995 - December 1996. They then estimate a linear regression model for each 

variable. Consequently, they test the effects of country specific good and bad 

news and common external factors such as the US stock index and the yen / dollar 

exchange rate. Their estimates for Asian stock prices and exchange rates show 

that bad news typically have a larger impact than good news, and that correlation 

coefficients of residuals are still significantly different from zero. These provide 

evidence of cross-border ‘contagion’.  

The study of Lin, Engle and Ito (1994), examines the correlations of 

returns and volatilities concerning stock indices between Tokyo and New York 

markets. Both USA and Japan are related by trade and investment. Through such 

relationships in economic fundamentals, stock prices in one country may be 

affected by changes in another.  

In this study, the Nikkei 225 and S&P 500 were used as the stock price 

indices for the analysis. Intradaily data was also used to compare daytime and 

overnight returns for the markets.  

 The international transmission mechanism is studied with respect to 

aggregate shock model and signal extraction model. In aggregate shock model 

return surpluses from another market determine prices, whereas in signal 

extraction model the global and local factors in these surpluses are distinguished. 

Investors consider the global factor from the price changes in the latter one.  
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 In the study, the opening price index was taken a while after the market 

officially opens in order to avoid stale quotes on non-synchronous trading. This 

was 30 minutes for the New York and 15 minutes for the Tokyo stock market.  

The authors of this study found evidence supporting a two directional link 

between Tokyo and New York and the existence of cross-market interdependence 

in returns and volatilities. This is rather incompatible with the notion that USA 

markets influence foreign markets, claimed by some other studies. They found out 

that foreign daytime return can substantially affect domestic overnight returns. 

However, they revealed little evidence in the USA market efficiently adjusting to 

foreign information. 

In the article “The influence of US equity markets on European and Asian 

markets”, Nagel (2001) analyzes the correlations between the daily percent price 

changes in the US equity markets and those daily percent price changes of the 

European and Asian equity markets. Nagel concludes that there are some 

significant correlations which indicate that the US equity market influences other 

markets in certain instances, and vice versa.  

The paper analyzes correlations between broad based equity indices of the 

US with European and Asian countries. The data used in the study was the daily 

percent price changes of US equity markets taken from Wall Street Journal World 

Stock Exchange’s records. The study was based on a rather short time span of 

only 37 days, from January 4 to February 24 to give satisfactory results. It 

included 14 European and 8 Asian countries. In the 37-day period, Nagel found 9 
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significant correlations higher than 0.10 out of 22. He also found the existence of 

significant correlations between European and Asian markets. 

Nagel analyzed the markets when the world market was relatively stable, 

which lowers the chance of the markets being effected by another variable in their 

behavior. In conclusion, this paper suggested that an investor in European and 

Asian markets might consider the previous day’s performance of the US equity 

markets before making short-term investment decisions.  

 

2.6 Follow-ups to Studies on Correlation Breakdowns 

Some scholars have argued that the presence of high correlation 

coefficients may have different interpretations. Basing a study on unadjusted 

correlation coefficients, as they claim, is necessary but not sufficient to be sure 

about existence of contagion. This is because simple correlation coefficients, as 

they put it, are subject to biases that come out because of the presence of 

heteroskedasticity, endogeneity, and omitted variables. Several papers (Forbes 

and Rigobon, 1999; Boyer et al., 1999; Loretan and English, 2000; Corsetti et al., 

2001) showed that standard analyses do not consider the problem of selection bias 

which occurs whenever tests are conducted on ad hoc sub samples (like the 

periods of crises). In particular, when two random variables f and t are positively 

correlated, their correlation coefficient may be an increasing function of the 

variance of each of them. This is always the case if f and t are normally 

distributed (Loretan and English, 2000) or if one variable is a linear function of 

the other variable (Forbes and Rigobon, 1999). In general, correlation coefficients 
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in specific sub-samples tend to be biased in the presence of heteroskedasticity and 

endogeneity or if some variables are omitted. Therefore, when comparing 

correlation coefficients over a specific sub-sample, one needs to correct the bias in 

the coefficients generated by the different variances assumed by the variables in 

that sub-sample. For instance, during the crisis periods, economic variables 

generally show an increase in volatility. Hence, empirical tests that do not correct 

for the bias typically tend to favor the hypothesis of excessive transmission. 

Using a vector auto regressive (VAR) model, the degree to which a change 

in one country’s stock price series exerts an influence on a change in other 

country’s stock price series and the time path of the latter can be revealed. The 

VAR test examines the dynamic structure of stock price developments, focusing 

on the strength and persistence of a shock one stock market has on others.  

An example of the transmission mechanism intensifying during the crisis 

in country i is a country-specific shock that becomes ‘regional’ or ‘global’. This 

means that there is some factor n, for which factor loadings are zero in all 

countries except one during tranquil periods that become positive during crisis 

periods. An illustration of this concept of contagion is provided by the following 

two-factor models: 

(1)       ri� � .i��� �i · f + ui 

rj   � .j��� �j · f + uj 

 

(2)       ri� � .i��� �i Â��}��� }i) 

rj   � .j��� �j · f��� �jÂ}��� }j 
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,I�LQWHUGHSHQGHQFH�� �j = 0, so that the process is equivalent to the data 

generating process (1) by setting ui� � }��� }i. Contagion occurs when the country-

VSHFLILF� VKRFN� }� EHFRPHV� D� JOREDO� IDFWRU�� i.e.� ZKHQ� �j �� ��� 0HDVXUHV� RI�
interdependence based on factor model (1) are derived under the null hypothesis 

�j= 0. Thus, they will be unaffected by a change in the specification of the process 

for the rates of return, which uses the expressions (2) instead of the factor model 

(1). 

Forbes and Rigobon (1999) estimate a VAR model with daily returns of 

the stock market and short term interest rates of several industrial and emerging 

countries, with reference to three financial crises (the Wall Street crash on 

October 1987, the Mexican crisis in 1994-95 and the Asian crisis in October 

1997). When correlation coefficients are adjusted for the increased volatility, the 

hypothesis of correlation breakdown is rejected in most of the cases. In fact, they 

argue that the increase in correlation observable after a shock in one country is 

simply due to the interdependence among stock markets and not to a change in 

linkages. 

Boyer et al. (1999) and Loretan and English (2000) refine the methodology 

by calculating corrected correlation coefficients under the assumption of normally 

distributed variables. They consider the pair of bivariate normal random variables 

x and y,�ZLWK�YDULDQFHV� 1x
2�DQG� 1y

2 DQG�FRYDULDQFHV� 1xy
2�� !�LV�WKH� unconditional 

correlation between x and y. The correlation between x and y conditional on an 

event x /�A, for any A �  IR with 0 < Prob(A) < 1, is:  
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 They select three asset classes – equities, bonds and foreign exchange – in 

two representative countries and look at the quarterly correlations between daily 

returns over the 1990s. They suggest that quarters with high correlations tend also 

to be quarters with higher than average volatility. Moreover, actual correlations 

during periods of relatively high volatility appear to be fairly close to the 

correlations one would expect conditional on the level of volatility and based on 

an unchanged process for asset returns. Their findings suggest that correlation 

breakdowns may reflect time varying volatility of financial markets rather than a 

change in the relationships between asset returns.  

In order to assess the empirical importance of the relationship between 

volatility and correlation over time, they study specific pairs of asset prices. They 

compute the coefficients for the correlation between daily returns on the UK 

FTSE 100 and the German DAX stock indices, between daily returns on German 

and British bonds, and between daily returns on the dollar / yen and dollar / mark 

exchange rates. To evaluate the importance of the theoretical link between 

volatility and correlation, they plot in-sample correlations against the in-sample 

volatility of one of the two asset returns. In all three cases, a generally increasing 

relationship between conditional variances and conditional correlations is 

observed. However, their data also show a considerable dispersion in the in-

sample correlation for a given level of volatility. Their estimates also show that 

the link between volatility and correlation during the Mexican crisis is remarkably 

close to what the theory would suggest, showing no evidence of structural change. 

They suggest that the sharp fluctuations of the dollar against the Mark and Yen 
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that occurred following the Mexican crisis, and the associated increase in the 

correlation of these asset returns relative to long-term norms, may have been 

caused by a genuine, though temporary, change in the data generating process. 

They remind us that there were several cases of concerted central bank 

intervention during this period, which would tend to boost daily correlations 

irrespective of changes in within-quarter volatility.  

Corsetti et al. (2001) propose a factor-model approach to the empirical 

analysis of correlation breakdowns that gathers all the previous tests into a unique 

theoretical framework. They show that previous tests derive their measures of 

interdependence by making a specific and arbitrary identification assumption 

about a key parameteU��FDOOHG� �-ratio. This is the ratio between the variance of the 

country-specific shock and the variance of the global factor weighted by its factor 

ORDGLQJ��7HVWV�WKDW�LPSOLFLWO\�VHOHFW�D�ORZ�YDOXH�IRU�WKH� ��-ratio tend to accept the 

null hypothesis of inWHUGHSHQGHQFH��ZKLOH�WHVWV�WKDW�VHOHFW�D�KLJK�YDOXH�IRU�WKH� ��-
ratio tend to reject the null hypothesis of no contagion. Corsetti et al. (2001) apply 

their model to the case of the October 1997 stock market crisis in Hong Kong. 

7KH\�VKRZ�WKDW�ZKHQ�WKH� ��-ratio is estimated – rather than arbitrarily fixed – the 

null hypothesis of interdependence is erroneously accepted by existing tests in a 

number of cases, while it should be rejected in favor of contagion. 

Eun and Shim (1989) investigate the international transmission mechanism 

of stock market movements by estimating a nine-market vector auto regression 

(VAR) system. First they find the main channels of interactions among national 

stock markets and then trace the response of one market to another. They realize 
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that innovations in the US market are rapidly transmitted to other markets in a 

clearly recognizable manner.  

The authors state that a careful investigation of international stock market 

movements in previous years reveals that there is a substantial degree of 

interdependence among national stock markets. Also, unexpected developments in 

international stock markets reflect themselves as influences on domestic stock 

markets.  

The study uses daily rate of return data from January 1980 to December 

1985 in the analysis. The data in consideration is the time series data of daily 

stock market indices closing time in local currency. The indices are calculated by 

Morgan Stanley Capital International. The market indices are transformed into 

daily return to be used in the VAR analysis. They include 9 markets: Australia, 

Canada, France, Germany, Hong Kong, Japan, Switzerland, The UK, and the 

USA. The authors expect the VAR analysis to reveal the interdependence 

structure of national stock markets and the international transmission mechanisms 

of stock price movements.  

They reach the conclusion that a significant level of multi-lateral 

interaction is present among multi-national stock markets. The US market is 

found to be the most influential in the world. The fast transmission of a US shock 

to other foreign markets provides support for the informationally efficient 

international stock market proposal. On the other hand, foreign markets cannot 

account for the changes in the US market according to this study. This finding 
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clashes with Lin et al.’s suggestion that there is a two directional link between 

markets, namely Tokyo and the US market, which was the core of their study.  

The paper also considered the structure of time differences and its 

implications in the application of the VAR method. The authors reach the 

conclusion that a significant amount of interdependence is present among national 

stock markets. They conclude that the USA stock market is the most influential 

market in the world, which possibly reflects the dominance of US in the world 

economy. Movements in the US market are followed closely with one-day lag in 

European and Asian-Pacific markets, and the foreign market adjusted itself to the 

shock in the first day of its effect. On the other hand, the effects of shocks in the 

UK market were found to have minor influences on other markets.  

 

2.7 Markov Switching Models 

Empirical studies that incorporate discontinuities in the data-generating 

process are often based on Markov-switching models. These models specify a 

number of regimes for relevant economic variables and estimate the probabilities 

of moving from one regime to another. Here, the probabilities are described by a 

Markov transition matrix. This approach has the advantage that discontinuities 

can be directly attributed to jumps between multiple equilibriums. However, the 

number of regimes is arbitrarily fixed. Furthermore, the switch across 

equilibriums is regulated so that the nature of the phenomenon effectively 

captured by the regimes is not clear. 
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This different kind of empirical analysis that has been developed to test 

discontinuities in the data-generating process is based on the Markov switching 

model developed by Hamilton (1994) and others. This framework has the striking 

advantage that discontinuities can be directly attributed to jumps between multiple 

equilibriums. 

Jeanne (1997) considers a second generation model of currency crisis in 

which, for a given range of fundamentals, multiple equilibriums arise and 

determine three different probabilities of devaluation. In this setting, jumps 

between multiple equilibriums correspond to jumps between the probabilities of 

devaluation. Similar to the classical models illustrated in the theoretical section, 

once fundamentals enter a multiple equilibriums zone, jumps can occur as a result 

of a sunspot, without any further change in the economy. Such a sunspot can be 

represented by a 3 X 3 Markov transition matrix, which defines the probability 

that the economy will jump from one given probability of devaluation to another. 

Jeanne applies the model to the exchange rate of the French Franc with the 

German Mark from January 1991 to July 1993. He considers a set of 

fundamentals that includes the unemployment rate, the trade balance to GDP ratio 

and the real exchange rate. He then estimates a Markov switching model, finding 

the following results: (i) after August 1992, the fundamentals of France entered a 

multiple equilibriums zone (ii) this event was mainly determined by a worsening 

of the unemployment rate and an appreciation of the real exchange rate (iii) 

estimates of the Markov transition matrix show that, once fundamentals had 

entered the multiple equilibriums zone, the economy was likely to jump to the 
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highest probability of devaluation; (iv) the model performs remarkably better than 

a simple linear regression model.  

In his paper, Fratzscher (1999) built a model in which the exchange rate 

pressure in one country depends on a set of fundamentals of this country, some 

measures of its real integration (trade linkages) and of financial integration with 

other countries, and the possibility of regime-switching. He estimates both a 2-

regime and a 3-regime Markov switching model on data from 25 emerging 

countries from 1986 to 1998. Interestingly, he finds that, although Markov 

switching models without real and financial integration perform well for most 

countries, any regime-switching is eliminated when integration is included in the 

analysis. In particular, the model indicates that the transmission of shocks (from 

both real and financial channels) plays a major role in determining exchange rate 

pressure both in tranquil times and during crisis periods. Fratzscher (1999) also 

uses his estimates in order to reach a prediction of the extent of the exchange rate 

pressure during the Mexican and the Asian crisis and a rank of the vulnerability of 

countries for both crises. 
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CHAPTER 3 

 

 

DATA AND METHODOLOGY 

 

 

 

In this paper, standard correlation tests will be conducted to seek evidence 

of contagion of volatility. The suggested tests give sufficient clues on the co-

movements and interdependence of stock markets for our purposes. Return 

indices of stock exchanges of emerging and developed economies will be used to 

construct correlation matrices in order to reach a conclusion about the existence of 

contagion during periods of turmoil in stock markets.    

This study chooses to objectively identify periods of high variability across 

stock exchanges and examine these rather than focus on those crises labeled by 

the media.  

Volatility will be defined as the standard deviation of returns in stock 

market indices. To seek evidence supporting the contagion of volatility, last 15 

years’ stock market return indices calculated by DataStream tm will be analyzed for 

correlations on a daily basis. In the analysis, index data gathered for the interval 

April 1st, 1988 up to April 1st 2003 will be considered. This interval is mainly 
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constrained by the availability of sufficient data on emerging economies dating 

earlier than 1988. 

Another point is the study of regional indices which give the analyst the 

opportunity to see how groups of neighboring countries behave. The relations 

among country groups (e.g. Asia, Far East, and Europe) will also be sought here 

in order to find clues on contagion. 

The methodology includes the dividing of the 15-year interval into 5 sub-

intervals. The overall correlation of these three-year periods will be compared to 

the average correlations of the events occurring within these periods. This 

approach decreases the risk of reaching an average correlation figure that differs 

from the actual, since the average correlations across markets are subject to 

changes with time. A healthier projection can be obtained by comparing events 

with the averages of their own sub-periods instead of the whole. Our a priori 

expectation is to find increasing average correlations as a result of globalization 

throughout the 15 year period. If such an adjustment had not been made, an event 

in the beginning of the 15-year period could be compared against a figure that’s 

higher than the actual since the trend of increase in correlations carries the actual 

figure upwards. On the other hand, an event in the final episodes of the 15-year 

period could be compared against an average correlation that’s  lower than the 

actual.  

An event will be defined as a 2% decrease in the World index in the 

suggested time period. The 2% level is not a widely accepted or magical number. 

It was chosen to be a significant level while still providing a sufficient number of 
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events. An even lower limit would increase the instance of events dramatically 

and make it impossible for the study to proceed while a higher limit would not 

provide a sufficient amount of cases to conduct the study on. Besides decreases, 

the increases in the world index will also be analyzed to understand if a similar 

increase in correlation exists in the upturns of the markets. So, increases higher 

than 2% will also be candidates for the analysis. The 2% limit in the world index 

provides the study with 31 events for downward and 41 for upward movements 

respectively, making a total of 72.  

The analysis will be carried on concerning the average correlation of the 

three-year period the event occurs in and that of the 20-day period the event 

occurs in. The period the event occurs in will be tested from 5 work days prior to 

and 14 days following the day of the increase or decrease. Based on these, 

correlation matrices will be constructed embodying 30 countries and 10 regions.   

However, it should be noted that this methodology includes a certain 

amount of bias towards finding higher correlations among markets, because the 

event periods in concern are the times when most of the countries are moving 

parallel with the world index to result in the above 2% change that signals an 

event. 

-5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
 

 
 
 
 

Figure 1. The Period of Analysis for a Single Event. 
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Furthermore, volatilities of country indices in events will be compared to 

the average volatilities of the event’s corresponding 3 -year sub-period. A higher 

volatility than normal is expected for the 20 day period that covers an event. Since 

including the day of the event in the analysis introduces a bias towards obtaining a 

volatility figure higher than actual, the day the event occurred will be excluded 

from the 20 day period. This approach allows a more precise estimation of 

volatility in the days about the event. A t-test will be applied to volatilities during 

events and corresponding overall 3- year sub-period volatilities to see if the 

expected increases in volatilities are statistically significant. Furthermore, a pair-

wise t- test will be applied to the volatilities of national indices in consecutive 3-

year sub-periods to determine if globalization and ongoing economic integration 

between countries brings about a trend towards higher volatility at a statistically 

significant level. 

Then, a Wilcoxon signed rank test will be applied to determine if the 

expected increase in correlations during an event occurs at a statistically 

significant level. The test is selected because it is known to be a powerful one in 

determining the differences between two populations. Since a decrease in 

correlations is not expected during events, the test is one-sided at a 90% level of 

significance. The results of the Wilcoxon signed rank test, together with a brief 

example of how it is applied can be found in Part A of the Appendix. 
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3.1 The Data 

The data used in the analysis was obtained from ‘DataStream. 

DataStream is a highly sophisticated database providing users with data on a 

wide range of topics, including finance and economics. DataStream Advance is 

a reporting and charting interface specifically built for use with DataStream’s 

financial data service. Advance’s interface l ets users reach over 100 domains of 

standard DataStream charts and data. 

The DataStream historical financial database provides information for 

Advance. It supplies World stock market indices, fundamentals and economics 

data. The accuracy of this data is obligatory, and is expressed in the Data 

Guarantee. New and enhanced data is frequently included in the data service.  

The data used in the present study consists of DataStream calculated 

daily stock market values in US dollars to achieve uniformity for the 30 countries 

in concern. The 15-year time period covered (1988-2003) allows the author to 

study the effects of many global and national events on stock markets. Besides, 

DataStream calculated indices for regions and country groups prove to be useful 

in the study.  

 In the study, a total of thirty countries were selected to provide sufficient 

data for the study and stay within practical constraints for the correlation analysis. 

The 10 regions selected are the ones that the world’s leading economic forces  are 

situated in. They represent a level of economic and social integration for the 

countries they embody. The following are the 30 countries and 10 regions selected 

to conduct the analysis: 
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Countries used in the study: 

1- Argentina 

2- Australia 

3- Austria 

4- Belgium 

5- Canada 

6- Denmark 

7- Finland 

8- France 

9- Germany 

10- Greece 

11- Hong Kong 

12- Ireland 

13- Italy 

14- Japan 

15- Korea 

16- Malaysia 

17- Mexico 

18- Netherlands 

19- New Zealand 

20- Norway 

21- Philippines 

22- Singapore 
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23- Spain 

24- Sweden 

25- Switzerland 

26- Thailand 

27- Taiwan 

28- Turkey 

29- UK 

30- US 

 

Regions used in the study and the countries they include: 

1- Americas (Argentina, Canada, Chile, Mexico, USA) 

2- Asia (Hong Kong, Indonesia, Japan, Malaysia, Philippines, Singapore, 

South Korea, Taiwan, Thailand) 

3- Benelux (Belgium, Netherlands) 

4- Europe (Austria, Belgium, Denmark, Finland, France, Germany, Greece, 

Ireland, Italy, Netherlands, Norway, Portugal, Spain, Sweden, Switzerland, 

Turkey, UK) 

5- Europe ex UK (Austria, Belgium, Denmark, Finland, France, Germany, 

Greece, Ireland, Italy, Netherlands, Norway, Portugal, Spain, Sweden, 

Switzerland, Turkey) 

6- Far East (Hong Kong, Japan, South Korea, Taiwan)  

7- Pacific Basin (Australia, Hong Kong, Indonesia, Japan, Malaysia, New 

Zealand, Philippines, Singapore, South Korea, Taiwan, Thailand) 
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8- Scandinavia (Denmark, Finland, Norway, Sweden) 

9- World (All countries suggested above) 

10- World ex USA (All countries suggested above except USA) 
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CHAPTER 4 

 

 

ANALYSIS 

 

 

 

In this section, the results of the analysis on the return indices of subject 

countries and regions will be evaluated. The section will first lay a general 

description of the correlation tests, and then will go on with an analysis of 

volatilities of the subject indices. Following, the events will be analyzed to see if 

correlations among countries indeed increase to reach clues about the existence of 

contagion. 

 The first part of the analysis starts at the regional level. Table 1 displays a 

summary of the findings of correlation tests among regions. Of the 10 regions of 

interest, it was seen that the Americas had high correlation rates with the world 

index, but rather low ones with Asia, Far-east and the Pacific Basin. In fact, 

correlations between Americas and the stated regions were the lowest figures seen 

in the table below (0.103, 0.099 and 0.105 respectively). Europe, Scandinavia and 

Benelux showed high rates among themselves. Asia, Far-East and Pacific basin 

were seen to be closely linked. From this scene, it can be deduced that high 
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correlations were observed in countries where high economic integration was 

evident. 

Table 1. The 15-year Correlations of the 10 Regions Included in the Analysis. 

 

The graph below demonstrates the distributions of the figures in the above 

table: 
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 Figure 2. The Distribution of 15-year Regional Correlations. 

 

In this part, we will go through the results of correlation tests among 

national indices of the 30 countries of concern, stating the countries with which 

major economies of the world are highly correlated. Table 2 demonstrates the 
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results of the correlation tests for the 30 subject countries. It employs a time 

period of 15 years, starting from April 1., 1988 to April 1., 2003. This time period 

includes a total of 72 positive and negative events. 

The importance of economic integration becomes even more evident when 

the table about correlation of the 30 subject countries is analyzed. For instance 

USA and Canada, which have high economic integration, demonstrated a rate of 

0.639, UK and Germany 0.609, UK and Ireland 0.523. The correlations among 

certain Far-east countries, Singapore, Malaysia, and Hong Kong are also 

outstanding.  

USA showed its highest correlations with Canada, Mexico, and France 

with the figures being 0.639, 0.345, and 0,344 respectively. Its lowest figure came 

with New Zealand. (0.023) 

UK showed high correlation with Netherlands, France and Germany with 

the figures 0.716, 0.690 and 0.609 respectively. The lowest correlation was that 

with Argentina. (0.092) 

Germany had high correlations with Netherlands, France and Switzerland 

with 0.765, 0.758 and 0.729 respectively. The lowest figure came with Argentina 

again. (0.089) 

France had high correlations with Netherlands, Germany and Spain with 

the rates being 0.783, 0.758 and 0.716. The lowest figure came with Taiwan. 

(0.108) 
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Japan experienced its highest with Singapore Australia and Hong Kong 

with 0.348, 0.308 and 0.299 respectively. Its lowest was with Argentina again. 

(0.032) 

Hong Kong was found to be correlated highly with Singapore, Australia 

and Thailand with 0.543, 0.404, and 0.338 respectively. The lowest experience 

was with Argentina. (0.052) 

Turkey did not show an outstanding correlation rate with any of the subject 

countries. The highest numbers were 0.164, 0.173, and 0.166 for Finland, 

Germany and Sweden respectively. The lowest correlation was with Argentina.  

(0.017).  

The distributions of the correlations are presented in the figure below: 
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Figure 3. The Distribution of 15 Year Cross-country Correlations. 
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The 15 year period was divided into 5 sub-periods in order to observe the 

changes in the correlation patterns of the subject countries. The following 

observations were made for the successive 3-year periods. The average negative 

and positive event correlations for these periods are also presented in tables. 

 

4.1 Analysis of the Period between 1988 - 1991 

Table 3 shows that US has its highest correlations with Canada, UK and 

France  with 0.603, 0.276 and 0.251 respectively. Its lowest figure came with New 

Zealand (0.002). 

UK showed its highest correlations with Netherlands, France, Switzerland 

and Ireland with the rates being 0.653, 0.557, 0.506, and 0.504. The lowest figure 

was with Argentina with 0.005. 

Germany showed its highest correlations with Switzerland, Netherlands 

and France with the figures being 0.764, 0.705 and 0.719 respectively. It showed 

its lowest correlation with Argentina (0.036). 

France had its highest correlations with Netherlands, Germany and 

Switzerland with the figures being 0.721, 0,719 and 0,686. On the other hand, it 

showed its lowest rate 0.069 with Argentina. 

Japan had the highest rates with Spain, Singapore and Belgium with the 

rates being 0.501, 0.434, and 0.427. On the other hand it showed its lowest rate 

0.005 with Argentina. 
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Hong Kong showed its highest rates with the countries Singapore, 

Malaysia and Australia with the rates being 0.522, 0.481 and 0.301, while the 

lowest ate was -0.003 with Argentina. 
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Figure 4. The Distribution of Cross-country Correlations for the First 
Period. (1988-1991) 

 

4.2 Analysis of the Period between 1991 - 1994 

According to Table 6, US showed its highest correlations with Canada, 

Mexico, France and UK with the rates of 0.473, 0.275, 0.264, and 0.257. It had its 

lowest rate with Taiwan with -0.023. 

UK had its highest rates with France, Netherlands, Switzerland and 

Germany with the rates 0.713, 0.709, 0.611, 0.608. Its lowest rate was with 

Taiwan with 0.073. 
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Germany showed its highest correlations with Netherlands, Austria and 

Switzerland. The rates followed as 0.818, 0.782, and 0.760. Its lowest rate was 

with Turkey being 0.114. 

France had its highest correlations with Germany, Netherlands and UK 

with the rates of 0.740, 0.762 and 0.713. On the other hand it had the lowest rate 

with Taiwan being 0.089. 

Japan was highly correlated with the countries UK, Netherlands, and 

Belgium. The rates followed as 0.351, 0.350, and 0.345. Its lowest rate came from 

Philippines (-0.019). 

Hong Kong showed its highest correlations with Singapore, Malaysia and 

Australia with the rates 0,510, 0,459 and 0.359. It had its lowest rate with Turkey 

(-0.008). 
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Figure 5. The Distribution of Cross-country Correlations for the Second 

Period (1991-1994) 
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4.3 Analysis of the Period between 1994 -1997 

According to Table 9, US experienced its highest rates with Canada, 

Argentina and UK with the values 0.552, 0.349 and 0.229. The lowest rate 

belonged to Turkey with -0.078. 

For UK, the highest correlated countries and their rates are Netherlands, 

France and Ireland with 0.557, 0.553, 0.546, while the lowest rated country is 

Taiwan with 0.005. 

Germany had its highest correlations with Netherlands, Belgium, and 

Austria the rates being 0.671, 0.642, and 0.629. It showed its lowest correlation 

with Taiwan with -0.016.  

France had its highest correlations with Netherlands, UK and Spain with 

the rates; 0.590, 0.553, and 0.552. Its lowest rate was that with Taiwan rating        

-0.012. 

Japan had its highest rates with Austria, Denmark and Germany with the 

rates 0.335, 0.314, 0.303. It showed its lowest rate in Argentina with -0.039. Japan 

showed negative correlation with Argentina in this period. (-0.040) 

Hong Kong showed its highest correlations with Malaysia, Singapore, and 

Australia with the rates 0.492, 0.422, and 0.388. It had its lowest rate with Greece 

(-0.066). 
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Figure 6. The Distribution of Cross-country Correlations for the Third 
Period (1994-1997) 
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4.4 Analysis of the Period between 1997 - 2000 

Table 10 demonstrates that for the USA, the highest rates were seen with 

Canada, Mexico and Argentina the figures being 0.656, 0.547, 0.507 in this 

period. The lowest rate was with Malaysia (0.015). 

For UK, the highest correlations belonged to Netherlands, France, and 

Switzerland with the rates following as 0.673, 0.630, and 0.624. Its lowest rate on 

the other hand, was with Taiwan (0.086). 

Germany showed its highest rates with Netherlands, France and 

Switzerland with the figures 0.761, 0.726, and 0.701. Its lowest rate was 

experienced with Taiwan (0.125). 

France showed its highest correlations with Netherlands, Spain and Italy 

with the rates being 0.734, 0.733, and 0.732. It showed its lowest correlation with 

Taiwan with 0.092. 

Japan had high correlations with Australia, Singapore and Hong Kong 

with the figures 0.448, 0.376 and 0.343. Its lowest correlation came with USA 

with 0.034. 

Hong Kong was found to be highly correlated with Singapore, Australia, 

and Philippines with the rates; 0.586, 0.482, and 0.424. Its lowest rate came with 

USA which was 0.127.    
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Figure 7. The Distribution of Cross Country-correlations for the Fourth 
Period (1997-2000) 

 

4.5 Analysis of the Period between 2000 –2003 

It was observed in Table 13 that US experienced its highest rates with 

Canada, Mexico and Germany with the rates being 0.698, 0.602 and 0.526. The 

lowest figure was with Malaysia (-0.026). 

UK had its highest correlations with Netherlands, France, Germany and 

Italy with the rates 0.832, 0.819, 0.743, and 0.743. The lowest rate belonged to 

Malaysia with -0.005.  

Germany had its highest rates with France, Italy, and Netherlands with the 

correlations 0.878, 0.841, and 0.820. The lowest correlation was with Malaysia 

with the rate -0.037. 

France showed its highest correlations with Netherlands, Germany and 

Italy, the rates being 0.902, 0.878 and 0.872. It showed the lowest rate with -0.019 

with Malaysia.  
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Japan had its highest rates with Hong Kong, Korea and Singapore with the 

rates 0.433, 0.415 and 0.401. It showed its lowest rate with Argentina (0.055). 

Hong Kong showed its highest correlations with Korea, Singapore and 

Australia with the rates 0.568, 0.567, and 0.479. It had its lowest rate with 

Argentina (0.060). 
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Figure 8. The Distribution of Cross Country-correlations for the Fifth 
Period (2000-2003) 

 

4.6 An Analysis of Volatilities 

In this section, the changes in volatilities of subject countries will be 

analyzed. Table 16 demonstrates the findings on volatilities of national and 

regional stock market indices studied. An analysis of the table below shows that 

the period 1994-97 was exceptionally calm in terms of volatility when compared 

to the others. This also conforms to the observation that there are no increases or 

decreases in the world index beyond 2% in the given era. The general trend is 
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high volatility in the 1st and 2nd sub-periods, decreasing volatility in the 3rd and yet 

again increasing in the 4th and 5 th sub-periods. It should be noted that the pair 

wise t-test applied did not find a statistically significant difference between the 

average volatilities of consecutive periods 1-2 and 4-5 at 90% level of 

significance.  
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Figure 9. The Average Volatilities of the 30 National Indices Analyzed in 
the Study in the Five Sub-periods. (The Periods are 1988-91, 1991-94, 1994-97, 
1997-2000, and 2000-2003 respectively) 
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Table 16. The Volatilities of 30 Country Indices and 10 Regional Indices 
in Concern for the Five Sub-periods. 

 

 

 

 

 

 

The analysis also shows that volatilities of emerging markets (Asian and 

Latin American markets) are markedly higher than those for the developed 

markets (US, Canadian and European markets). 
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 As the analysis goes further, the average of the volatilities of the 4 week 

intervals containing the day of the event was compared with the corresponding 

figures in the above tables. The event contained in the 4 week period included an 

at least 2% decrease or increase in the World index on the 6th working day. This 

analysis revealed that in 3 of the 4 sub-periods that contained events, the average 

volatilities in decreases were higher that the overall average. One sub-period, 

namely the one between 1991 - 94, had no statistically significant change in event 

volatility at 90 % significance. The analysis for 2% increases in the world index 

concluded with a similar result, with period 1991-94 breaking the trend again. The 

binomial test applied concluded that three successful observations out of four 

were sufficient to conclude that volatilities do increase in event periods at 90% 

significance. This finding reveals that during events, the subjects show the 

tendency of having higher volatility. 

 

4.7 Analyzing Times of Events 

A further analysis was carried out to see if correlations between countries 

increased during an event. If supported, this hypothesis would mean that during 

events, countries moved together with concurrent drops in their market indices. 

 In order to understand this, the differences of the average event time index 

and the corresponding overall sub-period index was found, as explained in detail 

in the methodology section. To test if the average event correlations are higher at 

a statistically significant level, a Wilcoxon Signed Rank Test was applied. What 

was seen on the results was that there were a significant number of increased 
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correlations during an event for all sub-periods. Yet again, the same test was 

carried on for increases that are higher than 2% in the world index. The results 

again showed significant increasing correlations, but the increases were not as 

high as the previous case. These findings support the hypothesis that in time of 

global crises, countries move together with decreases in their market indices. In 

times of increases, though seemingly not as strong, a similar story takes place.  

When strong shocks that affect all nations altogether in the world factors 

occur, markets show a simultaneous reaction against these. This stimulation leads 

to high correlations across markets. A global shock affects a market’ s volatility 

and its correlation with others at the same time.  

 The now highly globalized world economy implies that world factors are 

influential in determining a market’s volatility, revealing the close connection 

between volatility and correlation links among distant markets. 

 

4.8 The Results  

In all of the events studied, which amount to a total of 72, the correlations 

were seen to be higher during an event. At 90% significance, the Wilcoxon signed 

rank test conducted revealed the significance of the attained results. The binomial 

test brought the results of correlation tests for four different periods together, and 

with four statistically significant increases in correlations being observed in the 

four periods events were observed, the study on contagion of volatility concluded 

that markets do tend to move together during an event, with increases in their 
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correlations. This finding implies that the benefits of international diversification 

are reduced because of increasing correlations among markets during events. 

During an event, almost all national indices moved in a similar manner, 

and no single country was identified as a sheltering place in the times of turmoil. 

Although not in all cases, Argentina, Korea, Philippines, Malaysia, Turkey and 

Thailand were the countries which generally tended to have lower, in some cases 

negative correlations with the world index. Therefore, these countries might be 

suggested to be included in an internationally diversified portfolio to decrease 

risk. 

What’s more, countries were seen to be increasingly correlated during 

upturns in the World index. The change was not as striking as the situation in 

events where the world index decreased.  

The average correlations across national markets in the five sub-periods 

followed a similar trend to that of the volatility. There was a trend of decrease till 

the third period, an increase in the fourth and then a slight decrease in the fifth. 

The pair wise t-test applied showed that the figures for consecutive periods were 

VLJQLILFDQWO\�GLIIHUHQW�IURP�RQH�RWKHU�DW� .� �� 0%. 

The average correlations, demonstrated in Figure 9, undermines the 

suggestion that globalization causes increasing integration across national 

markets, since no steady trend of increase was observed in the correlation of 

international markets throughout the 15 years analyzed. 
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Figure 10. The Average Correlations of the 30 National Indices Analyzed 
in the Study in the Five Sub-periods. (The Periods are 1988-91, 1991-94, 1994-97, 
1997-2000, and 2000-2003 respectively) 

 

When it comes to identify country groups that move together during an 

event, economic and trade linkages were seen to be an influential factor. European 

countries moved together most of the time. So was the case for North America. 

Far East countries were somewhat different with their behavior. Taiwan and 

Thailand moved together, Philippines and Singapore conformed with the rest of 

Far-eastern countries in some of the cases, while on others they did not. Japan was 

seen to be increasingly correlated with the rest of the world. The next section of 

the analysis deals with the possible transmission mechanisms of a crisis. 
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4.9 Possible Mechanisms of the Spread of Contagion 

In this section, we will go back to literature to review possible mechanisms 

of the spread of contagion. Several views and their outcomes will be discussed in 

the light of our findings.  

Herd behavior by investors is one reason why financial crises in markets 

might come in waves (Bikhchandani, Sharma 2000). Other than this, the factors 

that help to explain the spread of financial crises can be grouped into several 

categories. 

One of these factors, common shocks, (e.g. a steep rise in world interest 

rates, a sharp slowdown in world aggregate demand, a decline in commodity 

prices, or large changes in exchange rates between major currencies) can play a 

major role in forming pressures on the currencies of several countries at the same 

time. In this case, the simultaneous occurrence of crises comes from the 

interaction of a common shock and domestic fundamentals. 

In part, the debt crises of the early 1980s in Latin America were started by 

the substantial rise in real interest rates in the United States. Other potential 

common shocks are a slowdown in world output growth, changes in the bilateral 

exchange rates between the major world economies, and trade price shocks. 

(Dornbusch et al. 2000) 

Each of the major crises of the 1990s occurred following a substantial 

change in the world or regional environment. Thus, in the two years prior to the 

Exchange Rate Mechanism (ERM) crisis, German interest rates had risen 

significantly as a reaction to overheating pressures, and after reunification, 
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cyclical positions in Germany and other ERM countries differed greatly. These 

developments contributed to tensions in the ERM. Similarly, the sharp rise of U.S. 

interest rates during 1994 may have contributed to the pressure on the Mexican 

Peso during the latter part of that year. 

Although world interest rates were relatively flat before the devaluation of 

the Thai Baht, the competitiveness of the Asian economies was negatively 

affected by the sharp depreciation of the yen relative to the U.S. dollar. This 

depreciation that took place over the two years prior to the crisis had significant 

effects because many of these economies had exchange rates effectively pegged to 

the Dollar. Furthermore, the economic slow-down throughout the 1990s of Japan, 

which is a major trading partner for the Asian economies, adversely affected the 

regional economic environment. The sharp fall in oil and other commodity prices 

during 1997 and 1998 may have contributed to the pressure on the currencies of 

some of the commodity exporting countries that were most affected by the 

Russian crisis. 

When a country experiences a financial crisis showing itself by a 

considerable depreciation of its currency, other countries may suffer from trade 

spillovers. This is mainly due to the improved price competitiveness of the crisis 

country. If the exchange rate crash is accompanied by a downturn in economic 

activity and a compression of imports in the crisis country, the associated income 

effect would further depress the exports of trade partners. The price and income 

effects operate both through direct bilateral trade linkages, price competition and 

income repercussions in third markets. Furthermore, considering the critical role 
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played by expectations in financial markets, it is important to consider trade 

spillovers not only from countries that have already experienced an exchange rate 

crash, but also from those that might be subject to contagion effects. 

Financial linkages can be another channel for spillover and contagion 

effects. The occurrence of a crisis in one or more countries might induce investors 

to rebalance their portfolios for risk management, liquidity, or other reasons. For 

instance, when a country experiences a crisis, investors who have positions in that 

country will want to reduce their increased risk exposure. As a consequence, they 

will sell assets whose returns are highly variable and positively correlated with 

those of the assets in the crisis country. Besides, investors may also sell assets that 

are highly represented in their portfolios just because of their greater availability. 

(Rigobon, 2002) 

Some countries may experience capital outflows independently of their 

macroeconomic fundamentals, because their assets are viewed as relatively more 

risky, more liquid, or highly represented in the portfolio of creditors to the crisis 

country in the occurrence of a crisis elsewhere.  

Changes in investor reaction might also play an important role in the 

spread of crises. A crisis in one country can be a “wake-up call,” suggesting 

financial markets to reevaluate other countries’ fundamentals. Countries with poor 

fundamentals or financial vulnerabilities may then be subject to contagion effects. 

These effects result from a shift in market sentiment or increased risk aversion.  

If a currency crisis in one country causes fears of speculative attacks in 

another, investors may expect to profit from speculating against currencies that 
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they assume other investors will sell too. The most promising targets are 

currencies that are likely to be defended by official exchange market intervention 

or increases in interest rates, but that seem most likely eventually to collapse and 

bring speculative gains.  

The risk of a crisis brought about by a sudden change in expectations is 

likely to be greater when the country’s share of short term obligations and the 

maturity mismatch between assets and liabilities are larger. This is because the 

economy will then become more vulnerable to a run by a small share of lenders.  

Low levels of international reserves in relation to the stock of short-term 

external debt or the domestic banking sector’s liabilities may also signal financial 

vulnerability. Countries with weak domestic banking systems may be at risk 

because financial market participants can see this as a significant constraint on the 

monetary authorities’ ability to raise interest rates in defense of the c urrency. 

(Rigobon, 2002) 

 

4.10 Characteristics of Countries Open to Contagion 

In this section, the characteristics of countries open to contagion will be 

analyzed comparing the average behavior of a variety of macroeconomic, trade, 

and financial market variables. Literature will be reviewed here to compare the 

economies that suffered currency market pressure during the four major financial 

crises of the 1990s and economies that did not.  

Differences between crisis and non-crisis economies for some variables 

indicate fundamental or macroeconomic imbalances, such as unsustainable 
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monetary and fiscal policies or unsustainable current account deficits under 

pegged exchange rates. These may as well have caused a country to develop a 

crisis even without contagion. (Edward, Susmel, 2001) 

On the other hand, differences in other variables such as trade links and 

financial market links may identify vulnerabilities only when other economies 

suffer crises. Furthermore, investors might reassess risk and adopt more 

demanding criteria for “good” fundamentals. They might reevaluate 

fundamentals, even when these have not changed during a period of global crisis. 

Consequently, differences in the fundamental variables between crisis and non-

crisis countries might indicate openness to contagion even when those differences 

might not lead to a crisis in a non-contagious global environment. 

The differences in average behavior do not necessarily imply a causal link 

between these variables. In this case, the occurrence of contagious crises may 

simply indicate a source of vulnerability to these crises. In particular, the group of 

crisis countries may exclude several ones that faced financial market pressures as 

shown by sharply increasing interest rates, or decreasing equity prices. 

Countries that suffered currency pressures during the major financial crises 

of the 1990s showed several signs of external and domestic imbalances. On the 

external side, the appreciation of the real exchange rate during the three years 

prior to the onset of each of the major crises was larger on average for crisis than 

for non-crisis emerging market economies. For the industrial countries, the 

appreciation was not significantly different between crisis and non-crisis 

countries. The external current account deficit in the year before the crisis was 
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also larger on average in crisis than in non-crisis countries for both industrial and 

emerging market economies. This may further indicate poor trade competitiveness 

in the crisis countries.  

However, in many cases there were no significant differences in pre-crisis 

external current account balances between economies those experienced currency 

crises and those that did not. Furthermore, short-term external debt in relation to 

total external debt and the ratio of short-term debt to reserves in the year 

preceding the crisis was higher in crisis economies compared with non-crisis 

economies. This shows that these crisis economies were vulnerable to a change in 

investor sentiment in an unfriendly and illiquid external environment, which is a 

potential source of financial contagion. (Calvo and Mendoza, 2000) 

Some domestic macroeconomic imbalances that may make a country 

vulnerable to financial market contagion are a high ratio of broad money to 

international reserves, high real interest rates, a banking crisis, slow GDP growth, 

and a high unemployment rate. The ratio of broad money to international reserves 

is the inverse of the extent to which liquid domestic liabilities of the banking 

system are supported by foreign exchange reserves. This can be seen as a pointer 

of the banking system’s ability to resist currency pressures. 

A high real interest rate could indicate the response of authorities to an 

overheating economy. It could as well indicate pressures on the currency market 

in advance of the starting of the global crisis. For industrial countries and Latin 

American countries, a banking crisis in the year before the beginning of a global 

currency crisis was also an indication of openness to currency market pressures.  
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All of the industrial countries and most of the Latin American countries 

that had a banking crisis in the year preceding a global currency crisis suffered 

currency market pressure. For the other emerging market economies, banking 

crises did not indicate openness since only a small percent of the countries that 

had a banking crisis went through currency market pressure the following year. In 

the year prior to the crisis, GDP growth was slower in the crisis countries than in 

the non-crisis ones. The differences in growth between crisis and non-crisis 

countries were smaller for the emerging market economies.  

For the industrial countries before the ERM crisis, the weakness in 

economic activity together with high unemployment rates could indicate that 

governments would be reluctant to defend exchange rate arrangements by 

implementing policies that could slow down real activity even further (e.g. raising 

short term interest rates). 

Trade linkages may also help to identify countries open to to contagion. 

They can be measured by the implied appreciation of the real exchange rate and 

the implied decline of export market growth due to the changes in the 

international environment after the start of a global crisis. These can be used to 

evaluate the impact of trade linkages on the competitiveness of an economy and 

the potential for export growth when other economies suffer from crises. These 

variables were different between crisis and non-crisis economies in many cases. 

For example, the implied appreciation of the real exchange rate was significantly 

higher for the crisis countries.  
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However, for all countries during the Mexican crisis and for industrial 

countries during the ERM crisis, the averages for crisis and non-crisis economies 

are not significantly different. The difference between crisis and non-crisis 

countries with respect to the implied slowdown in export market growth was 

greatest for the Asian crisis and for emerging market economies. The evidence of 

trade spillovers through a slowdown in export market growth was weakest for the 

industrial countries in the ERM crisis, where the implied slowdown was actually 

larger on average for non-crisis economies than for crisis ones.  

Common creditor financial market linkages proved to be very important in 

explaining differences between crisis and non-crisis emerging market economies. 

The common creditor is the country that lent the most to the first country in crisis. 

The importance of the common creditor for the borrowing country and the 

importance of the borrowing country for the common creditor in the year 

preceding the crisis were significantly higher in the crisis economies than in the 

non-crisis ones.  

These results imply a potential financial market-linked transmission 

mechanism for contagion: the primary creditors for countries that suffer crises are 

likely to reevaluate their portfolios at the start of crisis and withdraw funds from 

other countries as these portfolios are rebalanced. If there are regional differences 

in primary creditor relationships, this may help to explain the regional grouping of 

financial crises. (Goldstein et al., 1999) 
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4.11 Contagion and Currency Crashes 

The above discussion provides some evidence that characteristics of 

countries that experienced foreign exchange market pressures during the major 

crisis events in the 1990s differed from those that did not. It also suggests that to 

the extent that there was contagion, the contagion was not completely random. 

Rather, it was usually associated with weaknesses in economic fundamentals 

before the crisis, especially the external position, and with financial vulnerability 

and, in some cases, trade spillovers. 

In some instances, countries that did not appear to have weak economic 

fundamentals were also affected from financial market pressures in these 

contagious crisis episodes. However, not all currencies that experienced pressure 

crashed. This raises the question of why some currencies collapsed and others did 

not, or of what determines whether contagion opens the way to a currency crash. 

The answer depends on several factors like the state of the economy, the firmness 

of market reaction about the government’s ability  and willingness to defend a 

particular value of the exchange rate, and the policy response to contagion.  

As the economy’s fundamentals  are weaker, it would then be more 

difficult for it to resist an attack. Together with this, the market’s belief that the 

peg will not be sustained will also be firmer. Under these circumstances, more 

intense contagion effects are likely to occur, increasing the probability that 

contagion leads to a currency crash. Policy responses are very important since 

they interact with the state of the economy and market expectations. Besides the 

effectiveness of the policy measures, the credibility of the policy response 
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depends on how the market will perceive them considering the current economic 

conditions. 

Brazil’s experience provides a good example. It was successful in 

protecting itself from contagion effects during the Asian crisis in October 1997 

but not subsequently. The difference may be due to the credibility of the interest 

defense applied in October 1997 basing on Brazil’s relatively strong growth. But 

with growth slowing during 1998, and with critical macroeconomic weaknesses 

staying unaddressed, markets became increasingly skeptical of the sustainability 

of the pegged exchange rate. Brazil failed to use the window of opportunity 

provided by its earlier success in keeping contagion away to take more determined 

steps to overcome macroeconomic imbalances. The defensive measures that had 

earlier been successful were no longer perceived to be satisfactory in a weaker 

domestic setting and a more risk-averse global financial environment. 

 From the experience of Brazil, as well as that of other countries, it would 

appear that contagion need not result in a currency crash. What decides if 

contagion can be successfully countered is on the strength of a country’s  

economic and financial structures, well as the relationships between policy 

responses and market sentiment. These are constrained by the extent to which 

domestic imbalances and weakness are expected to continue. (Kumar et al., 2002) 

 

4.12 A Discussion on How Contagion can be Avoided 

The effects of emerging market crises in the past years have started 

extensive discussion of their policy implications both in the literature and in 
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International Capital Markets Reports & IMF documents in terms of crisis 

prevention and crisis management.  

The problem of contagion in financial markets has to be evaluated at the 

individual country level and at the systemic level. On the country level, one 

important suggestion is the significant role of domestic economic policies in 

preventing crises in the first place and in reducing openness to contagion. From 

the macroeconomic point of view, it is necessary to avoid significant exchange 

rate overvaluation and to seek fiscal and monetary policies consistent with the 

exchange rate policy. Domestic policies to strengthen banking and financial 

systems are other important factors. Ensuring that banks are reasonably strong 

however, may not itself be sufficient to prevent self-fulfilling financial crises. It is 

also important to ensure that banks are not exposed to liquidity crises. 

In this respect, it is important to pay attention to the maturity structure and 

currency composition of debt. Short-maturity debt is risky because it increases the 

potential magnitude of capital outflows. The maturity structure of public debt 

should also be monitored, since a change in investor reactions could make it 

difficult for the government to roll over a large stock of short-term debt, possibly 

leading to an attack on the currency.  

The possibility of an attack on a country’s currency and the country’s 

chances of countering the attack depend on its stock of foreign exchange reserves. 

What is really important is the ratio of short-term debt to international reserves 

rather than the level of short-term debt. Therefore, policies to limit the 

accumulation of short term debt could usefully be backed-up by keeping large 
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amounts of foreign exchange reserves. Besides, there is the need for arrangements 

to provide sufficient international liquidity to help countries deal with strong 

financial crises that can come around from sudden shifts in investor reactions. 

(Drazen, Masson 1994) 

Since emerging market crises in recent years have for the most part been 

characterized by the inability of monetary authorities to defend a fixed exchange 

rate following large reserve losses, the attractiveness of flexible exchange rates 

has increased. But freely floating exchange rates may not be suitable for all 

countries, either because exchange rates may be excessively volatile or because 

fixed exchange rates may be useful as a nominal anchor and in stopping high 

inflation. Here, several critical points should be reviewed. The first point is that 

exchange rate based stabilizations often have ended up in balance of payments 

crises. As Brazil’s crisis experience has showed, it is very critical to have a 

strategy to adjust a peg when needed as part of an overall adjustment policy 

package. Second, while a pegged exchange rate provides a clear and transparent 

nominal anchor, and can help to establish the credibility of government policies, 

an adjustable peg includes the risk that it may become unsustainable if confidence 

in the authorities’ willingness or ability to sustain it is lost.  

It is possible for a country to have greater exchange rate flexibility without 

leaving the currency to free floating. For instance, wide bands can be adopted 

around central parities and the currency may be actively intervened within the 

band.  
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Emerging market crises in recent years have pointed out the combination 

of overvalued exchange rates, open capital markets, and poorly supervised and 

regulated financial systems. More effective supervision and regulation of financial 

systems is also essential to reduce the risk of crises. Open capital markets bring 

great benefits against the fact that they constrain national monetary and fiscal 

policies and may facilitate excessive borrowing.  

In some cases, short-term capital inflows can be limited through taxes on 

capital imports, foreign deposit reserve requirements, or similar measures. 

However, it should be kept in mind that global financial integration is driven by 

technological and economic forces that cannot freely be controlled and that carry 

many promising benefits. 

In addition to stable and sufficiently regulated financial systems, greater 

exchange rate flexibility can help to discourage the excessive buildup of 

uncovered foreign currency debt. This makes both foreign and domestic investors 

more aware of exchange rate risks. By establishing that exchange rate 

appreciations can be followed by depreciations, some short-term capital inflows 

may be deterred, and the need for subsequent corrections of the exchange rate 

may be less. The importance of this fact is emphasized even further by the fact 

that many emerging market crises in recent years have been preceded by large 

private capital inflows into the crisis country. 

Whatever the exchange rate regime, macroeconomic policies need to 

support the arrangement to guarantee its success. In this sense, this chapter 

concludes by stating that countries that exhibited weak fundamentals or financial 
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vulnerabilities are more likely to suffer from the impacting effects of contagion 

than those that have stronger underlying structures and policies. (Edwards, 1999) 
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CHAPTER 5 

 

 

CONCLUSIONS 

 

 

 

This study aimed to shed light on the nature and spread of international 

financial crises. Remaining within its scope, it successfully identified significant 

clues on the existence of contagious volatility. The study on contagion of 

volatility concluded that markets tend to move together during events, with 

increases in their correlations. At 90% significance, the Wilcoxon signed rank test 

that was applied demonstrated the statistical significance of the conclusions 

reached.  

This finding shows that the benefits of international diversification are 

reduced because of increasing correlations among markets during events. Another 

striking finding was that, though at a lesser extent, the same co-movement was 

observed in upturns in markets.  

The study used US$ values of national indices in order to achieve 

uniformity for the analysis. In most of the events studied, Argentina, Korea, 

Philippines, Malaysia, Turkey and Thailand appeared to be the countries which 
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generally tended to have lower, in some cases negative correlations with the world 

index. Although in different events studied, correlations of countries showed 

changes, the general trend they follow implies that these countries should be 

included in an internationally diversified portfolio to decrease risk. 

All markets, it was seen, tended to experience higher volatilities during 

global crisis. The study also concluded that volatilities were markedly higher for 

emerging economies than that for industrialized ones. A look back at Figures 10 

and 11 demonstrates the average volatilities and correlations of the 30 national 

indices analyzed in the study in the five sub-periods. It appears that average 

volatilities and correlations had a trend of decrease in the first three periods, 

climbed up for the fourth and faced a small decline in the last. This finding 

undermines the suggestion that globalization causes increasing correlations across 

national markets, since no steady trend of increase was observed in the correlation 

of international markets throughout the 15 years analyzed. Higher correlations 

were observed in decreases in the world index compared to increases. This 

implies that markets tend to move together more closely on decreases rather than 

increases.  

As country groups that move together in crisis periods were analyzed, it 

was evident that economic and trade linkages were an influential factor in their 

behavior. European countries and North American countries moved together most 

of the time. Far East countries were somewhat different with their behavior. 

Taiwan and Thailand moved together, Philippines and Singapore conformed with 
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the rest of Far Eastern countries in some of the cases, while on others they did not 

follow. Japan was seen to be increasingly correlated with the rest of the world. 

Due to market imperfections involving information asymmetries, the price 

movements that occur in one market or country as a result of contagion from 

elsewhere can sometimes be excessive relative to full-information fundamentals. 

This suggests that more public information production and insider trading laws 

may improve market functioning and reduce unnecessary contagion. 

In the light of these findings, the possible mechanisms of the spread of 

contagion and policies that could be implemented to withstand it were discussed. 

The study also opens way to subsequent studies explaining shock since more 

channels for propagation need to be theoretically modeled and empirically tested. 

One promising research area that deserves special attention is the effect of the 

interaction between large financial institutions which are dealers in financial 

markets, and the financial markets on contagion. 
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APPENDICES 

            

 

APPENDIX A 

 

 

 

THE APPLICATION OF WILCOXON SIGNED RANK TEST 

 This section will provide a brief example of how the Wilcoxon Signed 

Rank is applied. Then, it will proceed with the results of the application of the test 

in concern to the data in the study.  

 The application of the Wilcoxon Signed Rank Test can be clarified by the 

help of the following example: (Anderson et al., 1996) 

A manufacturing firm is attempting to determine whether two production 

methods differ in task completion time. A sample of 10 workers was selected, and 

each worker completed a production task using each of the production methods. 

The production method that each worker used first was selected randomly. Thus, 

each worker in the sample provided a pair of observations, as shown in the table 

below. A positive difference in task-completion times indicate that method 1 

required more time, a negative difference indicates that method 2 required more 
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time. We will now proceed to analyze the data to see if it indicates that the 

methods are significantly different in terms of task completion time. 

In this example, we have two populations of task completion times in 

effect; one population associated with each method. The following hypothesis will 

be tested:  

H0: The populations are identical. 

Ha: The populations are not identical.  

If H0 cannot be rejected, we will not have evidence to conclude that the 

task completion times differ for the two methods. However, if H0 can be rejected, 

we will conclude that the two methods differ in task completion time.  

The first step of the Wilcoxon signed rank test includes ranking the 

absolute values of the differences between the two methods. Any differences of 

zero are discarded and the remaining absolute differences are ranked from lowest 

to highest. Tied differences are assigned the average ranking of their positions in 

the combined data set.  

Once the ranks of the absolute differences have been determined, the ranks 

are given the sign of the original difference in the data. These ranks are referred to 

as signed ranks. If the populations representing task-completion times for each of 

the two methods are identical, we would expect the positive ranks and the 

negative ranks to cancel each other, so that the sum of the signed rank values 

would approximately be zero.  
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Table 17. The Application of the Wilcoxon Signed Rank Test, an Example. 

Worker Method 1 Method 2 Difference Absolute value 
of difference 

Rank Signed 
rank 

1 10.2 9.5 0.7 0.7 8 +8 
2 9.6 9.8 -0.2 0.2 2 -2 
3 9.2 8.8 0.4 0.4 3.5 +3.5 
4 10.6 10.1 0.5 0.5 5.5 +5.5 
5 9.9 10.3 -0.4 0.4 3.5 -3.5 
6 10.2 9.3 0.9 0.9 10 +10 
7 10.6 10.5 0.1 0.1 1 +1 
8 11.2 10.6 0.6 0.6 7 +7 
9 10.7 10.2 0.5 0.5 5.5 +5.5 
10 10.6 9.8 0.8 0.8 9 +9 

� ��� 
 

The test for significance under Wilcoxon signed-rank test involves 

determining whether the computed sum of signed ranks (+44 in our example) is 

significantly different from zero. Let T denote the sum of the signed-rank values 

in a Wilcoxon signed rank test. It can be shown that if the two populations are 

identical and the number of matched pairs of data is 10 or more, the sampling 

distribution of T can be approximated by a normal probability distribution as 

follows: 

0HDQ���T = 0 

            Standart deviation: 1T = ¥Q�Q�����Q��������¥�  

 Distribution form: Approximately normal provided n>=10. 

 

For our example: 

1T = ¥10(10+1)(20+1)  /  ¥� = 19.62 

The value of the z statistic is: 

 Z= (T -��T���� 1T = (44-0) / 19.62 = 2.24 
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Testing the null hypothesis of no difference using a level of significance of 

.� �������ZH�UHMHFW�+ 0 if z < -1.96 or if z >1.96. With the value of z =2.24, we 

reject H0 and conclude that the two populations are not identical and that the 

methods differ in task completion time. The fact that method 2 had the shorter 

completion times for 8 of the 10 workers leads us to conclude that the differences 

between the two populations indicate method 2 to be the better production 

method.  

 Once the exemplified Wilcoxon signed rank test is applied to the four 

periods which include the events of our study, the results will be brought together 

with a binomial test. The result of the binomial test will conclude the analysis, and 

determine if national indices indeed tend to move together during an event.  

The application of the Wilcoxon signed rank test for negative events of Period 1:  

Null Hypothesis: There is no significant difference between populations.  

Alternative Hypothesis: There is significant difference between populations.  

The mean of T: n(n+1)/4        

   = 435(435+1)/4     

   =47415         

The standard Deviation of T: ¥Q�Q�����Q������¥��      

    ¥���������������������¥��    

      =2623.562     

The standardized z statistic: 22829-47415/2623.562= -8,992   

            =-9.371<-1.282 (One sided test)   
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1XOO�K\SRWKHVLV�LV�UHMHFWHG�DW� .� ������7KHUH�LV�VLJQLILFDQW�GLIIHUHQFH  between 

populations.          

   

The application of the Wilcoxon signed rank test for negative events of Period 2:  

Null Hypothesis: There is no significant difference between populations. 

Alternative Hypothesis: There is significant difference between populations. 

   

The mean of T: n(n+1)/4         

   = 435(435+1)/4       

   =47415         

The standard Deviation of T: ¥Q�Q�����Q������¥��      

    ¥���������������������¥��       

               =2623.562  

The standardized z statistic: 958-47415/2623.562=-17,696    

           =-17,708<-1.282 (One sided test)    

1XOO�K\SRWKHVLV�LV�UHMHFWHG�DW� .�  90%. There is significant difference between 

populations.           

 

The application of the Wilcoxon signed rank test for negative events of Period 4  

Null Hypothesis: There is no significant difference between populations.  

Alternative Hypothesis: There is significant difference between populations.  

The mean of T: n(n+1)/4         
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   = 435(435+1)/4       

   =47415         

The standard Deviation of T: ¥Q�Q�����Q������¥��      

   ¥���������������������¥��      

   =2623.562        

The standardized z statistic: 773-47415/2623.562=-17.767    

            =-17,778<-1.282 (One sided test)    

1XOO�K\SRWKHVLV�LV�UHMHFWHG�DW� .� ������7KHUH�LV�VLJQLILFDQW�GLIIHUHQF e between 

populations.           

 

The application of the Wilcoxon signed rank test for negative events of Period 5  

Null Hypothesis: There is no significant difference between populations.  

Alternative Hypothesis: There is significant difference between populations.  

The mean of T: n(n+1)/4        

   = 435(435+1)/4       

   =47415         

The standard Deviation of T: ¥Q�Q�����Q������¥��      

    ¥���������������������¥��    

    =2623.562     

The standardized z statistic: 9838-47415/2623.562=-14.812   

            =-14.323<-1.282 (One sided test)   

1XOO�K\SRWKHVLV�LV�UHMHFWHG�DW� .� ������7KHUH  is significant difference between 

populations.           
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The application of the Wilcoxon signed rank test for positive events of Period 1:  

Null Hypothesis: There is no significant difference between populations.  

Alternative Hypothesis: There is significant difference between populations.  

The mean of T: n(n+1)/4         

  = 435(435+1)/4       

  =47415         

The standard Deviation of T: ¥Q�Q�����Q������¥��      

    ¥���������������������¥��    

    =2623.562       

The standardized z statistic:  10371-47415/2623.562=-14.129   

    =-14.120<-1.282 (One sided test)    

1XOO�K\SRWKHVLV�LV�UHMHFWHG�DW� .� ������7KHUH�LV�VLJQLILFDQW�GLIIHUHQFH�EHWZHHQ�
populations.           

 

The application of the Wilcoxon signed rank test for positive events of Period 2:  

Null Hypothesis: There is no significant difference between populations.  

Alternative Hypothesis: There is significant difference between populations.  

The mean of T: n(n+1)/4         

  = 435(435+1)/4       

  =47415         

The standard Deviation of T: ¥Q�Q�����Q�1) / ¥��     

    ¥���������������������¥��      

               =2623.562 
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The standardized z statistic: 7840-47415/2623.562=-14.906   

            = -15.084<-1.282 (One sided test)    

1XOO�K\SRWKHVLV�LV�UHMHFWHG�DW� .� ������7KHUH�LV�VLJQLILFDQW�GLIIHUHQFH�EH tween 

populations.          

  

The application of the Wilcoxon signed rank test for positive events of Period 4:  

Null Hypothesis: There is no significant difference between populations.  

Alternative Hypothesis: There is significant difference between populations.  

The mean of T: n(n+1)/4         

   = 435(435+1)/4       

   =47415         

The standard Deviation of T: ¥Q�Q�����Q������¥��      

                      ¥���������������������¥��     

    =2623.562       

The standardized z statistic: 40392-47415/2623.562=-2.677   

             =-2.677<-1.282 (One sided test)   

1XOO�K\SRWKHVLV�LV�UHMHFWHG�DW� .� ������7KHUH�LV�VLJQLILFDQW�GLIIHUHQFH�EHWZHHQ�
populations.           

 

The application of the Wilcoxon signed rank test for positive events of Period 5  

Null Hypothesis: There is no significant difference between populations.  

Alternative Hypothesis: There is significant difference between populations.  
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The mean of T: n(n+1)/4        

   = 435(435+1)/4       

  =47415         

The standard Deviation of T: ¥Q�Q�����Q���� / ¥��     

    ¥���������������������¥��    

    =2623.562       

The standardized z statistic: 2777-47415/2623.562=-13.668   

            =-17.014<-1.282 (One sided test)    

1XOO�K\SRWKHVLV�LV�UHMHFWHG�DW� .� ������7KHUH�LV�VLJQLILFDQW�GLIIHUHQFH�EHWZHHQ�
populations. 
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APPENDIX B 

 

 

THE APPLICATION OF THE BINOMIAL TEST 

 

 

 

The binomial probabilities at 90 % significance are in the table below:  

Table 18. The Application of the Binomial Test. 

No of observations:        

1 0.9000  0.1000      
2 0.8100  0.1800  0.0100    
3 0.7290  0.2430  0.0270  0.0010    
4 0.6561  0.2916  0.0486  0.0036  0.0001   
5 0.5905  0.3281  0.0729  0.0081  0.0005  0.0000  
      0       1       2        3          4           5     No of successes 

 Since 0.0001 < 0.1  

             The binomial test concludes that 4 successful observations out of four 

trials are sufficient to show correlations during events are larger than the averages 

of their corresponding sub-periods. 

Since 0.0036 < 0.1 

The binomial test concludes that 3 successful observations out of four 

trials are sufficient to show volatilities during events are larger than the averages 

of their corresponding sub-periods. 
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APPENDIX C 

 

 

VOLATILITIES OF SUBJECT COUNTRIES AND REGIONS IN 

THE NEGATIVE EVENTS STUDIED 
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VOLATILITIES OF SUBJECT COUNTRIES AND REGIONS IN 

THE POSITIVE EVENTS STUDIED 
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APPENDIX E 

 

 

CORRELATIONS OF SUBJECT COUNTRIES AND REGIONS IN 

THE NEGATIVE EVENTS STUDIED 

 

 

 

 In this part of the appendix, the results of the correlation tests conducted 

on the 31 negative events studied will be presented. The events cover a time 

period of 15 years, which is from April 1., 1988 to April 1., 2003. They include a 

decrease in the World index that’s higher t han 2%. 
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APPENDIX F 

 

 

CORRELATIONS OF SUBJECT COUNTRIES AND REGIONS IN 

THE POSITIVE EVENTS STUDIED 

 

 

 

 In this part of the appendix, the results of the correlation tests conducted 

on the 41 positive events studied will be presented. The events cover a time period 

of 15 years, which is from April 1., 1988 to April 1., 2003. They include an 

increase in the World index that’s higher than 2%.  
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