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ABSTRACT 

 
 

SPECIFIC ABSORPTION RATE CALCULATIONS USING 
FINITE DIFFERENCE TIME DOMAIN METHOD 

 
 

Türer, İbrahim 

MSc., Department of Electrical and Electronics Engineering 

Supervisor      : Prof. Dr. Mustafa Kuzuoğlu 

 

     August 2004, 106 pages 
 
 
 
This thesis investigates the problem of interaction of electromagnetic radiation with 

human tissues. A Finite Difference Time Domain (FDTD) code has been developed to 

model a cellular phone radiating in the presence of a human head. In order to implement 

the code, FDTD difference equations have been solved in a computational domain 

truncated by a Perfectly Matched Layer (PML). Specific Absorption Rate (SAR) 

calculations have been carried out to study safety issues in mobile communication.  
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ÖZ 

 
 

ZAMANDA FARKLAR METODU KULLANILARAK ÖZGÜL EMİLİM ORANI 
HESAPLAMALARI 

 
 

Türer, İbrahim 

Yüksek Lisans, Elektrik ve Elektronik Mühendisliği Bölümü 

Tez Yöneticisi: Prof. Dr. Mustafa Kuzuoğlu 

 

      Ağustos 2004, 106 sayfa 
 
 
 
Bu tezde elektromanyetik radyasyonun insan dokularıyla olan etkileşimi araştırılmıştır. 

İnsan kafasının yakınında radyasyon yayan bir cep telefonunu modellemek için zamanda 

sonlu farklar (ZSF) kodu geliştirilmiştir. Kodu uygulayabilmek için ZSF fark 

denklemleri Mükemmel Eşlenmiş Katman (MEK) ile sonlandırılmış bir uzayda 

çözülmüştür. Mobil haberleşmedeki güvenlik sorunlarını incelemek için Özgül Emilim 

Oran (ÖEO) hesaplamaları yapılmıştır.   
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CHAPTER 1 
 

 

INTRODUCTION 

 

 

 

1.1 Numerical Solution of Electromagnetic Initial/Boundary Value Problems 

  

Electromagnetic radiation/scattering problems may be modeled as initial/boundary value 

problems governed by partial differential equations subject to properly defined initial 

and/or boundary values. The spatial domain of the initial/boundary value problem may 

be quite complicated in general, and the direct analytical solution of the problem is 

usually impossible. As a result, spatial and/or temporal discretization is employed for the 

approximate numerical solution of the problem. To this end, several approximate 

solution techniques have been developed so far, the most important ones being the 

Method of Moments (MoM), the Finite Element Method (FEM) and the Finite 

Difference Time Domain (FDTD) method. There are also hybrid methods which employ 

combinations of different approaches (such as combining FEM and MoM) as well as 

combinations of numerical and asymptotic techniques. A summary of the most 

frequently-used numerical techniques is given below.  

 

1.1.1 The Method of Moments (MoM) 

 

The Method of Moments (MoM), which has been introduced by Harrington [1], is one 

of  the most popular numerical methods developed for the solution of electromagnetic 

boundary value problems. The electromagnetic scattering/radiation problem is first  
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modeled in terms of an integral equation, and the unknown function is approximated as a 

linear combination of explicitly defined functions known as shape functions. The last 

step of the MoM approach is the reduction of the operator equation to a matrix equation 

by taking the inner product of the operator equation with a set of weight functions. A 

major drawback of the MoM approach is the difficulty encountered in the construction 

of the Green’s function (which is the kernel of the operator equation) in certain 

applications. However, for problems involving PEC (Perfect Electric Conductor) objects 

in free space, the method brings forth a reduction in dimension (A three-dimensional 

(3D) problem is modeled as an integral equation on a two-dimensional (2D) surface, and 

a 2D problem is reduced to an integral equation defined on a one-dimensional (1D) 

curve), which leads to a reduction in the number of unknowns. The resulting MoM 

matrix is full, due to the fact that the kernel of the integral operator links any spatial 

point to all the remaining spatial points. This last property may also be interpreted as a 

consequence of the non-local character of integral operators.  

  

1.1.2 The Finite Element Method (FEM) 

 

The Finite Element Method (FEM) [2] has been introduced to solve boundary value 

problems governed by partial differential equations, and hence, it requires the 

discretization of the entire problem domain. As a first step, the boundary value problem 

is expressed in terms of an equivalent weak variational formulation. Next, the spatial 

domain is divided into a number of subdomains, known as elements. The unknown 

function is approximated in terms of locally defined shape functions, leading to a sparse 

matrix equation. The major strength of the FEM is its  ability to model complex-shaped 

domains and inhomogeneous material objects. The method is very flexible since the  

elements can be chosen to closely conform the original geometry of material boundaries. 

A major difficulty in the FEM is mesh truncation, i.e. the termination of the unbounded 

spatial domain by an absorbing boundary. Several methods have been proposed to 

achieve efficient mesh truncation, in terms of suitably-defined Absorbing Boundary  
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Conditions (ABCs) [3], and the more recently-introduced Perfectly Matched Layers 

(PMLs) [4]. 

 

The MOM and FEM can be interpreted as projection methods, where an approximate 

solution is sought as a linear combination of shape functions, which means that the exact 

solution is projected to the subspace spanned by the shape functions.  

 

1.1.3 The Finite Difference Time Domain (FDTD) Method 

 

The FDTD method, which has been introduced by Yee [5], is based on the direct 

discretization of Maxwell’s curl equations. The spatial and temporal partial differential 

operators are approximated by their finite difference counterparts in such a way that 

there is spatio-temporal staggering in the definition of space-time points for the electric 

and magnetic field vectors. This property of the FDTD algorithm is very important in the 

iterative solution of the field quantities starting from an initial value. The method is easy 

to understand, easy to implement as software, and since it is a time-domain technique, a 

single simulation run can cover a wide frequency range provided that the excitation is a 

wide-band signal.  

 

Since the FDTD is a time-domain technique which evaluates the electromagnetic field 

intensities everywhere in the computational domain, it lends itself to providing 

animation displays (movies) of the spatio-temporal field variation throughout the model. 

This capability is extremely useful to understand exactly what is going on in the model, 

and to help insure that the model is working correctly.  

 

In addition, the FDTD method allows the user to specify the material parameters at all 

points within the computational domain. The constitutive parameters of conducting, 

dielectric as well as  magnetic materials can be modeled without too much effort.   

 

 



4 4

 

Since the computational domain must be bounded, one must employ a domain truncation 

approach in FDTD simulations for radiation/scattering problems where the physical 

domain extends to infinity. Similar to the FEM case, domain truncation in FDTD can be 

achieved by defining ABCs over the outer boundary or by a PML.  

 

The FDTD technique offers many advantages as an electromagnetic modeling, 

simulation, and analysis tool. Its capabilities include [6]: 

1. Broadband response predictions centered about the system resonances 

2. Arbitrary three-dimensional (3-D) model geometries 

3. Interaction with an object of any conductivity from that of a perfect conductor, to 

that of a real metal, to that of low or zero conductivity  

4. Frequency-dependent constitutive parameters for modeling most materials 

i. Lossy dielectrics 

ii. Magnetic materials 

iii. Unconventional materials, including anisotropic plasmas and 

magnetized ferrites 

5. Any type of response, including far fields derived from near fields, such as 

i. Scattered fields 

ii. Antenna patterns 

iii. Radar cross-section (RCS) 

iv. Surface response 

v. Currents, power density 

vi. Penetration/interior coupling 

 

Although the FDTD method is a very convenient numerical approximation approach, it 

also has a number of drawbacks as mentioned below: 

 

1. Since the FDTD method requires a grid to be formed over the entire 

computational domain, the restrictions on the cell size (with respect to the  
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wavelength and the problem geometry), may lead to a large number of cells, 

resulting long run times.  

2. Objects with long, thin features, (like wires) are difficult to model in the FDTD 

method because of the excessively large computational domain required.  

3. The computational domain in the FDTD method is usually modeled in Cartesian 

coordinates, where the cell surfaces are parallel to the coordinate axes. The 

modeling of curved surfaces introduces a source of error, known as staircasing. 

4. The electromagnetic field components are evaluated directly everywhere in the 

computational domain, which is basically the near-field region of the scatterer or 

the antenna. If RCS or radiation pattern calculations are required, the far-field 

expressions of the electromagnetic field must be available. For this purpose, 

near-to-far field transformations are used based on integrations over a Huygens’ 

box enclosing the scatterer/radiator. 

 

1.2 Objective of the Thesis 

 

The main aim of this thesis is to study the interaction of electromagnetic waves with 

human body parts. In particular, power dissipation in human head due to a closely 

spaced radiator (simulating a mobile phone device) is studied. For this purpose, an 

FDTD code has been developed to calculate specific absorption rates in a dielectric lossy 

object simulating the human head. To achieve this goal: 

• A 3D FDTD MATLAB code has been designed including a PML mesh 

truncation and human head model. 

• In order to verify the accuracy of the method, the numerical results are compared 

with analytical solutions in some test cases. 

• The tissue distribution in a human head is extensively studied to model the object 

successfully. 
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1.3 Outline of the Thesis 

 

Following the Introduction chapter, theoretical details of the FDTD method are 

explained in Chapter 2. Also, 1D, 2D and 3D wave propagation and scattering examples 

are given. In Chapter 2, the formulations do not include any absorbing boundary 

conditions. For the realistic simulation of open region problems, absorbing boundary 

conditions must be employed, which is explained in Chapter 3. In Chapter 4, a human 

head model is developed. The input impedance and field distribution of a wire antenna 

are calculated and compared with analytical results for the purpose of code verification 

in Chapter 5. Finally, in Chapter 6 for the problem of human head/mobile phone radiator 

interaction, SAR values within the human head are calculated via the FDTD code and 

results are discussed.  

 

The main subject of the thesis work is to discuss the interaction of human head tissues 

with the electromagnetic radiation from a cellular phone located close to the head. 

Several results related to this problem have been reported in the literature [16-22]. In 

these papers, the researchers investigated the same problem with different head and/or 

phone models. As a result of different modeling approaches, the results differ in 

magnitude. However, there is not much difference in the order of magnitude of the 

result. The results obtained in this thesis are also of the same order of magnitude with 

the results in the literature.  
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CHAPTER 2 
 

 

DESCRIPTION OF THE FINITE DIFFERENCE TIME DOMAIN (FDTD) 

APPROXIMATION 

 

 

 

The FDTD approach is an approximate iterative solution method for Maxwell’s curl 

equations in time domain. The partial differential operators are discretized by using the 

finite difference expressions, leading to a coupled system of difference equations, which  

are solved in a leap-frog manner; that is, the electric field intensity vector is solved at a 

given instant in time, followed by the calculation of  the magnetic field intensity vector 

at the next instant in time. In addition, the electric and magnetic fields are specified at 

neighboring points leading to a staggered pattern in space. 

  

When Maxwell's curl equations are examined, it can be seen that the time derivative of 

the E field is related to the curl of the H field. This implies that the temporal rate of 

change in the E field (i.e. the time derivative) is related to the spatial rate of change of 

the H field (i.e. the spatial derivatives in the curl operator). A finite difference 

approximation of the time derivative leads to a difference expression where the new 

value of the E field (which is still unknown) is expressed  in terms of the old value of the 

E field (which has already been calculated) and the spatial partial derivatives of the old 

value of the H field (which has also been calculated). This picture illustrates the fact that 

the field components are calculated iteratively by marching-on in time. Because of the 

apparent symmetry in Maxwell’s curl equations, a similar iterative scheme is applicable 

for the equation which relates the time derivative of the H-field to the curl of the E-field.  
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The spatial derivatives may also be approximated in terms of finite differences such that 

the E and H field points are staggered in space, leading to the final form of equations 

used in FDTD applications. 

  

In order to use the FDTD approach, a computational domain must be established. This 

domain is a rectangular prism filled with points (known as a grid or mesh) where E or H 

fields are specified. If there are material bodies, the constitutive relations must also be 

specified at each point. Typically, the material may be either air (taken as free space), 

conducting metal (taken as perfect electrical conductors (PEC)), or insulators. There are 

of course other possibilities where the objects are modeled as anisotropic or 

bianisotropic materials. 

  

Once the computational domain is established, sources creating the electromagnetic field 

must be specified. The source can be an impinging plane wave, a current on a wire, or an 

electric field between metal bodies (basically a voltage difference between two metal 

objects), depending on the type of excitation to be modeled.  

 

Since the E and H fields are determined iteratively, the output of the simulation is 

usually the E or H field at the grid points within the computational domain. Additional 

quantities, such as the power density, far-field expressions, etc. can be evaluated in 

terms of the already calculated field expressions.  

 

2.1 Maxwell’s Equations in Time Domain 

 

All electromagnetic phenomena can be expressed in terms of a coupled system of partial 

differential equations known as Maxwell’s equations as given below for the source-free 

case: 
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t
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∂
∂

−=∇                                (2.1a) 

 

CJ
t
DHx +
∂
∂

=∇                      (2.1b) 

 

0. =∇ D                     (2.1c)        

 

0. =∇ B                     (2.1d) 

 

In linear, isotropic, non-dispersive materials (i.e. materials having field-independent, 

direction-independent and frequency-independent electric and magnetic properties) 

 

ED =∈  , HB µ=  and EJ c σ=         (2.2) 

 

(2.1a) and (2.1b) can be rewritten as: 

 

Ex
t
H

∇−=
∂
∂

µ
1                    (2.3a) 

 

EHx
t
E

ε
σ

ε
−∇=

∂
∂ 1                    (2.3b) 

 

The open form of (2.3a) is 
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µ                  (2.4) 
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A similar equation can be defined for (2.3b) as well, and after equating ,x y  and z  

components on both sides of (2.3a) and (2.3b), the following scalar equation set is 

obtained 
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2.1.1 Maxwell’s Curl Equations in Two Dimensions 

 

If the field components are functions of x  and y  only, and independent of z , the 

equations are simplified as given below.  

 

2.1.1.a  Transverse Magnetic (TM) Mode 

 

In Transverse Magnetic mode, zH  must be zero. The nonzero components are  ,z xE H  

and yH . 
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2.1.1.b Transverse Electric (TE) Mode 

 

In contrast to the TM mode, the non-zero field components in this case are ,z xH E  

and yE .   
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2.1.2 Maxwell’s Curl Equations for the 1D Case 

 

Consider the case where neither the electromagnetic field intensity vectors nor the 

modeled geometry has any variation in the y  and z  directions. Therefore, all field 

partial derivatives with respect to z  and y   are equal to zero. In TM mode, equations 

reduce to, 
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Again assuming that all partial derivatives with respect to y and z  are equal zero, the 

two-dimensional TE mode of Maxwell’s equations in rectangular coordinates reduces to, 

 

1

1

yz

y z
y

EH
t x

E H E
t x

µ

σ
ε

∂⎛ ⎞∂
= −⎜ ⎟∂ ∂⎝ ⎠
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                  (2.7b) 

 

2.2 Approximation of Derivatives by Finite Differences 

 

In the FDTD approach, Maxwell’s equations are discretized by approximating the 

spatio-temporal derivatives by their finite difference counterparts. To this end, it is 

essential to develop the finite difference expressions starting from the definition of the 

derivative of a function ( )f x  at point 0x  , as given below 

 

0

0 0

0

( ) ( )( ) limx x h

f x h f xd f x
dx h= →

+ −
=                    (2.8) 

 

In the finite difference method, the derivatives are approximated locally by finite 

difference quotients ( 0)h >  instead of a limit. 

 

 

 

 

For example, 

 

0
0 0( ) ( )( ) x x

f x h f xd f x
dx h=

+ −
≈                             (2.8a) 
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is called the forward difference expression. The geometric interpretation of this 

approximation is illustrated in Fig. 2.1.  

 

 
Figure 2.1: Forward Difference of a Function 

 

Similarly, the backward difference operation is defined as  

 

0
0 0( ) ( )( ) x x

f x f x hd f x
dx h=

− −
≈                  (2.8b) 

 

The geometric interpretation of (2.8b) is shown in Fig. 2.2. 

 

 
Figure 2.2: Backward Difference of a Function 
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From Figs. 2.1 and 2.2 it can be concluded that the backward or forward difference 

expressions fail to approximate the differentiation operation accurately. If the average of 

the forward and backward differences is evaluated, we get the central difference formula 

 

0
0 0 0 0( ) ( ) ( ) ( )1( )

2x x
f x h f x f x f x hd f x

dx h h=
+ − − −⎡ ⎤≈ +⎢ ⎥⎣ ⎦

 

            (2.9) 

         0 0( ) ( )
2

f x h f x h
h

+ − −
=                

 

The geometric meaning of (2.9) is also explained in Fig. 2.3. 
 

 
Figure 2.3: Central Difference of a Function 

 

It is also possible to approximate higher order derivatives by finite difference 

expressions. For example, the central difference approximation of the second derivative 

of a function is, 
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           (2.10) 
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2.3 The Yee Algorithm 

 

K. S. Yee introduced a finite difference approximation for the coupled system of 

differential equations given by (2.5) [5]. In his formulation, he used central difference 

expressions for both space and time derivatives.  Throughout this thesis, a special 

notation introduced by Yee (involving super and subscripts) will be employed, as 

explained below. 

 

2.3.1 Yee’s Notation 

 

( , , )i j k : Integers 

 

( , , )x y z∆ ∆ ∆ : Space increments in the x, y and z directions. 

 

, , ( , , , )n
i j kA A i x j y k z n t= ∆ ∆ ∆ ∆  

where A  denotes any field component. 

 

Consider the first expression in (2.5) 
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Multiplying both sides by ∆t and isolating 1
1 1, ,
2 2

n
x i j k

H +

+ +
 on the left hand side yields: 



16 16

 
1

1 1, ,
2 2

1 1 1 1
2 2 2 21 1 1 1, , 1 , , , 1, , ,

2 2 2 2
1 1, ,
2 2 1 1, ,

2 2

n
x i j k

n n n n
y y z zi j k i j k i j k i j kn

x i j k

i j k

H

E E E EtH
z yµ

+

+ +

+ + + +

+ + + + + +

+ +

+ +

=

⎡ ⎤
− −⎢ ⎥∆ ⎢ ⎥+ −
∆ ∆⎢ ⎥

⎢ ⎥⎣ ⎦

          (2.12) 

 

So, xH  at the time step n+1 is evaluated in terms of previously calculated values of xH  

(at the time step n), yE and zE  (at time step n+ 1
2 ).  

 

In a similar manner, we can derive the finite-difference expressions for 

 
1
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from (2.5). 

 

Now consider the fourth expression in (2.5): 
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 which is approximated as follows 
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Since xE   is not specified at n -th time step, it can be approximated as follows.  

 
1 1
2 21 1, , , ,

2 2
1, ,
2 2

n n
x xi j k i j kn

x i j k

E E
E

+ −

+ +

+

+
=                                                                         (2.14) 

 

which is called a semi-implicit approximation, implying that 1, ,
2
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 is the temporal 

average of 
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If this expression is substituted into the right hand side of (2.13), the following 

expression is obtained 
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If the term 
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n
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+
 is isolated on the left hand side, the following iterative expression 

is found 
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In a similar manner, finite-difference expressions for 
1
2

1, ,
2

n

y i j k
E
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+
 and 

1
2 1, ,

2

n
z i j k

E +

+
   can 

be derived from (2.5).  

 

2.4 Yee Cell 

 

In the previous section, the finite difference approximation of the field variations has 

been given. The most remarkable aspect of these expressions is that the field components 

are staggered in space and time. That is, the electric and magnetic field components are 

defined at different space points and different time instants. This property is shown in 

Fig. 2.4, which is an illustration of the Yee cell representing  the building block of the 

FDTD grid. As shown below, every E component is surrounded by four circulating H 

components, and every H component is surrounded by four circulating E components.  

 

If the front face is considered in particular, xH  is expressed in terms of the zE  values at the left 

and right and yE  values above and below. 
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Figure 2.4: Yee Cell  

 

The six spatio-temporal difference equations relating the field components are given 

below 
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The equations (2.17a-2.17f) are the FDTD counterparts for the source-free 3D 

Maxwell’s curl equations. 
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2.5 Stability Condition for the FDTD Equations 

 

As explained in the previous section, the spatio-temporal discretization of Maxwell’s 

curl equations leads to a coupled system of difference equations. The solution of this 

equation system can be obtained iteratively starting from an initial condition. It is well 

known that if the solution stays bounded for all time instants, the difference equation 

system is said to be stable.  The stability condition, which gives the relationship between 

space and time increments, is given in [6, 7]. For 3D applications, it is given by 
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                            (2.18) 

Let x y z∆ = ∆ = ∆ = ∆ , then (2.18) reduces to 

 

3
t
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∆ ≤                     (2.19) 

 

In many applications, (2.19) is replaced by the expression 

 

2
t
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∆

∆ =                     (2.20) 

 

2.6 Introductory Examples 

 

In this section, some examples will be given to validate the FDTD code in 1D, 2D and 

3D cases. The main emphasis will be to demonstrate the simulation of electromagnetic 

wave propagation for some simple applications.  
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2.6.1 1D Wave Propagation 

 

Simulation of one dimensional wave propagation is the simplest possible example in 

FDTD approach. As a first example, it is shown below in Fig. 2.5 that a Gaussian pulse 

is excited in the middle portion of the grid and propagates in both directions without any 

attenuation due to the fact that the medium is lossless. 

   

 
Figure 2.5: Propagation of a Gaussian Pulse in Free Space  

 

If the medium is not homogeneous, several reflections will occur, as demonstrated in 

Fig. 2.6.  
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Figure 2.6: Propagation of a Gaussian Pulse through the Interface of Two Different 

Media 

 

The gray area represents a medium having a relative dielectric constant equal to 2. As a 

result, a reflection will occur at the interface, because of the discontinuity in the 

dielectric constant. 

 

The reflection coefficient for a normally-incident plane wave is given by [8] 
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The intrinsic impedance expression is given by 
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µη
ε ε

=                     (2.22) 

 

where rε  is the relative dielectric constant.  

It is obvious that for a lossless medium, the impedance is proportional to 1

rε
. In the 

example above, gray area has a relative dielectric constant 2. So, the reflection 

coefficient is: 

 

1 1
2 0.17161 1
2

−
Γ = = −

+
 

 

The peak value of the reflected wave is -0.1719 for the example given above. The 

relative error between numerical and analytical solution is  

 

0.1716 0.1719
0.17%

0.1716
E

−
= =  

 

2.6.2 2D Wave Propagation 

 

In order to demonstrate the FDTD code developed in this thesis, the example in Yee’s 

1966 paper is duplicated. In this example, there is no dependence on z  coordinate. The 

source is chosen as a plane wave (a sinusoidal pulse) which propagates towards an 

obstacle with a square cross-section. Below, in Fig. 2.7, the incident plane wave is 

plotted at different time instants in the absence of the obstacle, which is essentially a 

pulse propagating in x  direction.  
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Figure 2.7: Snapshots of the Sinusoidal Pulse at Time Steps 15, 30, 45, 60  
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Figure 2.8: Snapshots of the Sinusoidal Pulse at Time Steps 75, 90, 105, 120  

 

In Yee’s paper, a PEC obstacle with a square cross-section is located in the middle of the 

computational domain to simulate the reflection phenomenon. The snapshots are shown 

in Figs. 2.9 and 2.10. The remaining figures (Figs. 2.11-2.12) are gray-scale images of 

the field variation. The artifacts in these figures are due to numerical reflections from the 

boundary. 
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Figure 2.9: Snapshots of the Sinusoidal Pulse at Time Steps 15 ,30 ,45 ,60 

(in the presence of the obstacle)  
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Figure 2.10: Snapshots of the Sinusoidal Pulse at Time Steps 75, 90, 105, 120  

(in the presence of the obstacle) 
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Figure 2.11: Gray-scale Snapshots of a Plane Wave Propagating towards Left 

(No Obstacle) 
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Figure 2.12: Gray-scale Snapshots of a Plane Wave Propagating towards Left 

(in the presence of the obstacle) 
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2.6.3 3D Wave Propagation 

 

Although 3D FDTD simulation is similar to the 2D case, it is geometrically and 

computationally more involved. The increased complexity in 3D is due to the fact that 

all vector field components ( , , , , ,x y z x y zE E E H H H ) are non-zero in general and each 

component is a function of three coordinate variables.  

 

Below, in Figs. 2.13-2.19, snapshots of the radiation from a dipole antenna are given in 

terms of graphs of the zE  component on xy  plane. The computational domain is a cube 

with side length 138 cm. ( 3x y z∆ = ∆ = ∆ = cm, which means that there are 

46 46 46 97336x x =  Yee cells in the grid. The time increment satisfies
02
xt
c
∆

∆ = ) The 

dipole antenna is modeled as a 72 cm center-fed thin wire antenna extending in 

z direction, located symmetrically at the center of the computational domain. The 

excitation is applied at the center as an impressed zE   field (i.e. gap voltage) whose 

temporal variation is a continuous sinusoid with frequency 900 MHz.     

 
Figure 2.13: Gray-scale snapshot of zE  over xy  plane ( t =15 t∆ )   



32 32

 
Figure 2.14: Gray-scale snapshot of zE  over xy  plane ( t =30 t∆ )   

 

 

  
Figure 2.15: Gray-scale snapshot of zE  over xz  plane ( t =30 t∆ ) 
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Figure 2.16: Gradient map snapshot of zE  over xz  plane ( t =30 t∆ )  

 
Figure 2.17: Gradient map snapshot of zE  over xy  plane ( t =30 t∆ ) 
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Figure 2.18: Gray-scale snapshot of zE  over xy  plane ( t =40 t∆ )  

 
Figure 2.19: Gray-scale snapshot of zE  over xy  plane ( t =100 t∆ )   
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In Figs. 2.18 and 2.19, it is observed that when the wave reaches the outer boundary, it is 

reflected back to the inner region, which means that the boundary behaves like a PEC 

wall. In reality, the antenna is located in free space which extends to infinity. In order to 

simulate this case, the outer walls must be transparent. This difficulty can be resolved by 

defining Absorbing Boundary Conditions (ABCs) over the outer boundary. Another 

possibility is the Perfectly Matched Layer (PML) approach, which is essentially a 

material layer which absorbs electromagnetic waves (with arbitrary frequency and 

direction) without any reflection. In this thesis, a special PML has been implemented as 

will be explained in the next chapter. 
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CHAPTER 3 
 

 

PML GRID TRUNCATION IN FDTD 

 

 

 

In most of the initial/boundary value problems of electromagnetics, the physical domain 

is unbounded. In numerical simulations, the computational domain must be bounded 

because of the necessity to handle a finite number of unknowns. For this purpose, either 

Absorbing Boundary Conditions (ABCs) are used at the outer boundary, or an absorbing 

layer is used. These approaches aim to simulate a reflectionless grid truncation as 

successfully as possible. The PML approach, introduced by Berenger, is an effective 

method to absorb plane electromagnetic waves without any reflection.  

 

3.1 The Perfectly Matched Layer (PML) Concept 

 

In FDTD simulations, the electromagnetic wave initiated by a source distribution 

propagates outward and reaches the outer boundary of the computational domain. If no 

conditions are imposed at this boundary, reflections will occur and the numerical results 

will fail to simulate the correct behavior of electromagnetic wave propagation. Ideally, 

the outer boundary must be transparent in order to simulate outgoing waves. ABCs and 

several types of PMLs are effective solutions in this direction [4, 9, 10].  

 

In Berenger’s PML method [4], which is the first successful attempt to use absorbers in 

mesh truncation, each component of the electromagnetic field vectors is split into two 

parts. In Cartesian coordinates, the six components yield 12 subcomponents. There are  
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advantages and disadvantages of Berenger’s technique. The prominent advantage of this 

method is that it is a perfectly matched layer. So, reflection is independent of angle of 

incidence. Regardless of angle and polarization, very small amount of reflection occurs. 

However, the equations in Berenger’s formulation are non-Maxwellian, that is, they do 

not satisfy Maxwell’s equations.  

 

In December 1996, S. Gedney presented a new PML absorbing material composed of a 

uniaxial anisotropic material for the truncation of FDTD lattices [9]. Unlike Berenger’s 

technique, the uniaxial PML medium presented by Gedney is Maxwellian. Also, FDTD 

implementation of the uniaxial PML medium is stable, effective and more 

computationally efficient than the others.  

 

3.2 Theoretical Basis of the PML Concept 

 

Consider a time-harmonic, arbitrarily polarized plane wave propagating in an isotropic 

medium, whose yH  component is given in (3.1).  

 
i i
x zinc

o
j x j zH H e β β− −=          (3.1) 

 

The wave is incident on a material half-space described as a uniaxial anisotropic 

medium. The interface between two media is the 0z =  plane. In the plane wave space 

the curl equations are expressed as 

 

0

0

a
r

a
r

xE H

xH E

ωµ µ µ

ωε ε ε

β

β

=

= −
          (3.2) 

 

In equations above,  
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ˆ ˆa i a
x zx zβ β β= +                              (3.3) 

 

and rε  expresses relative permittivity while rµ  refers to relative permeability.  

 

 The parameters are defined as 

 

0 0
0 0
0 0

0 0
0 0
0 0

a
a

b

c
c

d

ε

µ

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦
⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

          (3.4) 

 

The entries xxε  and yyε  , as well as xxµ  and yyµ  are equal, implying that the medium is 

symmetric about the z axis.  

 

The wave equation is derived from the coupled curl equations (3.2) as 

 
1

2 0a ax xH k Hε µβ β
−

+ =          (3.5) 

 

where 2 2
0 0r rk ω µ µ ε ε= . 

 

First, assume the presence of a yTE  incident wave. In the isotropic space the fields are 

expressed as a superposition of the incident and reflected fields as 

 

1 0
2ˆ (1 )

i i i
z x zj z j x j zH yH e eβ β β− −= + Γ                  (3.6a) 

2 2
1 0ˆ ˆ(1 ) (1 )

i i
z z

ii
j z j zxz i i

x zj x j zE x e z e H eβ β β βββ
ωε ωε

− −⎡ ⎤
= −Γ − +Γ⎢ ⎥
⎣ ⎦

                        (3.6b) 
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The wave transmitted into the anisotropic half-space will also be yTE  as given below  

   

2 0ˆ
i a
x zj x j zH yH e β β− −= Τ                   (3.7a) 

11

2 0ˆ ˆ
ia
xz i a

x zj x j zbaE x z H e β βββ
ωε ωε

−−
− −⎡ ⎤

= − Τ⎢ ⎥
⎣ ⎦

                (3.7b) 

 

From the equations (3.6a), (3.6b), (3.7a) and (3.7b), by enforcing the continuity of the 

tangential fields across the boundary, it is found that: 

 
1

1

1

21

i a
z z

i a
z z

i
z

i a
z z

a
a

a

β β
β β

β
β β

−

−

−

−
+

Τ = +Γ =
+

Γ =
         (3.8) 

 

The main objective is to make the reflection coefficient zero for all angles of incidence.  

 

0Γ =  

 
1i a

z zaβ β −=            (3.9) 

 

From the wave equation, dispersion relationship can be derived for yTE  polarization. 

 
2 2 1 2 1 1i i

z xk ca b aβ β− − −= −                   (3.10) 

 

where 2 2 2i i
z xkβ β= − . 

 

If c a=  and 1b a−= , dispersion equation is valid.  
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All the derivations given above can be repeated for yTM  polarization as well. In 

conclusion, it is found that, if 1 1a c b d− −= = = , the plane wave will be transmitted into 

the uniaxial medium without reflection. This result is completely independent of the 

angle of incidence, polarization and frequency.  

 

While implementing the PML medium, conductivity of the anisotropic half-space must 

be high enough to attenuate the incoming wave within a finite longitudinal distance. 

Since the computational domain must be finite in extent, there will be a PEC (or PMC) 

termination. If the wave is attenuated to a negligible level before it hits the outer 

boundary, the reflection may be negligible. For this reason, the PML termination is 

effective if the uniaxial medium is highly lossy. However, there is an upper limit of the 

conductivity value of the uniaxial medium, because of restrictions related to stability. 

 

For the lossy uniaxial medium, constitutive parameters can be selected as given in (3.11-

3.12). In the limit as σ  tends to zero, the uniaxial medium reduces to an isotropic space.  

 

0

0

0

1 0 0

0 1 0

10 0
1

j

j

j

σ
ωε

σε
ωε

σ
ωε

⎡ ⎤
⎢ ⎥
⎢ ⎥+
⎢ ⎥
⎢ ⎥
⎢ ⎥= +
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥+⎢ ⎥⎣ ⎦

                (3.11) 

0

0

0

1 0 0

0 1 0

10 0
1

j

j

j

σ
ωε

σµ
ωε

σ
ωε

⎡ ⎤
⎢ ⎥
⎢ ⎥+
⎢ ⎥
⎢ ⎥
⎢ ⎥= +
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥+⎢ ⎥⎣ ⎦

                (3.12) 



41 41

3.3 FDTD Equations in the PML Region  

 

In the uniaxial medium, Ampere’s law is expressed in matrix form as 
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E
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             (3.13) 

 

The first two rows represent lossy isotropic media. Subsequently, FDTD equations 

follow as 
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                     (3.14) 

 

Nevertheless, it is not very easy to write the equation for zE  in this manner. Because, 

frequency dependence of zzε  is nonlinear. zE  updates are obtained in the following 

manner 

   

0

0

1
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z zD E
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ε ε
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ωε

=
+

                   (3.15) 
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From (3.15), zE  can be calculated in terms of zD .  

 

0
0

z z r zj D D j Eσω ωε ε
ε

+ =                   (3.17) 

 
1 1
2 21 1, , , ,

2 2 0

1 1
2 21 1, , , ,

2 20 0

1

1 1
2 2

n n
z zi j k i j k

r

n n
z zi j k i j k

E E

t tD D

ε ε

σ σ
ε ε

+ −

+ +

+ −

+ +

= +

⎛ ⎞⎛ ⎞ ⎛ ⎞∆ ∆
+ − −⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠

               (3.18) 

 

The previous analysis only considers the case of a wave incident on a single planar 

interface. However, for 3D problems the FDTD lattice must be terminated by a PML 

region on all six sides of the computational domain, as shown in Fig. 3.1.  

 

 
Figure 3.1: An FDTD Lattice terminated by six Perfectly Matched Layers 
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An ambiguity occurs in the corner regions where there is more than one normal interface 

boundary. Within these regions, a more generalized constitutive relationship is 

necessary. In this region, Maxwell’s curl equations are expressed as 

 

0

0

rxH j E
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In the computational space, iσ is equal to zero (outside the PML regions). In the corner 

regions, the time-dependent fields are updated by using techniques similar to the 

previously given derivations. As an example, consider the update of zE  

 

0
x

z r z
z

sD E
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ε ε=                    (3.22) 

 

Then, from (3.19) and (3.20)  
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                (3.23) 

  

Transforming this into the time domain, zD  is then updated using a standard explicit 

FDTD expression similar to (3.14).  

From (3.22), zE  can be found as 
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                (3.24) 

 
The other field component updates can be obtained by using similar approaches. 
 

3.4 Simulation of the PML-FDTD Formulation 

 

In the simulation, there is a dipole antenna radiating at 900 MHz. The antenna and 

computational domain dimensions are identical to those in the example given in Sec. 

2.6. The only difference is that the chosen cell size is λ/50. The PML extent is 10 cells. 

zE  component is observed one cell away (within free space) from the PML interface, in 

order to discriminate the reflected field (which is expected to be negligibly small). In 

FDTD applications, in order to avoid abrupt oscillations and overshoots, the sinusoidal 

excitation is multiplied by an envelope function which starts from zero initially and 

tends to unity in a uniform way in early time, as shown in Fig. 3.2. In Fig. 3.3, the 

results of the FDTD code under different conditions are given. In order to illustrate how 

the zE  component tends to sinusoidal steady-state, the peak values are shown in Fig. 

3.4. 
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Figure 3.2: Envelope Function Variation with respect to Cell Size 

 

 

 
Figure 3.3: Results Generated by the FDTD code with and without PML termination 



46 46

 
Figure 3.4:  Maximum and Minimum Values of the zE  component 

 

3.5 The Conductivity Variation within the PML Region 

 

The conductivity variation within the PML must be chosen such that the magnitudes of 

the field components decrease to a negligible value before they reach the outermost 

termination. A constant conductivity may cause numerical reflections, because of the 

sudden jump at the interface. It is preferable that the conductivity starts from zero at the 

interface and increase in the longitudinal direction as given below [9] 
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where d  is the thickness of the PML, 0z  is the coordinate  of the interface, and m  is the  

order of polynomial variation, and maxσ  is the maximum value of the conductivity. In 

this work, best results are obtained when maximum conductivity is about 3.3 and 

polynomial order is 4.   

 
The conductivity variation along a PML region occupying 10 Yee cells is shown in Fig. 
3.5. 
 

 
Figure 3.5:  Conductivity Variation within a PML Region 

 
 

The final graphs given in Figs. (3.6-3.9) are snapshots at time steps 81 and 1001. Using 

the periodicity of the sinusoidal time variation, these time instants are chosen such that 

the field strengths should be identical. In these figures, it is clear that the PML absorbs 

the incoming wave without any reflection.  
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Figure 3.6: Snapshot of  zE  component (over xy  plane and  81t t= ∆ ) 
 

 
Figure 3.7: Snapshot of  zE  component (over xy  plane and  1001t t= ∆ ) 
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Figure 3.8: Snapshot of  zE  component (over xz  plane and 81t t= ∆ ) 

 

 
Figure 3.9: Snapshot of  zE  component (over xz  plane and  1001t t= ∆ )    
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CHAPTER 4 
 
 

HUMAN HEAD MODEL FOR USE IN FDTD APPLICATIONS 
 

 

 

In order to study the interaction of electromagnetic waves with human body tissues, a 

human head model is developed in this chapter. This model enables us to estimate the 

power dissipated inside a human head in the presence of an antenna located nearby 

simulating a mobile phone. The geometric information about the human head is obtained 

by MRI (Magnetic Resonance Imaging) images, and using these images different tissues 

are identified within the head. Finally, the constitutive parameters corresponding to 

different tissues are mapped to the Yee cells in the FDTD grid. In the last part of this 

chapter, details of a human head together with a tilted phone model is explained. 

 

4.1 Human Head Tissues 

 

In order to study the interaction of a human head with electromagnetic waves, 

permittivity, conductivity and mass density constants of a human head tissues are 

needed. From [11, 12], for 900 MHz  mass density, relative dielectric and conductivity 

constants are shown at Table 4.1. 
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Table 4.1: Tissue Parameters for 900 MHz 

900 MHz. 
Tissue Mass Density (103 kg/m3) 

rε        σ  

Muscle   1.04 56.87 0.99 

Bone (Skull) 1.85 16.62 0.24 

Skin 1.10 41.40 0.86 

Eye Humour 1.01 68.63 2.41 

Lens 1.05 46.57 0.79 

Cornea 1.05 55.23 1.39 

Pitutary Gland 1.07 45.26 0.92 

Brain 1.03 45.80 0.76 

                 

4.2 Human Head Discretization 

 

MRI images of a female head are used to model the FDTD mesh. The cell size in the 

FDTD grid is chosen as 6.5 mm. The dimensions of the head are 218.10 mm (about 33 

cells) in x -direction, 156.96 mm (24 cells) in y -direction and 204.41 mm (31 cells) in 

z -direction. The MRI images are available slice by slice, from which the geometry, as 

well as the tissue type are deduced. In Figs. 4.1 and 4.2, Middle Sagital and Middle 

Axial slices are given. In Appendix A, all 24 Sagital slices are given for the sake of 

completeness. The relevant information obtained from the 33 24 31x x  slices is 

transferred to a file so that it can be imported by MATLAB during the execution of the 

code. In the FDTD model, each cell is assigned a tissue type (and the corresponding 

permittivity and conductivity values) by using the MRI slices as shown in Figs. 4.3 and 

4.4. 
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Figure 4.1: MRI Image of a Human Head in xz  plane (Middle Sagital Slice) 

 

 
Figure 4.2: MRI Image of a Human Head in xy  plane (Middle Axial Slice) 
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Figure 4.3: FDTD Model of the Head (Middle xz  plane) 

 
Figure 4.4: FDTD Model of the Head (Middle xy  plane) 
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4.3 Human Head Model with a Tilted Mobile Phone 

 

The easiest model combining a human head with a mobile phone is the case where the 

human head axis and the phone antenna are in the same direction, which means that the 

angle between head axis and antenna axis is zero. However, this model is not realistic 

since people generally hold phones tilted with respect to their heads. This angle may be 

chosen from the range of angles 15-30 degrees. It is certain that in the FDTD model, it is 

more efficient to rotate the human head rather than the phone. In Figs. 4.6 and 4.7, the 

tilted head models are illustrated. A non-tilted mobile phone model is coupled to 

complete the picture. 

 

 

 

 
Figure 4.5: Human Head with a Tilted Mobile Phone  
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Figure 4.6: Middle Sagital Head Slice (15°  tilted with respect to the Antenna Axis) 

 
Figure 4.7: Middle Sagital Head Slice (30°  tilted with respect to the Antenna Axis) 
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CHAPTER 5 
 

 

ANTENNA MODELS AND FDTD CODE VERIFICATION 

 

 

 

Since the human head model is developed in the previous chapter, the next step will be 

the derivation of antenna models (including the feed structure) and verification and 

validation of these models in radiation problems in free space or in the presence of PEC 

or dielectric obstacles.  

 

5.1 Antennas 

 

An antenna is defined as “a usually metallic device for radiating or receiving radio 

waves” [13]. It is well-known that charges must be accelerated (or decelerated) in order 

to create radiation. This result may be obtained either by time-varying excitations or 

geometric discontinuities (terminations, changes in curvature,..etc.).  

  

5.2. Source Models in the FDTD Approach 

 

The simplest and most common approach for source modeling is known as E-field or 

voltage excitation. In Fig. 5.1, a dipole antenna feed gap is represented by a single cell 

(the arms of the dipole antenna extends above and below the cell representing the gap). 

The gap is excited by a voltage source and the electric field intensity within the gap is 

evaluated as the voltage of the source divided by the gap widthδ . In FDTD models, the 

gap may not be infinitesimal, since the gap extent cannot be smaller than the cell size.  
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This is one of the drawbacks of the FDTD method, in modeling antenna feeds 

realistically.    

 

 
Figure 5.1: E Field Excitation in a Cell (Representing an Antenna Feed) 

 

Another method to model the feed is to use an equivalent frill generator by forcing the 

four tangential magnetic field components at the position of the feed surrounding the 

wire to a known sinusoidal form.              

 

 
Figure 5.2: An Equivalent Frill Generator to model Current Density 

 

As a third possibility, if the current distribution is known current density can be 

substituted directly into the curl equation as impressed source.  

 

5.3 Examples and Validation  

 

In this section, some examples will be considered to validate the FDTD antenna models 

with or without scatterers. The results obtained by FDTD simulations are either 

compared with analytical results (provided that they are available) or in the case of 

antenna radiation problems in the presence of scatterers, numerical results are  
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interpreted in terms of the problem physics.   

 

5.3.1 Evaluation of the  Radiation Resistance of a Half-Wave Dipole Antenna  

 

In this example, the radiation resistance of a half-wave dipole antenna is evaluated in 

terms of the FDTD code, and the result is compared with the analytical solution. For this 

purpose, the analytical solution is given below. 

 

5.3.1.a  Analytical Solution  

 

For the dipole, the average Poynting vector can be written as  
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To find the total radiated power, the average Poynting vector from (5.2) is integrated 

over a sphere of radius r.  
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After some extensive manipulation, in can be shown that the (5.4) reduces to  
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kl C kl Ci kl Ci kl

η
π

= + − + −

+ + + −

    (5.5) 

 

where C=0.5772 (Euler’s constant) and ( )Ci x  and ( )Si x are the cosine and sine integrals 

given by 

 

0

cos cos( )

sin( )

x

x

x

y yCi x dy dy
y y

ySi x dy
y

∞

∞

= − =

=

∫ ∫

∫
        (5.6) 

 

The radiation resistance can be obtained as  

 

2
0

2 1{ ln( ) ( ) sin( )[ (2 ) 2 ( )]
2 2

1 cos( )[ ln( / 2) (2 ) 2 ( )]}
2

rad
r

PR C kl Ci kl kl Si kl Si kl
I

kl C kl Ci kl Ci kl

η
π

= = + − + −

+ + + −

    (5.7) 

 

The radiation resistance rR  is related to the input resistance inR  as follows [13] 

 
2 2

0

2 2
in

in r

I I
R R=          (5.8) 

 

where inI  is the input current and 0I  is the maximum value of the current.  

        

Thus the input  resistance can be expressed as 

2sin ( )
2

r
in

RR kl=            (5.9) 
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The variation of rR  and inR  with respect to antenna length is given in Fig. 5.3 

 

 
Figure 5.3: rR  and inR   of a Thin Dipole Antenna 

 

In a similar manner, imaginary part of input impedance can be expressed as 

 

2

{2 ( ) cos( )[2 ( ) (2 )]
4

2sin( )[2 ( ) (2 ) ( )]}

mX Si kl kl Si kl Si kl

kakl Ci kl Ci kl Ci
l

η
π

= + −

− − −
               (5.10) 

2

0

2sin ( )
2

m
in m

in

I XX X klI
⎛ ⎞

= =⎜ ⎟
⎝ ⎠

                  (5.11) 
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Where a  is the radius of the wire. ( 1010a λ−=  is chosen) 

 

 
Figure 5.4: Radiation and Input Reactance of a Thin Dipole Antenna 

 

The magnitude of the input impedance is found as  

 

2 2
in in inZ R X= +                    (5.12) 

 

For a half-wave dipole antenna 

inR  and inX  are 73.1291 and 42.5445 Ω . 

 

Hence, the analytical result for the magnitude of the input impedance is inZ =84.6044 Ω   
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5.3.1.b Numerical Solution 

 

In the simulation, a sinusoidal voltage with amplitude 1 V (shown in Fig. 5.5) is applied 

to the gap of the dipole antenna. At each time step, current is calculated by 

implementing Ampere’s Law.  

 

.I H dl= ∫                     (5.13) 

 
Figure 5.5: Input Voltage of the Dipole Antenna versus Time 

 

In Fig. 5.6, the input current of the dipole antenna is shown, whose amplitude turns out 

to be 0.0117 A. As a result, the magnitude of the input impedance is found as 

85.2047inZ = Ω . This result is very close to the exact one. 
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Figure 5.6: Input Current of the Dipole Antenna versus Time 

 

5.3.2 Verification of Accuracy of Electric Field Intensity in FDTD Simulations 

 

The current distribution along a very thin dipole can approximately be written as 

 

0

0

ˆ sin ,0
2 2

( 0, 0, )
ˆ sin , 0

2 2

z

e

z

l la I k z z
I x y z

l la I k z z

⎧ ⎡ ⎤⎛ ⎞′ ′− ≤ ≤⎪ ⎜ ⎟⎢ ⎥⎝ ⎠⎪ ⎣ ⎦′ ′ ′= = = ⎨
⎡ ⎤⎛ ⎞⎪ ′ ′+ − ≤ ≤⎜ ⎟⎢ ⎥⎪ ⎝ ⎠⎣ ⎦⎩

              (5.14) 

 

The θ  and ϕ  electric and magnetic field components in the intermediate field are 

expressed as 

( , , ) sin
4

( , , ) sin
4

jkR
e

jkR
e

kI x y z edE j dz
R

kI x y z edH j dz
R

θ

φ

η θ
π

θ
π

−

−

′ ′ ′
′≈

′ ′ ′
′≈

                     (5.15)  

After some manipulations, (5.15) reduces to 
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⎢ ⎥
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⎡ ⎤⎛ ⎞ ⎛ ⎞−⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎢ ⎥= ≈
⎢ ⎥
⎢ ⎥⎣ ⎦

               (5.16) 

 

In Fig. 5.7, numerical  and analytical results are compared for  a z -directed  thin dipole 

antenna extending along 25 cells and located in the middle of a computational domain 

with 70 70 70x x  and 1 V is applied to the gap of the antenna. The cell size is lambda/50 

and frequency is chosen as 900 MHz. zE  is computed analytically and numerically at a 

point 22 cells away from the gap on z=0 plane. A phase error is observed for this 

specific point but amplitude values match perfectly. 

 
Figure 5.7: Comparison of the analytical and numerical results for zE  component 

 

In Fig. 5.8, the observation point vector measured from the gap is taken as 

(20 ,20 ,0)x y∆ ∆  and the numerical and analytical values of the zE  component are given. 
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Figure 5.8: Comparison of the analytical and numerical results for zE  component. 

(20x 2 x∆ away from the gap) 
 
 

5.3.3 Power Density Calculations 

 

The magnitude of the power density vector is given as 

 
2

2density

E
P

η
=                     (5.17) 

 

If a voltage is applied to the antenna gap, the input power turns out to be 

 
2

2 in

V
P

Z
=                     (5.18) 

 

In equations (5.17) and (5.18), E  and V  are the peak values of the sinusoidal electric 

field and voltage, respectively.    
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The voltage that should be applied at the antenna gap must be determined in terms of the 

power and input impedance specifications. As a particular example, power can be taken 

as 0.6 W. (Power rating for cellular phones operating at 900 MHz) The length of the 

dipole is taken as 
2
λ . Consequently, input impedance can be taken approximately 

as85 Ω . Then, the applied voltage must be about 10 V.  The behaviors of the zE  field 

and power density magnitudes are illustrated in Figs. 5.9 and 5.10. 

 
Figure 5.9: Electric Field Decay at an Axis (Half Wave Dipole) 
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Figure 5.10: Power Density Decay at an Axis (Half Wave Dipole) 

 

5.3.4 Examples Related to an Antenna Radiating in the Presence of  Scatterers 

 

5.3.4.a A Dipole Antenna Radiating in the Presence of a PEC Cube 

 

In this example, a thin dipole antenna (whose length is equal to λ ) radiates in the 

presence of a PEC cube is used to illustrate the propagation of wave about 900 MHz. 

The computational domain contains 50 50 50x x  cells with cell size 
10
λδ =  and the side 

length of the cube is 10 δ . The PEC cube is located 5 cells away from the antenna. In 

Figs. (5.11-5.14), the snapshots of zE  component are illustrated. 
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Figure 5.11: Snapshot of the zE  component at 0y =  plane (PEC cube case) 

 
Figure 5.12: Snapshot of the zE  component at 0z =  plane (PEC cube case) 
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5.3.4.b A Dipole Antenna Radiating in the Presence of a Dielectric Cube 

 

In this example, all the geometric specifications are exactly the same as those given in 

5.3.4.a, but the PEC cube is replaced by a dielectric cube whose relative permittivity is 

4. In Figs. (5.13-5.14), the snapshots of zE  component are illustrated for this case. 

 
Figure 5.13: Snapshot of the zE  component at 0z =  plane (Dielectric cube case) 
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Figure 5.14: Snapshot of the zE  component at 0y =  plane (Dielectric cube case) 
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CHAPTER 6 
 

 

FDTD SIMULATION OF THE INTERACTION OF ELECTROMAGNETIC 

FIELDS WITH THE HUMAN HEAD 

 

 

 

6.1 Electromagnetic Spectrum and Cellular Phones 

 

In Europe, the frequencies used in mobile communication are basically 900 and 1800 

MHz. Mobile phones operate at frequencies in the Radio Frequency (RF) region, which 

is also known as the non-ionizing part of the electromagnetic spectrum. This implies that 

electromagnetic waves radiated from cellular phones are not able to ionize atoms or 

molecules in human body. However, the field penetrating in the body will induce 

currents which are dissipated and converted to heat energy. The main aim of this chapter 

is to obtain results in this direction by using FDTD models. 

 

6.2 Field Strength, Power Density and Specific Absorption Rate (SAR) 

 

In problems related to the interaction of electromagnetic fields with human body tissues, 

the values of the electric and magnetic field strengths, power density and the specific 

absorption rate (SAR) play a critical role. The specific absorption rate (SAR) is defined 

as follows: 

 
2E

SAR
σ

ρ
=            (6.1) 
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where E  is the magnitude of the measured or computed RMS electric field, σ  is the 

tissue conductivity and ρ  is the tissue mass density. SAR is a measure of the rate of 

energy absorption per unit mass at a specific location in the tissue. SAR may be 

expressed in the units such as watts/kg or miliwatts/gr.[14] 

 

Before routine RF evaluation of a device can proceed, it must be determined whether it 

should be considered under the “mobile” or “portable” category, and whether exposure 

would occur under the occupational/controlled or general population/uncontrolled 

conditions. These decisions will generally determine whether a device should be 

evaluated with respect to field strength, power density or SAR limits, and which set of 

exposure limits would be applicable for determining compliance.  

 

For certain devices, such as wireless modem modules and other transmitters that are 

designed to be integrated into other products or designed to operate in multiple 

configurations, RF exposure evaluation for both mobile and portable conditions may be 

necessary. In such cases, RF compliance must be determined with respect to SAR limits 

when portable configurations are applicable. There are other situations where the 

operator of a device is in close proximity to the transmitter but nearby persons are 

normally further away from the device. Under such conditions, the 

occupational/controlled exposure limits may be applied to the operator provided he or 

she is aware of the exposure conditions and can exercise control to limit the exposure 

durations and/or conditions to satisfy compliance. The more restrictive, general 

population/uncontrolled exposure limits must be applied to nearby persons who have no 

knowledge of their exposure conditions but are normally further away from the 

transmitter where the exposure is generally weaker. [14] 
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FCC Limits for Maximum Permissible Exposure (MPE): 

 

Table 6.1: Limits for Occupational/Controlled Exposure (for MPE) 

Frequency 

Range 

(MHz) 

Electric Field  

Strength 

(V/m) 

Magnetic 

Field Strength 

(A/m) 

Power  

Density 

(mW/cm^2) 

0.3-3.0 614 1.63 100 

3.0-30 1842/f 4.89/f 900/f^2 

30-300 61.4 0.163 1.0 

300-1500 -- -- f/300 

1500-100000 -- -- 5 

 

 

Table 6.2: Limits for General Population/Uncontrolled Exposure (for MPE) 

Frequency 

Range 

(MHz) 

Electric Field  

Strength 

(V/m) 

Magnetic 

Field Strength 

(A/m) 

Power  

Density 

(mW/cm^2) 

0.3-3.0 614 1.63 100 

3.0-30 824/f 2.19/f 180/f^2 

30-300 27.5 0.073 0.2 

300-1500 -- -- f/1500 

1500-100000 -- -- 1.0 
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FCC Limits for Specific Absorption Rate (SAR): 

 

Table 6.3: Limits for Occupational/Controlled Exposure (for SAR) 

Whole-Body Partial-Body Hands, Wrists, Feet and Ankles 

0.4 8.0 20.0 

 

 

Table 6.4: Limits for General Population/Uncontrolled Exposure (for SAR) 

Whole-Body Partial-Body Hands, Wrists, Feet and Ankles 

0.08 1.6 4.0 

 

 

From Tables, 6.1, 6.2, 6.3 and 6.4, it can be clearly seen that for cellular phones, electric 

or magnetic field strengths are not directly applicable to handle safety issues. Instead, 

power density and SAR values must be calculated to estimate cellular phone safety. This 

necessitates the modeling of mobile phones as well as human head in FDTD 

simulations. 

 

6.3 Phone Model and Maximum Permissible Exposure 

 

In this work, a cellular phone model is used, whose dimensions are 4.55 cm. in x  

direction, 1.30 cm. in y  direction and 11.05 cm. in z  direction. The cubic cell size is 

0.65δ =  cm which means that the phone is consisting of 7 x 2 x 17 cells. The antenna 

length is taken as 4.55 cm. (7 cells). The phone model is illustrated in Figs. 6.1 and 6.2. 
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Figure 6.1: FDTD Phone Model ( 0y =  plane) 

 
Figure 6.2: FDTD Phone Model ( 0x =  plane) 
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From Table 6.2, it can be easily seen that for uncontrolled environment, maximum 

permissible exposure must be equal or less than  [ ] 0.6
1500

f MHz
=  mW/ 2cm .  In order to 

be able to understand the geometric restrictions under which this safety limit holds, the 

power density variation obtained from the FDTD simulation of the phone model is 

obtained which is illustrated in Fig. 6.5. It is seen that the threshold is slightly exceeded 

at the 6th cell. As a result, it can be concluded that the head must be at least 3.9 cm. away 

from the source or equivalently 2.6 cm. away from the front face of the phone. This 

result is almost a replica of the ANSI, IEEE advice which suggests that mobile phones 

should not be closer that 2 cm to human head [15].  

  

 
Figure 6.3: Power Density of a Phone radiating at 900 MHz 
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6.4 Specific Absorption Rate (SAR) Calculations by the Human Head-Mobile 

Phone FDTD Model 

 

The MPE calculations are carried out in the absence of the human head, and the MPE 

definition is meaningful in the intermediate or far fields of antennas where the wave is 

almost a plane wave. However, in the case of a cellular phone placed close to a human 

head, near field calculations are essential. Therefore, in this case, the SAR concept 

proves to be the meaningful criterion for safety issues. 

 

An exposure condition, which is given in Tables 6.3 and 6.4, can be considered to be 

acceptable if it can be shown that it produces SARs below 0.08 W/kg, as averaged over 

the whole body, and spatial peak SAR values not exceeding 1.6 W/kg, as averaged over 

any 1 g of tissue (defined as a tissue volume in the shape of cube). [15] 

 

At 900 MHz, peak SAR values are shown in Fig. 6.4. There is no distance between 

phone and head. Simulation is finished after 10 cycles are passed. In other words, it 

reaches steady state. White color means equal or greater than 1.6 W/kg. That’s why in 

the figures, white regions are equal or greater than upper limit.   

 

6.5 Results of the FDTD Human Head-Mobile Phone Simulations 

 

In this part of the thesis, the mobile phone-human head interaction is studied for some 

configurations. In the first simulation, the distance between the vertically placed mobile 

phone and the head is zero.  Next, the distance between the head and the phone is raised 

to one cell. Finally, a simulation of the radiation of the tilted phone is discussed. In all 

cases, the human head model developed in Chapter 4 and the phone model developed in 

this chapter are placed in an FDTD grid with cell size 
50
λδ = . 
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 6.5.1. First Simulation  

  

In this case, the distance between the phone and head is taken to be zero. The power of 

the mobile phone is chosen as 0.6 W. The results are presented in Table 6.5 and Figs 

(6.4-6.7). In Table 6.5, peak and average SAR values are given in voxels (volume cells), 

and sometimes aggregates of cells need to be considered for SAR calculations in tissues 

with mass 1g. This distinction is mentioned in all Tables related to SAR calculations. 

The Figs. (6.4-6.7) denote the SAR value distribution within the head at 0z = , 0y =  

and 0x =  planes respectively.  In these figures, the upper limit of the gray scale is set to 

1.6 W/Kg in order to be able to represent the tissue parts where the SAR value exceeds 

the safety limit. Fig. 6.7 is a replica of Fig. 6.6 with a reduced scale to show the 

penetration of the wave within the head. The maximum voxel-SAR value (18.6528 

W/kg) occurs at the point (34 ,14 ,36 )δ δ δ , which corresponds to skin on auricle.   
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Table 6.5: SAR Distributions in the Head at 900 MHz 

(The distance between antenna and head is 2 cells and between phone front plane and 

head is zero.) 

 Adult Female 

Peak 1-voxel SAR (W/kg) 18.6528 

Peak 1-g SAR (W/kg) 5.7772 

Peak 1-voxel SAR for Bone (W/kg) 1.7248 

Peak 1-voxel SAR for Skin (W/kg) 18.6528 

Peak 1-voxel SAR for Muscle (W/kg) 3.9255 

Peak 1-voxel SAR for Brain (W/kg) 1.5873 

Peak 1-voxel SAR for Humour (W/kg) 0.0050 

Peak 1-voxel SAR for Lens (W/kg) 0.0023 

Peak 1-voxel SAR for Cornea (W/kg) 0.0215 

Peak 1-voxel SAR for Pitutary Gland (W/kg) 0.0152 

Average SAR for Bone (mW/kg) 15.0 

Average SAR for Skin (mW/kg) 61.2 

Average SAR for Muscle (mW/kg) 24.7 

Average SAR for Brain (mW/kg) 26.0 

Average SAR for Humour (mW/kg) 1.8 

Average SAR for Lens (mW/kg) 0.9 

Average SAR for Cornea (mW/kg) 3.0 

Average SAR for Pitutary Gland (mW/kg) 13.8 

Average Whole Body SAR (W/kg) 0.1348 
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Figure 6.4: SAR distribution within the human head at 0z =  plane at 900 MHz 

(the distance between the head and the phone is zero) 

 
Figure 6.5: SAR distribution within the human head at 0y =  plane at 900 MHz 

(the distance between the head and the phone is zero) 
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Figure 6.6: SAR distribution within the human head at 0x =  plane at 900 MHz 

(the distance between the head and the phone is zero) 

 
Figure 6.7: SAR distribution within the human head at 0x =  plane at 900 MHz 

(the distance between the head and the phone is zero and the scale is reduced.) 
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6.5.2 Second Simulation 

 

All the specifications of this simulation are exactly the same as those given in Sec. 6.5.1, 

except that the distance between the front face of the phone and the head is raised to one 

cell. The results are given in Table 6.6 and Figs. (6.8-6.11). The table and the figures are 

exactly the counterparts of those in Sec 6.5.1, and they are interpreted in a similar way. 

In this case, it is possible to observe a considerable decrease in SAR values for some 

tissues. However, it is also observed that since the phone is moved away from the head, 

the SAR distribution is not localized, but occupies a larger volume. 
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Table 6.6: SAR Distributions in a Head at 900 MHz 

(The distance between source and head is 3 cells and between phone front plane and 

head is one cell.) 

 
Adult Female 

Peak 1-voxel SAR (W/kg) 4.9124 

Peak 1-g SAR (W/kg) 1.7556 

Peak 1-voxel SAR for Bone (W/kg) 0.3715 

Peak 1-voxel SAR for Skin (W/kg) 4.9124 

Peak 1-voxel SAR for Muscle (W/kg) 1.2501 

Peak 1-voxel SAR for Brain (W/kg) 0.6309 

Peak 1-voxel SAR for Humour (W/kg) 0.0212 

Peak 1-voxel SAR for Lens (W/kg) 0.0069 

Peak 1-voxel SAR for Cornea (W/kg) 0.0646 

Peak 1-voxel SAR for Pitutary Gland (W/kg) 0.0644 

Average SAR for Bone (mW/kg) 18.1 

Average SAR for Skin (mW/kg) 153.9 

Average SAR for Muscle (mW/kg) 85.2 

Average SAR for Brain (mW/kg) 62.4 

Average SAR for Humour (mW/kg) 9.2 

Average SAR for Lens (mW/kg) 4.5 

Average SAR for Cornea (mW/kg) 10.1 

Average SAR for Pitutary Gland (mW/kg) 49.9 

Average Whole Body SAR (W/kg) 0.0778 
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Figure 6.8: SAR distribution within the human head at 0z =  plane at 900 MHz 

(the distance between the head and the phone is one cell) 

 
Figure 6.9: SAR distribution within the human head at 0y =  plane at 900 MHz 

(the distance between the head and the phone is one cell) 
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Figure 6.10: SAR distribution within the human head at 0x =  plane at 900 MHz 

(the distance between the head and the phone is one cell) 

 
Figure 6.11: SAR distribution within the human head at 0x =  plane at 900 MHz 

(the distance between the head and the phone is one cell and the scale is reduced.) 
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6.5.3 Third Simulation 

 

All the specifications of this simulation are exactly the same as those given in Sec. 6.5.2, 

except that the phone axis is tilted by 15º. The results are given in Table 6.7 and Figs. 

(6.12-6.15). The table and the figures are exactly the counterparts of those in Sec. 6.5.2, 

and they are interpreted in a similar way. The SAR values are now different for the 

corresponding voxels in the head, but the overall distribution of the values is not very 

different from that in Sec. 6.5.2 
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Table 6.7: SAR Distributions in a Head at 900 MHz (15° tilted) 

(The distance between source and head is 3 cells and between phone front plane and 

head is one cell.) 

 Adult Female 

Peak 1-voxel SAR (W/kg) 4.0285 

Peak 1-g SAR (W/kg) 1.8534 

Peak 1-voxel SAR for Bone (W/kg) 0.4210 

Peak 1-voxel SAR for Skin (W/kg) 4.0285 

Peak 1-voxel SAR for Muscle (W/kg) 2.5190 

Peak 1-voxel SAR for Brain (W/kg) 0.8936 

Peak 1-voxel SAR for Humour (W/kg) 0.1319 

Peak 1-voxel SAR for Lens (W/kg) 0.0381 

Peak 1-voxel SAR for Cornea (W/kg) 0.1376 

Peak 1-voxel SAR for Pitutary Gland (W/kg) 0.1022 

Average SAR for Bone (mW/kg) 26.1 

Average SAR for Skin (mW/kg) 183.8 

Average SAR for Muscle (mW/kg) 158.9 

Average SAR for Brain (mW/kg) 60.6 

Average SAR for Humour (mW/kg) 50.7 

Average SAR for Lens (mW/kg) 17.7 

Average SAR for Cornea (mW/kg) 28.7 

Average SAR for Pitutary Gland (mW/kg) 105.5 

Average Whole Body SAR (W/kg) 0.1055 
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Figure 6.12: SAR distribution within the human head at 0z =  plane at 900 MHz 

(the distance between the head and the phone is zero and the phone is tilted by 15º) 

 
Figure 6.13: SAR distribution within the human head at 0y =  plane at 900 MHz 

(the distance between the head and the phone is zero and the phone is tilted by 15º) 
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Figure 6.14: SAR distribution within the human head at 0x =  plane at 900 MHz 

(the distance between the head and the phone is zero and the phone is tilted by 15º) 

 
Figure 6.15: SAR distribution within the human head at z=0 plane at 900 MHz(the 

distance between the head and the phone is zero, the phone is tilted by 15º and the scale 

is reduced.) 
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CHAPTER 7 
 

 

CONCLUSION AND DISCUSSION 

 

 

 

The main contribution of this thesis is the development of an FDTD code to study the 

interaction of electromagnetic waves (created by a mobile phone) with the human head. 

To this end, the study has been carried out by following the steps given below: 

 

1. A MATLAB code is developed to simulate the FDTD spatio-temporal difference 

equations. 

2. The equations of the uniaxial anisotropic PML have been implemented and included 

in the MATLAB code, for the purpose of FDTD grid truncation. 

3. The human head model is developed by using MRI images. 

4. Antenna feed models are developed and tested in the FDTD code. 

5. The phone model is developed. 

6. The phone and head models are combined and SAR calculations have been carried 

out. 

 

Several examples have been considered to validate the code and to obtain results related 

to SAR calculations, which is the main goal of this thesis. It has been observed that the 

obtained results are similar to those reported in the literature. 

 

Consequently, it seems that the FDTD approach is a valuable tool in the simulation 

studies related to the interaction of electromagnetic waves with human tissue. It is 

possible to represent different body parts geometrically and the specification of the 

constitutive parameters is very easy. 
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APPENDIX A 

 

 

MRI IMAGES OF THE SAGITAL SLICES 

 

 

 

 
 

Figure A.1: 1st MRI Image of the Sagital Slices 
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Figure A.2: 2nd MRI Image of the Sagital Slices 

 

 
 

Figure A.3: 3rd MRI Image of the Sagital Slices 
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Figure A.4: 4th MRI Image of the Sagital Slices 

 

 
 

Figure A.5: 5th MRI Image of the Sagital Slices 
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Figure A.6: 6th MRI Image of the Sagital Slices 

 

 
 

Figure A.7: 7th MRI Image of the Sagital Slices 
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Figure A.8: 8th MRI Image of the Sagital Slices 

 

 
 

Figure A.9: 9th MRI Image of the Sagital Slices 
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Figure A.10: 10th MRI Image of the Sagital Slices 

 

 
 

Figure A.11: 11th MRI Image of the Sagital Slices 
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Figure A.12: 12th MRI Image of the Sagital Slices 

 

 
 

Figure A.13: 13th MRI Image of the Sagital Slices 
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Figure A.14: 14th MRI Image of the Sagital Slices 

 

 
 

Figure A.15: 15th MRI Image of the Sagital Slices 
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Figure A.16: 16th MRI Image of the Sagital Slices 

 

 
 

Figure A.17: 17th MRI Image of the Sagital Slices 
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Figure A.18: 18th MRI Image of the Sagital Slices 

 

 
 

Figure A.19: 19th MRI Image of the Sagital Slices 
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Figure A.20: 20th MRI Image of the Sagital Slices 

 

 
 

Figure A.21: 21st MRI Image of the Sagital Slices 

 



105 105

 
 

Figure A.22: 22nd MRI Image of the Sagital Slices 

 

 
 

Figure A.23: 23rd MRI Image of the Sagital Slices 
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Figure A.24: 24th MRI Image of the Sagital Slices 

 

 

 

 

 

 
 


