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ABSTRACT

EVALUATION OF CORE STATELESS GUARANTEED
FAIR NETWORK ARCHITECTURE

AKBA S, Mustafailhan
M.S., Department of Electrical and Electronics Engineering
Supervisor: Asst. Prof. Dr. Cuneyt F. BAZLAMACCI

December 2006, 106 pages

The problem of providing Quality of Service (QoS) in the Internet been an
extremely active area of research and various mechanisms haveptog®sed
related to this subject. Developing network applications have requitersech as
bounded delay, jitter, minimum bandwidth and maximum loss rate. Theidsd a
need to support large bandwidth networks because of growing link speedsu®re
QoS efforts did not fully satisfy all these needs of future netwouksnore recent
approaches aim to be both scalable and rich in the provision of gudraete&es.
Consequently core-stateless systems received much attentioacent ryears
because of their scalability in supporting per-flow Qo0S. The propaftyot

maintaining any per-flow state in the core routers is known awg) lweire-stateless.



In this thesis study, the need for core-stateless network atohg@gads pointed out
and a literature survey about these schemes is carried out. Sabedess
Guaranteed Fair (CSGF) network architecture, which providesrrdigistic
fairness guarantees in a work-conserving manner, is selectedeaidated.
Simulation studies about stateful Virtual Clock (VC) algorithmd £SGF's sub-
protocols Core-Stateless Virtual Clock (CSVC), Core-Statel€&uaranteed
Throughput (CSGT) and Core-Stateless Guaranteed Fairness (@®Gigsented.

Finally, the deficiencies in fairness of CSGF are demonstrated.

Keywords: Quality of Service, IP Networks, Core-Stateless bidtwrchitectures,

Performance Evaluation, Network Simulation



Oz

GARANT L1 ADIL DURUM BILGiSiZ MERKEZ A G
MIMAR ISI DEGERLENDIRMESI

AKBA S, Mustafailhan
Yuksek Lisans, Elektrik ve Elektronik Mihend&IBolimu
Tez Yoneticisi: Yrd. Dog. Dr. Clneyt F. BAZLAMACCI

Aralik 2006, 106 Sayfa

Internette hizmet nitedi sazglama sorunu son derece aktif bir gnana konusu
olmustur ve bu konuyla ilgili bircok mekanizma Oneriktii. Gelisen &
uygulamalarinin sinirli gecikme,@eme, asgari bant gegligi ve azami paket kayip
orani gibi gereksinimleri vardir. Ayni zamanda buyuyegldogi hizlari nedeniyle
aglarin geng bant genliklerini de desteklemeleri gerekmektedir. Gegiai bu
konuda yapilan caimalar gelecektekigarin bu ihtiyaclarinin tamamini ayni anda
karsilayamamgtir ancak yeni yakkamlar hem verdikleri servislerde zengin, hem de
Olceklenebilir olmay! hefeflemektedirler. Dolayisiyla durum bilgisgekirdek
sistemler akim bana hizmet nitefii sazslama konusundaki Ol¢eklenebilirlikleriyle
son yillarda Uzerinde durulan yaklalar olmulardir. Durum bilgisiz olma, @&

merkezindeki yonlendiricilerde durum bilgisi bulundurmama &gellolarak

Vi



bilinmektedir. Bu tez cajmasinda, durum bilgisiz ¢ekirdelg animarilerine olan
ihtiyag isaret edilm$ ve durum bilgisiz belirlenimci adillik garantileri veren
cekirdek mimarileri ile ilgili bir literatlr taramasi geklestirilmistir. Bir durum
bilgisiz cekirdek mimari olan vesikoruyan bir sekilde belirlenimci adillik
garantileri veren CSGFgamimarisi secilmg ve ayrintili olarak incelenstir. Daha
sonra, durum bilgili Sanal Saat (VC), ve CSGF'nin alt protokolléain dDurum
Bilgisiz Cekirdek Sanal Saat (CSVC), Durum Bilgisiz Cekirdekaaéli Is (CSGT)
ve Durum Bilgisiz Cekirdek Garantili Adil (CSGFg animarileri ile ilgili benzetim
calismalari verilmgtir. Son olarak CSGF’nin adillik davramndaki kusurlar ortaya

konmutur.

Anahtar Kelimeler: Hizmet Niteligi, IP #ar, Durum Bilgisiz Merkez &

Mimarileri, Basarim Degerlendirmesi, & Benzetimi
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CHAPTER 1

INTRODUCTION

The growing Internet has brought many new and challenging network appkcation
such as teleconferencing, interactive gaming, distance learntegyéhtelephony,
real-time multimedia playing, distributed computing and distributethbdee

applications.

The development of high-speed networks opened a new researchwhétl, is
providing quality of service (QoS) for network applications [1]. Tyneind
satisfactory information delivery over a decentralized and sharesorhketis
challenging and complicated. A network that is originally designed fdrdfiest
traffic such as the Internet makes things even worse.

Core-stateless QoS approaches received much attention in reasnbgeause of
their scalability in supporting per-flow QoS. There exist manfprif in the

literature on Core-Stateless Quality of Service architesture this thesis work,
following the presentation of the literature survey, a Core{8tsésuaranteed Fair
(CSGF) network architecture, which provides deterministic fagmgiarantees in a
work-conserving manner is selected and evaluated in detail. Simulatidiess
about Virtual Clock (VC), Core-Stateless Virtual Clock (CSVYCpre-Stateless
Guaranteed Throughput (CSGT) and Core-Stateless Guaranteed FEISES)

are presented and the deficiencies in fairness of CSGF are demonstrated.



CSVC, which is the core-stateless version of VC, forms tkes lod the idea behind
CSGT and CSGF. The reasons behind the selection of CSGF foatwalcan be
listed as follows:
i. This protocol is one of the recent ones among the surveyed protocols,
ii. Itis classified as the first work-conserving core-stategshitecture that
provides deterministic fairness guarantees and

iii. The author believes that there are deficiencies about its fairness concept.

CSVC, CSGT and CSGF have not been investigated in a simulatioreneint
before and therefore CSGF is evaluated and its deficienciesféioness point of

view are demonstrated through our simulation study.

The main contributions of this thesis work can also be listed as follows:

- Firstly, the study presents a detailed literature survey for stateless
network architectures.

- The router of the guaranteed service, stateful QoS archee@®{@-Virtual
Clock) is implemented in OPNET simulation environment.

- Implementations in OPNET of the routers (edge and core) for Gatel&ss
Virtual Clock (CSVC), the routers (ingress, egress and core) thad
Sequencer for Core-Stateless Guaranteed Throughput (CSGT) network
architecture and the routers for Core-Stateless Guaranteed GaGF)
network architecture have been realized. To the best knowledge of the
author, no Core-Stateless QoS router has been implemented in OPNET
before.

- Finally, Core-Stateless Guaranteed Fair QoS Architectusyatuated to

gain insight into its operation and to investigate its fairness.

The organization of the thesis is as follows:



CHAPTER 2 presents the fundamentals of Quality of Service (a8 Internet.
The basics of QoS are described and traditional QoS protocofmemented and

compared.

CHAPTER 3 investigates the core-stateless approaches anddssuanst popular
solution approaches. These are also the Core-Stateless Qufdres that are
most relevant to CSGF. The properties, advantages and disadvaotaipese

approaches are given in order to explain the reasoning behind the saleGBRGF.

CHAPTER 4 concentrates on the selected Core-Stateless Qbedingres. Main
ideas, approaches to provide guaranteed services, and fairnesslappafaCSGF
are explained in detail. The operations of the algorithms used in CSSGT and
CSGF are described.

CHAPTER 5 firstly explains the simulation environment and the iosetrsed in
this study. The implementation details are given in the second péuis afitapter.
Verification for the correctness of the associated routeremehtations is also
given. The implemented routers, hence four types of core-stat€)ess
architectures (VC, CSVC, CSGT, and CSGF), are added to OPN#illaion

environment.

CHAPTER 6 gives an investigation of the CSGF QoS architeetindepoints out
some deficiencies. The details of the simulation study and expets are given

including results of simulations and comments on the results.

Finally, CHAPTER 7 concludes the thesis with a summary of thenpeed study,

with comments on the evaluation and some possible future research directions.



CHAPTER 2

QUALITY OF SERVICE IN THE INTERNET

2.1. Problem Description

The intuitive definition of Quality of Service represents quantitkeshow fast data
can be transferred, how much the receiver have to wait, how ctreectceived

data is likely to be and how much data is likely to be lost.

Current Internet applications such as multimedia have a developung @atd QoS
iIssue in the Internet has been introduced with this natuteedhternet [2]. Current
Internet is unable to support the needs of developing applicationbeAsternet
gets more commercial and global, users start to be ready im@ayto get better
service and use multimedia applications through Internet. ISPsevhavé a range
of services such that the users can get a degree of serviitg prggortional to the
price they pay. Therefore, different traffic flows on the Intemne¢d different

service.

The most important QoS parameters are rate, latency, jitter,rate and loss rate
[3]. These are defined as follows:



Table 2-1 Network QoS Parameters

Parameter Description

Rate The desired bit rate (bps) or bandwidth

Latency Delay encountered by a packet, the sum of tranfmistelay, processing delays
(includes router look-up), queuing delay etc.

Jitter Variations in latency

Error Rate  The percentage of packets received in error

Loss Rate Percentage of packets dropped or lost during erahtbtransmission

Each application has its unique QoS needs. QoS needs of a flow depend on
information type it uses and application or end-user specific reqeimtsmThe
applications of today require connections with certain quality. Whétieequality
can be realized depends on available network resources, networktipsoped

available end-system resources.

Current Internet supports Best Effort (BE) datagram delivery orihe [hternet
architecture is composed of stateless routers, which meansouters do not
maintain any state about traffic except the routing state. Thistere makes
Internet scalable and robust but no guarantees can be made toneealr

multimedia traffic [4]. Two important QoS approaches are predentthe Internet
QoS history: IntServ and DiffServ; but as the applications aruhtdegies change,

new QoS architecture approaches arise.

2.2. Background of Quality of Service Problem

2.2.1.Integrated Services (IntServ)



High-speed networks have enabled new applications and they need ta delive
assurances from the network. Applications that are sensititieetdimeliness of

data are called real-time applications examples of which are voicedsdd v

IntServ [5] enhances both Internet’s service model and aralmigectodel. The old
service model in the Internet uses only a single best-efforiceeclass, but the
IntServ service class uses multiple service classes ingluakst-effort class and
QoS classes. The key architectural difference is the stat@fidture of IntServ.
IntServ routers maintain per flow states at routers. Thesesstae setup by a
signaling protocol and used for admission and scheduling purposes [6].

In IntServ, each flow has a fixed path and routers along the path matmtastate
of the flow. This fixed path structure relies on the resousserrvation that is
handled by the Resource Reservation Algorithm (RSVP). RSVRs[dked for
setup and tear-down of the reservation state, it is a protocastablishing a
guaranteed QoS path between a sender and receiver(s), i.e. islestabhd-to-end
reservations over a connectionless network. It is robust whenstutes fail. The
traffic is re-routed and new reservations are established ifailheondition. It is

receiver-initiated and so scales well for multicast.

The basic operation of RSVP is as follows:

Sender sends PATH message via the data delivery and eachadugets state and
the address of the previous hop. Receiver sends RESV message onrgeepatre
specifying the reservation style, QoS desired and setting up #r@atsn state at

each router.

RSVP, Admission control and Traffic Control are the main compor@ntgServ
solution. Admission control mainly determines if there is enough ressuncthe
network for the new flow. Traffic control classifies the packeteach flow and

schedule packet transmission according to the state [8].



2.2.2.Differentiated Services (DiffServ)

DiffServ [9], which is proposed by IETF [10], is not based on resa@®ervation
but prioritization. The packets are evaluated according to tHeifi€d and their
flows are not considered. DS field is the TOS (Type of Senlgt in the header
of IPv4 packets [11] or Traffic Class byte of IPv6 packets ([12, 13Bt two bits
are not used and first 6 bits, called Differentiated Servicete ®oint (DSCP), are

used for specifying QoS requirements.

The traffic is classified into a small number of clasgeaffic aggregations) in
DiffServ and no state information is used. Because of these pespddiffServ
scales well. However, since there is no explicit resourcervason, QoS
guarantees are difficult to achieve and hence DiffServ model doestapotpt to

guarantee QoS but rather it provides a relative servicing.

There is a distinction between edge and core nodes in Diffserv.r&diges are the
routers at the network boundaries. The edge router classibegackets entering
the network according to their DS fields and then according t&éneice Level

Agreement (SLA) between the ISP and the customer, it (re)nthekpackets if
necessary and polices the flow for its agreement compliance.

The core routers are responsible for forwarding only. Although DiffSsodel

permits the mechanisms of the edge routers to be implementeckinocters, this



makes the core routers more complicated which is undesirable. Tinifsery,

edge routers are more intelligent and more complicated but core routeraes.si

2.3. New QoS Approaches

There are important drawbacks of the existing QoS Architecturesdraladack of
the stateful solutions is their complexity. On the control pathrdahéers should
install and maintain per-flow state for data and control planiss. @n the data path,
per-flow classification, per-flow buffer management and per-flsgheduling

should be handled. It is a challenge to keep per-flow state consistent in the routers.

Opposite to stateful architectures described above, statelegorss are more
scalable and robust. However stateless solutions can not preeidees as
powerful and flexible as stateful solutions. They also can not providedé&ay

guarantees and high resource utilization simultaneously.

It is easy to see that since stateful solutions (e.g. IntSeevyieh in services,
stateless solutions are more scalable. New approaches tcpnmbine good
properties of both architectures. The goal is having a scalable@bifecture that

is rich in services.

Core stateless systems have received considerable attemioen 1999 also for
supporting per-flow QoS guarantees. The core-stateless systemscalable
mechanisms in the core of networks and stateful approaches atidhe of the

network.
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Figure 2-1 Core-Stateless Network Architecture

In core stateless systems, the node structures are defined#tSarv networks
(Figure 2-1). The core nodes are simpler and they do not maintairopesttte.
Therefore in core routers there is no function like per-flowsdiasation, per-flow
queuing and per-flow scheduling. The edge nodes are more complex and keep per-
flow state in core-stateless networks. The main idea is keépéngomplexity out

of the network core.



CHAPTER 3

CORE STATELESS QoS ARCHITECTURES

3.1. Problem Description

QoS architectures aim to support the needs of users and thétatpps, and the
continuous growth of Internet applications demanding more number of reliable
resources has resulted in the proposal of many new QoS arckise@@ome of the
most common design constraints of new QoS solutions are maximum gadrante
service, minimal complexity at the routers and minimum changéenekisting

protocols.

Together with the concept of high-performance networking, quality of gervic
(QoS) architectures have become an important research issaddition to the
common and ordinary QoS architectural design goals stated in proposecb|srot
like IntServ and DiffServ, a new QoS architecture should con§0& constraints
delay, jitter, bandwidth and packet loss in a scalable manner.

There has been more interest in services requiring cert®nflQm networks, such
as multimedia services providing audio and video traffic. Contrarphaset QoS
requirements, many proposed protocols provide QoS either in a smadrkemin

poor granularity. Therefore we believe that the core-statelessossligeem to be

the future of QoS in the Internet.

10



The following sections, 3.2 and 3.3, present and compare important Gteess
QoS architectures proposed in the literature. Some of thesdsa important in the
way they relate to the main topic of this thesis, namely thee-Gtateless
Guaranteed Fair Network Architecture. The protocols are dedcaibeé compared

stating their differences in giving QoS services.

3.2. Solution Approaches

3.2.1. Core-Jitter Virtual Clock (CJVC)

CJVC [14, 15] aims to implement guaranteed services with |efefexibility,
utilization, and assurance similar to those provided with per-flachanisms.
CJVC is a non-work-conserving QoS architecture. This means thagxtess
bandwidth is not used by the flows, a flow uses the bandwidth at mott at
reserved rate even if the rest is idle. CJVC provides end-to-day, giger and
throughput guarantees (on average) at the expense of this non-work-conserving

character.

A network architecture, called Scalable Core (SCORE), whickinslar to the
DiffServ Architecture is used in CJVC. SCORE [15] is a nekwiarwhich edge
nodes perform per flow management but core nodes do not. The apprstgh fir
defines a stateful network that implements the desired rickhicesr Then the

functionality of the reference network is tried to be emulated in a SCORE ketwor

In order to get rid of the per-flow state at core routers,dba of “having packets
carry per-flow state”, namely Dynamic Packet State (DPS) $5)sed in CJVC.
With this technique, ingress node computes and inserts flow staéeket's header,
core nodes process a packet based on the state it carries atatahaf the node

itself, and updates both packet and node’s state. Egress node reratedsost

11



packet’s header. By using SCORE and DPS [15], CJVC provides uimtastv
guaranteed service semantics with DiffServ-like scalability.

CJVC algorithm aims to approximate a network with each routereimmgting
Delay-Jitter-Controlled Virtual Clock (Jitter Virtual Cloclon the data path and
per-flow admission control on the control path. This network is chosen to be
emulated since in Virtual Clock ([16], [17]), a packet's deadline nigpenly on

the state variables of the flow it belongs to but not on the vasaifl other flows

and this property makes it easier to convert VC to a cordedtateersion. JVC is a
non-work-conserving algorithm, which means that it has no statistickiplexing

property. CJVC inherits its non-work-conserving behavior from JVC.

DPS is used to approximate the Jitter-VC with CJVC that doeseqgoire core
routers to maintain per flow state. The components of Jitter{éCaadelay-jitter
rate-controller and a Virtual Clock scheduler. The algorithm assigcis packet an
eligible time and a deadline upon its arrival. The packet is kemt@&controller
until it becomes eligible and then the scheduler schedule packatseasing order
of their deadlines. It is important to note that the algorithimieates the delay
variation (jitter) of different packets by forcing all to incur nraim allowable
delay. Jitter-VC guarantees that no packet misses its deadlimetwbrk of Jitter-
VC servers can provide the same delay guarantees as a netwbikgbited Fair
Queuing (WFQ) ([18],[19, 20]) servers.

The intuition of defining the eligible time and deadline of a pabkétnging to a
flow with reservationr is equal to the start and finish times of transmitting the
packet in an ideal network in which the flow has dedicated linksypdatyr. The
eligible time is chosen as the maximum of the following: Thivartime, The sum

of the packet's deadline at previous node and propagation delay, tieupre
packet's deadline at current node. Deadline is chosen as the seiigilok time

and (packet length) / (flow reserved rate).
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CJVC aims to emulate a network of JVC routers without maimgiper flow state
at core routers. In order to do this, the dependence on previous gealléhe has
to be eliminated. This challenge is solved by introducing a slackol@sasuch that

at each core node:

(packet deadline at prev. node + prop. delay + s) >= (deadline of previous packet)

Using this method, the eligible times and deadlines at the lastredbeasame in

both CJVC and Jitter-VC, i.e. CIJVC and Jitter-VC provides the saamnst case
end-to-end delay bounds. The slack variable can be computed at ingreasichdtde
depends on previous and current packet, slack variable associated to previous

packet and the number of hops.

As a result, in CJVC algorithm:

Each packet carries in its header three variables
» slack variable s (inserted by ingress)
» flow’s reserved rate (inserted by ingress)

» ahead of schedule (inserted by previous node)

Eligible time = (arrival time + ahead of schedule (deadline — depantueg i S)
Deadline = eligible time + (pckt. length) / (flow rate)

(arrival time + ahead of schedule at previous node) = (deadlipeabus node +
propagation delay)

CJVC algorithm eliminates the need to maintain per-flow ciassibn and per-
flow buffer management and per-flow scheduling on the data patheataaters.
Actually per-flow classification is not needed anymore, theomlg one buffer and
not per-flow but per-packet scheduling is needed. In addition, the pesfide on

the control path is not needed to be installed and maintained on the control path.
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In CJVC, a distributed admission control approach which depends on-avégjtit
signaling protocol is presented in order to eliminate the need fotgueisfate on

the control path. When this approach is used, each node keeps track oftaggrega
reservation rate for each outgoing link and makes local admissiomlcd@tisions.

A close upper bound on the aggregate reserved rate is estimdtég asing this
estimation, over-provisioning is avoided. The admission control algaitsad are
robust against losses and partial reservation failures, they do notastideate the

rate and they are self-correcting.

The results of the simulations in [21] show the non-work-conservingcieaistic
of CJVC algorithm and the delay guarantee provided by CJVC in thenpeesé
aggressive best effort sources. The illustrations for admissiomot@gorithms
demonstrate the accuracy of estimations made in the algorithms haend t

computation of the upper bound on the rate at different conditions.

With respect to its characteristics, improvements, experimentaputations and
performance, CJVC is considered to be an important example ofSTatedess

Guaranteed Rate QoS Architecture. CJVC is referred by modief aire-stateless
network architectures that follow it [21-23]. CJVC is also img@atrtin order to

understand CSGF, which is the chosen and the investigated algorithis tinesis.

Hence CJVC is described in detail in this chapter.

3.2.2.CHOose and Keep/Kill (CHOKe)

As all other Core-Stateless Fair QoS architectures, CHOKdCHOose and Keep
for responsive flows, CHOose and Kill for unresponsive flows) isvatgd by the
need for a simple algorithm that can achieve flow isolation amgbjoroximate fair

bandwidth allocation.
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CHOKe penalizes misbehaving flows by dropping their packets. The total
occupancy of the buffer is the only constraint for the penalty deci€ibi©OKe
marks two thresholds on the buffer, a minimum threshailith and a maximum
thresholdmaxth

If the average queue size is less than a pre-selected minieaaim arriving packet

is queued into the FIFO buffer. When the average queue size is thagethe
minimum, CHOKe [24] draws a packet from the FIFO buffer atdoen and
compares it with the arriving packet. If both of the packets beltigetsame flow,

both are dropped, else the randomly chosen packet is not dropped and the arriving
packet is admitted into the buffer with a probability that dependtherevel of
congestion, i.e. average queue size. Packets are definitely droppey #rtive

when the average queue size excepdsth

The reasoning that forms the basis of this process is thatbe&masing flow has
more packets than the others in the FIFO buffer and since packetaisbehaving
flow arrive more numerously, they are more likely to trigger corspas.
Therefore, packets of misbehaving flows are dropped more often thketpad

well-behaved flows.

CHOKe’s performance is improved by choosing more than one drop candidate
packet. A process for the determination of the number of packel®tse is also
given in CHOKe.

Two different models of CHOKe are presented in [24]: Front ank B4¢OKe.
Front CHOKe compares an incoming packet with the packet at tlk diethe
buffer, while Back CHOKe compares it with the last packethat buffer. Back
CHOKe also drops incoming packets, but not packets from the buffer.
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Simulations in [24] evaluates the performance of CHOKe for aesioghgested
link, multiple congested links and multiple misbehaving flows. Simulatsults
show that well-behaved flows are protected from misbehaving flowBHOKe.
However the simulations show that a high-speed UDP can stiBayetral times

more bandwidth than it deserves in CHOKe.

CHOKe only addresses average fair share of bandwidth rather thgintedeshare
[25]. CHOKe defines mechanisms as simple as Random Earlyr®ié@RED, [26])

in the core routers. However, it improves but doesn’t solve theefss issue. While
CHOKZe is very simple to implement and does not require edge sdotenaintain
any per flow state, it has difficulties to accurately appragenfair queuing when

the number of flows is large or in the presence of very high-speed flows .

3.2.3. Virtual Time Reference System (VTRS)

Virtual Time Reference System (VTRS) [22] is inspired by CJa&hd aims to
provide guaranteed services using DiffServ [9] paradigm. For this mrpasket
virtual time stamps that require no state for computation aesl. uBer-hop
behaviors of core routers are defined via these packet virtualstiamps and this
characterization provides end-to-end delay bounds. Packet virtuaktiammps are
computed by the state carried in the packet which makes thatlagorore-

stateless.

VTRS architecture is composed of three main components whighaaket state,
traffic conditioning at the edge, per-hop virtual time referesgstem/update
mechanism at the core. Packet state includes reserved ratayovalek of the flow,
time stamp and a virtual time adjustment term. It's insenigtie packet header at
the network edge after traffic conditioning. A flow is guaranteedenter the

network with no more than its reserved rate with the edge tiadfiditioning. Per-
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hop virtual time reference/update mechanism maintains the continliggepsion
of the virtual time embodied by the packet virtual time stamps.

The idea of virtual time has been used in many packet schedulinghatgothat
require maintaining per-flow information. This notion is viewed abal in VTRS.
By the virtual time spacing property of virtual time stampshatdore routers, the

reserved rates of the flows are preserved at the core routers.

VTRS is defined to serve as a unifying scheduling framework whédferemt
scheduling algorithms can be employed. VTRS characterizes per-hop bslavior
core routers and the end-to-end properties of their concatenation irtasigport
delay guarantees. The bound on the end-to-end delay in a VTRS network
experienced by packets of a flow can be expressed in terms ok#reaton rate

and the error terms of the routers along the path.

VTRS aims to provide deterministic delay and throughput guaranteesobut
fairness guarantees. Using VTRS, a bandwidth broker architectuseigporting
admission control and QoS provisioning is also presented by the autRdT&REf

in a different work [27].

3.2.4.Bin-based Core Stateless Queuing (BCSQ)

Existing core stateless packet schedulers require core rootkeep the received
packets in sorted order based on their virtual finish times. Thisgaperation can

be quite expensive when the packet queue is long, which is not degiriidgn-
speed backbone networks. BCSQ [22, 28, 29] is developed within VTRS esd tri

to overcome this complexity.

Virtual time space is divided into equal slots or bins in a BCSQ scheduler partition

A packet is placed into a bin if its virtual finish tirgein that bin. Bins are ordered
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and served according to the time intervals they represent. Batlebin are served

in a FIFO manner.

The minimum number of bins to prevent over flows is investigated amaagion
studies are also given to evaluate the performance of BCSQ.aBwnufesults
show that by controlling the length of time intervals the bins repte8CSQ has
many trade-offs between performance and complexity. When the binntiemeals
are sufficiently long, all incoming packets will fall in a singéen and BCSQ
behaves just like a FIFO scheduler. As the length of time intateal®ases, BCSQ
is able to provide improved per-flow Q0S guarantees at the expergeatér

scheduling complexity.

3.2.5. Stateless Virtual Clock (sVC)

Stateless Virtual Clock [23] concentrates on providing delay guasnte a
scalable manner. The authors of Stateless Virtual Clock igaést DPS and aims
to provide similar delay bounds with a smaller amount of per pamkathead.
Stateless Virtual Clock aims to approximate a virtual clolgoraghm and two

variants of Stateless Virtual Clock are proposed.

In Stateless Virtual Clock, it is stated that the DPS teglenrequires complex per
packet processing in the scheduler which may cause problems iniaghmgh
rates. Edge and core nodes behave like in other core-statelesscauotst While
edge nodes shape guaranteed service flows and put the reservedhatbhaader
field, core nodes implement a simple scheduler. Two variantseodpproach are
proposed. In [23], it is worth noting that since these algorithms arexapations,
they don't give any deterministic guarantees.
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Stateless Virtual Clock (sVC), approximates Virtual Clock [1§pathm in a very
simple manner, but this approach can be incorrect when the netwerksjitarge.
The variant, Reduced State Virtual Clock (rsVC), requires rpacket overhead
and it needs to identify the flow of a packet, but behaves betterW@especially
in high-load conditions. The quality of the approximation depends mostly on the
network load; sVC and rsVC do not behave well under severe load conditions.

From the simulation studies given in [23], it is seen that th&eless Virtual Clock
approximations, sVC and rsVC, give similar average delay guaranttde¥C in
non-severe situations (e.g. %96 network load) and rsVC performs theitesVC.

However maximum delays are larger in sVC than VC.

3.2.6. Rainbow Fair Queuing (RFQ)

Rainbow Fair Queuing [30] divide each flow into a set of layers, baseat@nt is

a combination of a color labeling scheme and a buffer managementnmsacha
The packets in a flow are colored at an edge router with a lalgel. The state
information carried by the packets is the color layers they belomgtbh®r than the
explicit rate of their flows. The larger the number of coloredrigyte higher the
rate of the flow and flows with the same rate have the sameber of colored
layers. The colored layers provide a structure for controlledadisry in the

network when congestion occurs. The core routers operate in FIFO fashion.

A core router maintains a color threshold and core routers only needidonpa
simple operation, packets with a color label larger than thishbicsre dropped.
The discarding starts with the packets with the highest cedédwe. During
congestion, the color threshold is decreased; when congestion clearsplor
threshold is increased. Because the coloring is based on ratesthediig of

packets is approximately fair.
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Simulations in [30] present the performance of RFQ against CSER Ih these
simulations, the performance of RFQ scheme is comparable to @HBEQ the
application data does not contain any preferential structure. RAGErfarms

CSFQ when the application takes advantage of the coloring to encode preferences.

RFQ discusses average fair share and shows only the performatseveighted
version with an all-UDP case. There is no deterministic gusarior its
performance when both TCPs and UDPs of different weights and REKsC[25].
RFQ avoids fair share rate calculation in the core routershatdst better adapted
to layered encoding applications. It removes flow state but requoraputation to

determine dropping thresholds.

3.2.7. Tag-based Unified Fairness (TUF)

TUF [32] aims to realize the fair bandwidth sharing without pew fstate in the
routers, using a trivial queuing discipline. Packets are tagged neasotinee,

depending on the nature of the flow. In the core of the network, routeFkQe
gueues, and simply drop the packet with the highest tag value in camagefktion.

TUF does not try to maintain instantaneous flow rates equal b itatkeaccount
the responsiveness nature of the flows, and adjust loss rates suavetiagie rates
are equal. TUF also differentiate between TCP and UDP fiowsder to avoid the

TCP flows being over-penalized due to their response to losses.

TUF allocates bandwidth max-min fairly if it is not possible torease the
satisfaction, namely average bandwidth, of a flow without simultaheoassing a
decrease in the satisfaction of a less satisfied flow. InmmaxXairness, small users
get all they want and large users share the rest of the resawerly. TUF is
concerned with fairness between elastic flows for which the aetiish is measured

in terms of average rate and not instantaneous rate.

20



In TUF, the loss rates are differentiated to provide fair baifttiwallocation
between flows sending at different rates. The state informagibedctag is carried
in one of the packet’'s fields. This tag is numeric a value thatesents the

minimum fair share rate a router must support.

The congested core router uses the tags of the packets prateqguaue to make a
drop decision. Decision procedure is very simple as dropping the higlyesalue
when the queue is full. A tagging entity, called the “tagger” is amsiple for
placing a tag in each packet. This entity, that maintains dlate, is either a router

at the edge of the network, or ideally the source itself.

Simulations given in [32] show that TUF achieves “approximatelydaidwidth
sharing” as CSFQ, DRR and SFQ ([33]). It adapts to responsives flohose
throughput can be determined as a function of the loss rate. Therefore i
heterogeneous environments, with non-negligible round trip times or buafig, tr

it provides better fairness than other stateless fair quelgagitams that adapts

instantaneous rates.

3.2.8. Core-Stateless Fair Queuing (CSFQ)

CSFQ [31] aims to use core-stateless network architecturgpproximate the
functionality of a network in which all nodes implement FQ. In CSf0h edge
node estimate the incoming rate of each flow based on exponamagang and
use it to label flow's packets. All nodes, both edge and core nodesdipeliy

estimate the fair rate along the outgoing link.
When the link is congested, the fair rate is computed such thatatheof the

aggregate forwarded rate equals the link capacity. When the lwmhkc@ngested,

fair rate is the maximum among the arrival rates of the incoming flows.

21



Upon a packet arrival each node computes its forwarding probability useng t
current estimated rate of the flow, which is contained in tlokgidabel, and the
fair rate of the output link. Then the packet is forwarded with ghibability. To
reflect the eventual change in flow's rate, when a packet is fdeddts label is
renewed as the minimum between its previous value and that@iofr the output
link. At the next node the label will still represent the estinrate of the flow's

incoming traffic.

Only edge nodes need to perform per flow management, as they nedichadees
the rate of each incoming flow. Core nodes need to know only the packeamabel

the fair rate of the output link.

The edge router’'s design is still complicated in CSFQ and beadude rate
information in the header, the core routers have to extract padkemation

differently from traditional routers. In simulations given in [31EKD) achieve fair
allocations close to FQ and similar to or better than FRED umdst scenarios.

Simulations are preferred for checking average fair bandwidth sharing.

3.2.9.Core-Stateless Guaranteed Fair (CSGF) Network

To the best of our knowledge, CSGF is the first work-conservarg-stateless
network providing deterministic service and fairness guaranteeSFG$ built
upon Core-Stateless Guaranteed Rate Network (CSGR) that canepeadido-end

delay guarantees.

In CSGR [21], the upper bounds on packet deadlines at any core node can be
computed using only per-flow state at the edge node. It is stated t8&GR
network, depending on this idea, provides same end-to-end delay as the networks

using actual deadlines.
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CSGR is combined with two mechanisms, namely tag re-use and satgoentrol,
and this combination leads to Core-Stateless Guaranteed Throughpul)(CSG
networks [34]. It's shown in [34], that CSGT provides throughput bounds that ar
comparable with the throughput bounds achieved by a network of core-staiteful

rate routers.

The design of Core-Stateless Guaranteed Fair (CSGF) networke ather hand
depends on two principles. Firstly, a network must provide end-to-end throughput
guarantees to provide fairness. Secondly, this throughput guarantee is combined
with two other mechanisms, namely fair access at the edge nodieg@regation

of flows in the core nodes

3.3. Overview of Core-Stateless Architectures

The following table presents an overview of the protocols that wrenarized

above, including their advantages and disadvantages.

Table 3-1 Overview of Core-Stateless Architectures

Architecture Advantages Disadvantages Notes

CJVC [14] End-to-end delay and Non-work-conserving. Inspired CSGR
jitter guarantee Higher average delays
than stateful algorithms,
no throughput or fairness
guarantees
CHOKe [24] Flow isolation A high-speed UDP may Two different Models: Front
Approximately fair ~ get much undeserved and Back CHOKe
bandwidth allocation bandwidth

VTRS [22] Deterministic delay No fairness guarantees, A flow is guaranteed to enter
and throughput Non-work conserving the network with no more than
guarantees its reserved rate
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Table 3-1-Cont. Overview of Core-Stateless Architectures

sVC [23]

BCSQ [28]

TUF [32]

RFQ [30]

CSFQ [31]

CSGR [21]

CSGT [34]

CSGF [25]

Similar average No guarantees other than Two variants: sVc and rsVC,

delay guarantees delay
with VC
Reduced run time for Great scheduling

packet insertion, complexity

Worst-case end-to- Fairness in terms of only

end delay bounds, average rates, not

Approximately fair  instantaneous rates

bandwidth sharing

Average fair Requires computation to

bandwidth sharing  determine dropping
thresholds

Average fair Edge router’s design is

bandwidth sharing  complicated

Delay and average  No throughput guarantee

throughput guarantee at short time-scale

CSGR + throughput No proportional

guarantee at short  throughput guarantee

time-scale
CSGT + fairness More complex than
guarantee CSGT at edge routers
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which tries to approximate VC

It has trade-offs between
performance and complexity
Developed within VTRS

It provides good fairness in
heterogeneous environments,
with bursty traffic

Only its weighted version’s
performance with an all-UDP
case is shown

Inspired many other core-
stateless algorithms.

It presents a method to convert
every GR architecture to core-
stateless

First core-stateless QoS
architecture providing
throughput guarantee at short
time-scale

It is claimed to be the first
work-conserving core-stateless
algorithm providing guaranteed

fair services



CHAPTER 4

CORE STATELESS GUARANTEED FAIR NETWORK
ARCHITECTURE

In Chapter 3, important Core-Stateless QoS architectures acebddsand an
overview and comparison of these architectures are given. Thesregnitnarized

show that one of these protocols, namely CSGF, needs to be studied more
thoroughly for a better understanding. In this chapter, the pros and cors of it
underlying techniques, the assumptions made in the design of CSGF asselisc

in detail and CSGF is questioned to see whether it reaches the motivatiomsdye

not.

Since CSGF is actually built on top of CSGT and CSGR, all thesexplained in

sequence in the following sections.

4.1.Detailed Description

The design of CSGF is basically inspired by the CJVC [14] netviloak is
described in Section 3.2.1. The motivation behind CSGF comes feoavéhuation
of CJVC. CJVC controls the end-to-end delay by controlling the piber having
each packet encounter the maximum allowable delay. However thisldeads to
a non-work conserving structure and the excess bandwidth becomes {meths
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flows. In addition CJVC leads to higher average delays comparesidoré-stateful

counterparts.

The first goal of using the excess bandwidth and lowering the averaggs del
encountered by flows is achieved by CSGR [21]. The second challenge of providing
end-to-end throughput guarantee at finite and short timescalesesettiy CSGT

[34]. The last challenge of providing delay, throughput and also proportionate
allocation guarantees of spare bandwidth at the same time evedhly CSGF.

The other mentioned core-stateless networks that attempt torlgrdeide only
statistical (or approximate) fairness over large timeescahd for long-lived flows.
CSGF aims to provide a core-stateless network archite¢chaie can provide

deterministic end-to-end fairness guarantees to flows.

In the following sections CSGR, CSGT and CSGF will be described in detalil.

4.1.1. CSGR

CSGR [21] aims to provide core-stateless version of any GR #Ge@d Rate)
architecture, because delay guarantee is considered esgemial/ide other type
of guarantees. The CSGR algorithm used in this study is CoreeStateirtual
Clock (CSVC), which is the core-stateless version of the Vi@lack (VC) [16]

algorithm.

CSVC is inspired by CJVC [14], but unlike CJVC, its goal is tckend work-
conserving in order to make use of statistical multiplexing. Dwevés increasing
network service requirements, better utilization of bandwidth is impoiftaos it is
desirable to have a work-conserving core-stateless networkptbaides delay

guarantees.
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Since CSVC is core-stateless version of Virtual Clock, thst §uestion asked in
the design of CSVC is:

“Can the techniques used in deriving CJVC from JVC be applied to davree
stateless version of VC?”

Virtual Clock uses the following equations in order to define thedloes of
packets [16]:

|1
VG =g, +r—f1 (4.1)
f

L
Vka,j = max(a,"’j ,Vc;k‘j1 )+r_f (4.2)

f
where

VC‘f‘Yj = VC value of the K packet of flowf in router;j
a'f" ; = Arrival time of the K packet of flowf to routerj
|“ = Size of the K packet of flowf

r, = Reserved rate of flow

Packets are transmitted in increasing order of their VC values.

When deriving CJVC from JVC, the goal was to get rid of the VQevalf the
previous packet at the same node in order to make the algorithretateless (see
section 3.2.1.).

If the approach used in converting JVC to CJVC is adopted, we shoukd sidck

variable toa']f,j in (4.2) so that the resulting value of the maximum term is always
greater tharVC'f"‘jl. Then the slack variable() should satisfy [14]:

I =VCf | - &, (4.3)
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In CIVC [14], non-work-conserving nature of JVC shapes the flows at thei
reserved rate and holds the packets until their eligible timas&juently the jitter

is bounded and the packets of a flow can not come back-to-back to a router
Conversely, in a network of work-conserving routers, packets care dvack-to-

back to a router. If packets arrive back-to-back, the valdarothe above equation
extremely grows. As a result, a network of such CSVC servers does not preserve the

delay guarantee of the corresponding network of VC servers.

Then the design challenge becomes computing deadlines in a colesstaggwork
that doesn’t maintain per-flow state. There are four main legiin deriving
“CSVC from VC” [21]:

. Not the deadline itself but an upper bound on the deadline can be computed
using only the state of the same packet at the previous node.

. By using the above observation recursively, the upper bound can be
computed using only the state of the same packet at the first node.

. Ingress node, which is an edge node, maintains per-flow state.

. The network provides same end-to-end delay if the upper bounds are used

instead of the actual deadlines.

The statement in the first bullet above is stated and proved infdi4dny GR
algorithm. For CSVC its form is as follows [21]:

|| |max
k f 1
VC | qu(’j_l-kirir[]li)](ﬁ-'-m_l-k(:l-_l (4.4)

l

Where
77._, = Upper bound on propagation delay of the link connecting rjetleand;.

O
I

Outgoing link capacity at noge

17 = Maximum packet length served by ngelein bits

28



In CSVC, a new term called 'core virtual clodkGore is defined as follows [21]:

VCor€, = VG,
¥ (4.5)
VCore ; = VCor§, ,+f, , ,+7T_,+ .fg[ﬁf—fi
’ ' b id1.k] r
where
B .= L= for flow f j=2
: C.
Equation (4.5) can be rewritten as:
Ii
VCoré =4 + d . +max—
é’J d(’J d('J -1 if1.k] rf' (46)

j=2
where

gt ;.= the time between the departure and deadlingfoét servej-1.

ThenVCoré | = VG, . As a result, the need to maintAl@;} is eliminated and by

enabling edge routers to encode the ratnd by enabling servgrl to encode

VCoré , in the packet, there is no need to maintain per-flow state irate

routers.

The delay guarantee of a network of CSVC routers is evaluatéil] and it is

proven that it is the same as that of a network of Virtual Clock routers.

To summarize, CSVC modifies the approach used to convert JVC 0 @Jafder

to make CSVC work-conserving. CSVC provides only end-to-end delay geesant

but it doesn’t provide throughput guarantee at short time-scales oredair

guarantees.
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4.1.2. CSGT

Core-Stateless Guaranteed Throughput (CSGT) is the architectigredofto
improve CSGR by providing end-to-end throughput guarantees at short timg-scale
([34, 35]). Derivation of CSGT is done in two steps. Firstly, in ordepravide
throughput guarantee in addition to end-to-end delay guarantee, an algorithm
providing delay guarantee is chosen to build CSGT on. There arestatgtess
algorithms providing delay guarantee in the literature ([36], [21], [2&]particular,
CSVC is selected as the underlying CSGR network. Second, two m&olkaare
introduced to be added to CSVC in order to form a work-conserving coetesta
network that guarantees end-to-end throughput bounds within an additive constant

of the one obtained by a network of core-stateful routers.

4.1.2.1. End-to-end delay guarantee requirement

Consider a network providing lower-bound throughput guarantee of the form

‘W, (t,5)=r (t,-t)-®" (P =a constant) to any flow, source of which
transmits at least at its reserved rate, #aj ,(arrival time of the first packet of

flow f to the ingress router) artgd = d'f‘yH (departure time of the"kpacket of flow f

from the egress router), then:

o, GINNS}
W (8, di) =) b anddy, <af,+ =+t
=1 f i=1 !¢

Since source transmits at least at its reserved rate, the expattatitime (EAT)

k=1 |
of pf is EAT(@)=4d,+> — . Then the flowf is provided with a delay

=

k +| max

k cl)+|f CD f
guaranteed; ,, - EAT( ) < ; < ; [35].

f f
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Hence a network providing lower-bound throughput guaranteg¢he form

WLty (t-t)-® 7 also provides delay guarantee:

+¥ D+
<

o
df,, —EAT(H)< [35]. Therefore CSGT uses CSGR, which
’ r

f f
gives delay guarantee, as a building block and enhances it s&haod end-to-end
mechanisms that allow the network to retain its delay priegevthile providing

throughput guarantees at short time-scale.

In CSGR, if packets of any flow come back-to-back (which wwadd in a work-

conserving structure) and if there is excess bandwidtihéd flow to use, then it
will be serviced at a rate greater than its reserved rate. Wherxtess bandwidth
is loaded with other flows, this flow will be penalized besmof the computation

logic of deadline values. Throughput guarantee is impoirtaorder to:

. Satisfy bandwidth requirements at short time scales foethpglications
for which bit-rate requirement may vary considerably (e.g. WiFRR0) over short
time-scales [37].

. Allow sources to transmit data in transient bursts ¢whwill result in better

utilization of resources in the network).

It is worth noting that CSVC does guarantee average throiigbp the throughput
of any flow in any interval would be below its reservetk rid that flow receives

service at a rate higher prior to this interval.

4.1.2.2. Properties of CSGT

CSVC networks must reduce the penalty given to flows becaukeipextra usage

of resources when the network is idle in order to guardhteaghput at short time-
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scales. It is obvious that the deadline determination methrod packet must be
modified for this purpose. The deadline values encoded ipatieets by the ingress
router in CSVC algorithm are called service tags. In CSGTmi@ principle on

the re-use of service tags is as follows [35]:

“Allowing the ingress routers to re-use for future packetsthe deadline values

of packets that reach the destination much prior to their deadlines.”

Then in a CSGT network, on receiving a packet of a floa/jrigress router assigns
to it a service tag. If the s&of re-usable tags is not empty, smallest tag from this
set is used. If it is empty, the tag values are assignelikgigt CSVC [35]:

k

R |
F.(pf) =max@ ,,F (afk’l))+r_f
f

(4.7)

j-1 I
F(pF) = R(pf) + (B + 11, +max—), > 1
h=1

1<i<k rf'

where,

F.(p) =Tag of the K packet of flowf atj" router.

lf(a?j): Smallest tag value iR at routel for flow f

The two challenges of this design are:
. Deciding which tags are re-usable

. Re-ordering of packets at network exit

The two mechanisms that will be added on CSVC to form C%€&T used to

overcome these two challenges.

1. Re-Usability

It is difficult to define a packet as re-usable because ofaators:
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. Reuse of tags must not violate the deadline guarantees praeidattier
flows. To meet this requirement, the tag assigned to a paclsttdiffer by at least

[, /r, from the tags assigned to all packets that were transrpiti@dto this packet

but have not reached the destination [35]:

. . |
Dp;DU:Ff—E(Q)z—L (4.8)
rf

whereU is the set of packets transmitted by the ingress router toripacketpf’

but have not reached the destination by time t.

The deadline guarantee provided to other flows can not be edoifithe egress
router sends an ACK to ingress router when it transmiteckep. Ingress node will
take a service tag into consideration for re-use and add thab ®Rgnly if it

receives an acknowledgement for the packet carrying this tag. riéikod

eliminates the first factor described above.

. CSGT must provide a deadline guarantee on the re-used tag nvbaits
[35]:

L (4.9)

t<F-—
rf

The second factor is checked after supporting the first fadtben receiving a

packet, ingress router scans throlgind assigns the tag that meets (4.9).

It is obvious that the tag of a packet is re-used onlyaif placket reaches the egress

router much prior to its deadline which is formalized a$:[35

_ I
47, + D™ < F(p)+-
' r

f
where,

d{", = Ingress to egress propagation latency

D™" = Minimum latency encountered by the acknowledgement packet

33



H= Hop count

Then a tag is re-used only if:

H i min

1 I .
df'y < Ry (P = Q. (B ; + /1 +max—)+—+ D™) (4.10)
=1

- 1<i<|
j =M T f

The egress router sends an ACK only if the above conditilais.ho

2. Re-ordering

When the service tags are re-used, the packets can reach the agerseutoof
order. The in-order delivery can be important for some appitgtso a sequencer
is used in CSGT in order to buffer the out-of-order paclketd re-order them at

network exit (Figure 4-1).

T
PN /(/N
/< Customer A [ ) (L( Sequencer Customer :
Cloud
g BT SING Destination

Ingress Core Core Core Egress

Router  Router  Router Router  Router

Figure 4-1 CSGT Network

Thus the number of packets in the buffer of the sequenceldshedimited. The
second mechanism of CSGT which is added on CSVC is usdtigogoal. This

mechanism is called “Flow Control Algorithm” and it limitse maximum number
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of deadlines in use. No packet is assigned a deadline largdr#th whereP is
rf

a configuration parameter. It is proven in [34] that packéta flow will not be

dropped at the sequencer due to the unavailability of buffersatisfies:

(N +1)(P—1)—(N)(N+1)k— Jf T > |/,
B> p(P=1) 2 (4.11)
it T <l I,

where

B = The available sequencer buffer space.

N = { T(,;an, k™" = lT/ and T""is a lower bound on the round-trip time.
f rf

When the maximum bandwidth a flow should get is determased a bound orP

can de driven using [34]:

mln

di'y < R (p) - (Z(ﬁf [+ +maX—)+ + D) (4.12)

I<ism f .

This value of P when substituted in equation of B, detaamthe minimum buffer

requirement at the sequencer.

4.1.2.3. Performance Guarantees of CSGT

In [34], it is shown that the deadline guarantees of CS\é(peeserved in CSGT.
For the throughput guarantee provided by CSGT, the faligwiheorem is stated

and proved:
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If the source of flowf transmits packets at least at its reserved rate, then the

network guarantees a minimum throughput in any time interval €i,to)

(W, ,(t,1)), as follows [34]:

wﬁqgwnm—mﬂ{m+a%+fﬁ+i@{}nWﬂ“(43)

where D™ denotes the maximum acknowledgement time.

Further, the sequencer guarantees a minimum apptidaroughputW*(t,t,),

given by [34]:

| H-1 H
WPP(t, 1) > 1 (t,—t) — T, [(H AT +Zﬂm]_ff D™ -P*l (4.14)
f j=1 i=1

The network throughput provided by a core stateéilvork is:
. |f H-1 H

WP(,6) > 1 (Gt)—ry | (HH D) m+ D+ D e
f i= i=

where fis the reserved rate of floivande;; is the latency term in the packet scale

rate guarantee of server

The bound on the network throughput derived for CTSlfers from that provided

by a core stateful network, by a constant term:[34]
H
E1 = *{Dmax_Z(gf,j _:Bf ,j) +If
j=1

B, is I™C, for a CSGT network derived from CSVC. Further, foiost

schedulerg; ; 21™/C; & <r *D™ +I;  The minimum non-zero throughput
timescale of a CSGT network is therefore primaglyverned by the maximum
latency on the reverse path. The observations 4 if@ply that by provisioning

low-delay feedback channels, a CSGT network cawigeonon-zero throughput
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guarantees at very short time-scales (100 -200 ams),similar to those in core-
stateful networks.

4.1.3. CSGF

After providing delay and throughput guarantees, riext and final step for CSGF
design is providing fairness guarantees. The falieduling means allocating
available bandwidth to flows proportional to theiserved rates. In this perspective,
fairness differs from throughput and delay guaresitinat are characterized by the
corresponding flow’s properties only. Fairness guatge is a function of all flows
that share the same bandwidth.

Classical fair network schedulers ([19, 33, 38,)3Bht are used in every node of
core-stateful networks have some measures to défendairness guarantees they
provide. These measures are unfairness meadyrerfor term ), and a constant

(1) which are used in the following equations ([38D],[38]):

W, (6 1) W, (4 1)

o |

m

Wf,j(tl’t2)> I (tz_t1)_rfny
WL t) | W (bt) |

j.m,f
r, r

SU],{f,m}

m

whereW, ;(t,t,)is the throughput in time intervah ) for flow f in router;.

Derivation of CSGF is composed of two steps. Birstl order to provide fairness
guarantees, the requirement to provide throughpatamtees is shown. In CSGF,

CSGT is the underlying algorithm providing throughguarantees. Second, two
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mechanisms are added to CSGT in order to form &-aonserving core-stateless
network that guarantees end-to-end throughput ownthin an additive constant

of the one obtained by a network of core-statejuters.

4.1.3.1. Throughput guarantee requirement

A work conserving server that provides fairnessrguoiees to flown, also provides

throughput guarantee of the form [41]:

Wm,j(tlitz) > 1 (t—ty) - Mo0* Von,
Wf,j(tl’tz) < V\(n,j(ti’ t2)+U_

j.m, f
r r

m

4.15
where ( )

_ |maX+ZfEIF rfUJl{fm}
Ymi =2 C

J ]

In other words, the theorem states that a netwanknot provide fairness guarantee
if it doesn’t provide throughput guarantee. Thug/@k conserving core-stateless

network with throughput guarantees is a requirerfemtSGF design.

4.1.3.2. Properties of CSGF

One of the design principles of CSGF is that thelip& proportionate bandwidth
allocation is taken to be important and meaningiully for flows that share the
entire end-to-end paths. Depending on this argun@&®GF aims to provide strong
consistent end-to-end proportionate bandwidth atioa for the flows that share

entirely same end-to-end path [41].
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There are three main design steps for CSGF to ¢eofairness for the flows
sharing end-to-end paths in a network with througlguarantees:

1. Treating the aggregate flow between a pair gfeedodes as a single flow and
providing throughput guarantees to it.
2. Employing a fair scheduling algorithm at therggs node

3. Ensuring that the network preserves the ordeiich packets are transmitted.

The second item above guarantees the fairness éefilosvs that will be treated as
one aggregate flow according to first item. Thetfitem will provide throughput
guarantees to this aggregate flow and by the tterd, they will exit the network in
the same order as they enter the network. As dtresdividual flows will be
served with proportionate allocation guarantees Tird mechanism described
above is already supported by CSGT network. Thesefte other two mechanisms
need to be added on CSGT to derive CSGF.

An ingress node in a CSGF network is responsildenfthe deadline assignment
and packet selection. For the deadline assignnantaggregate flow packet is

assigned a tag as in CSGT, but reserved rate disasR:Z r. . The next flow

fOF
to select a packet from is chosen by using a &ieduler. Core and egress nodes in
CSGF act same as in CSGT. Aggregate is split intyorflows at the egress. A
sequencer reorders aggregate packets before thepl#r

4.1.3.3. Performance Guarantees of CSGF

Since CSGF claims to be a fair network architecttlrere must be an unfairness
measure guaranteed to flows by the architecturan a®re-stateful architectures.

Wf,H (tl’ tz) _Wm,H(tl’ t2)

r; r

Therefore

needs to be computed for CSGF. There are two

m
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types of fairness defined in CSGF [41]. The firsieas fairness in application
throughput and the second one is fairness in n&tWwoughput. These are fairness
measures after and before the scheduler, respgdihig.

In a CSGF network deployed by implementing thedHextors above, the packets
exit the network in the same order they enter #tgvork. The ordering of packets
is managed by the stateful fair scheduler at tgeess of the network and since the
order is preserved during their travel in the nekywahe unfairness measure for
CSGF in application throughput is equal to unfassmeasure of the scheduler (e.g.
SFQ) at the ingress node. Thus [41]:

W1, ) WL, )

r; r

+U P (4.16)

m

The fairness in network throughput is not so easgdfine since at the measuring
point, packets are not in the same order as thésrezh the network. In [25], a

detailed evaluation for this fairness measurevsmgiwith computational proofs.

In the computational evaluation solutions giverjd§], the unfairness measures of
CSGF and a core stateful network are compared.céiisidered flows in the
computations for fairness share the same entirea@edd path. Results show that
fairness of CSGF in application throughput is eusgtter than core-stateful
networks since packets depart the sequencer exattlthe same order as
transmitted. However fairness in network throughigutveaker than core-stateful

networks.

Computations also show that for flows with smalkewed rates, the per-flow
application throughput guarantee offered by CSGbeiger than CSGT. CSGF is
capable of providing application throughput guagast at small time-scales of

hundred milliseconds.
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CHAPTER 5

IMPLEMENTATION

This chapter includes the implementations of thetudl Clock scheduling
algorithm, its Core-Stateless version CSVC, CSGd &nally CSGF. OPNET

version 11.5 simulation tool has been used in ai@lenplement the algorithms.

The features of the architectures are defined apepties of routers. Therefore,
Virtual Clock, CSVC, CSGT and CSGF approachesrapdamented in the process,
node and network layers of OPNET as new router siotleese routers are created
using state transition diagram models, coded inegldéd C or C++. The models
have been added to the OPNET environment so thetvauser can use them in the

future for their simulations.

5.1. The Simulation Environment

OPNET is a comprehensive network simulation and agament software,
developed by OPNET Technologies, Inc. founded i861f12]. Since then, twelve
versions of the software have been released. ORN&ides an environment that
supports modeling of communication networks andribisted systems. OPNET
environment contains tools for different phasesaofstudy, including design,

simulation, data collection and data analysis.
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There are three layers in the OPNET model hierarglich are called as the
process, node and network layers, each havingsatiased editor with it [42].

5.1.1.Project Editor

The project editor is used to construct and edit titpology of communication
network models. The interconnection and positiometivork nodes are adjustable
in this editor. It also provides operations to supphe simulation and analysis of
these network models. This editor is the highestieting level in OPNET in the

sense that it uses the objects that are defindekiother modeling editors [42].

5.1.2.Node Editor

The node editor is used to define the structure l@tthvior of nodes used in the
network domain (such as clients, servers, switctmgers, bridges and firewalls).
Each network node is made up of several modulesh Bathese modules defines
one aspect of node behavior such as data generdatmstorage, data forwarding,
etc. These modules are connected together via psitkams or statistical wires. In
addition to the node structure, this editor defities interface of a node model,
which determines what aspects of the node modelisitde and can be defined by
the user [42].

5.1.3.Process Editor

The process editor is used to specify the procesdels, which define the
functionality of the modules used in the node medel addition to the behavior of
a process, this editor defines the model's integacwhich determine what
characteristics of the process model are visibtecam be adjusted by users [42].
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Process models are defined by finite state machiwkEh are composed of two
main components: states and transitions. A praseaisvays in exactly one state at
a time. A process can move between states upoiviregesome interrupts. The
interrupts fulfill the conditions that make the pess move from one state to
another. The interrupts may be originated eithemfithe process itself or from
another process, called a parent process to tl&eavprocess (child process) [43].

The operation of each state is defined in a distamck written in embedded C or
C++ code. These blocks are called executives. Keeutives of a state are split
into two sections, called enter and exit executivEse enter executives are
executed when a process enters a state and thexexittive is performed while the
process is leaving a state. States are dividedtimbocategories: forced states and
unforced states that differ in execution timing.uinforced states, there is a pause
between enter and exit executives. Once an enemuéyxe is finished, the process
returns the control to the process that has invakednce being suspended until it
is invoked again. When it is invoked for a secomdef the exit executive of the
blocked state is then executed. In the forced stéte exit executive is executed by
a process immediately after the completion of thieereexecutive. For this reason
the exit executives of forced states are usuaityolank [42].

We first aimed to implement the algorithms in OPREIP_output_iface process
model, which is a child process to the IP layercpes model of all IP routers. The
ip_output_ifaceprocess model is in charge of assigning queuesata fows
entering the router and scheduling packets basedoran of the scheduling
mechanisms implemented in OPNET. After working ore omplementation we
observed that adding the features we created e=ylonger time and effort than
creating them and the advantage of this kind ofiementation would be only its

industrial use. Our work has an academic view and proof of concept study.
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Therefore we implemented our routers as stand-aloodes having only the

functions we defined.

5.2.Implementations

Core-Stateless QoS architectures aim to use catelets queuing schemes in order
to approximate the functionality of a network inief all nodes implement a
stateful scheduler. In our case, VC is the selestateful scheduling scheme to
approximate. There is only one kind of statefulteoun Virtual Clock. Since the
ingress and egress routers of CSGR, CSGT and CB8Gkeep states of the flows,
VC router also forms the basis for these routershen implementations. CSVC,
which is the core-stateless version of VC, is gett@s the CSGR network. All
kinds of routers in CSVC, CSGT and CSGF are implgetein OPNET simulation
environment and the correct operations of the impletations are demonstrated by
simulations. CBR (Constant Bit Rate) traffic is dise all simulations throughout

this chapter.

5.2.1.Implementation of Virtual Clock Router

VC Packet Format

Packet formats in OPNET [42] define the internalicture of packets as a set of
fields. For each field, the packet format speciesinique name, a data type, a
default value, a size in bits, an encoding stylepaversion method and optional

comments.
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A new packet format is created in “OPNET Packetd&tlin order to use in VC
Router simulations (Figure 5-1). Since VC Routeessdateful and classify packets
according to their flows, a new field called “flowjpis used to define the flow that
the packet belongs to. Alternatively, the flow loé fpacket can be determined by the
source destination address pair and/or TCP/UDP grofioS ([12]) field. In IPv6
packets, there is a 20-bit field called “Flow Labdrhis field is used to insert a
label value that is common to the packets belontpnidne same stream, session or

flow. Throughout this study, we also used a 2dibitl for flow label information.

Another packet field called “VC” is used to ins#ré “Virtual Clock” value. In [15],
a mechanism for state encoding is described by whate and time values are
encoded in 16-bits. This encoding provides a meashato represent large numbers
(~2") with a few bits. The state encoding is not wittfie scope of this thesis but
we used a 16-bit VC field as in [15]. Consequentiyst of the new fields in the
packet formats will be 16-bit long throughout tthiesis.

data flowpk VC

Figure 5-1 VC Packet Format

State Transition Diagram

The state transition diagram shown in Figure 5-&réated in order to simulate the
behavior of a VC router. It consists of five statésit, arrival, scheduler, idle,
send”. This state transition diagram also formslihsis of all other routers in this
work and hence it is used in other router implemgohs. The init, arrival,
scheduler and send states are forced states andlehsgtate is an unforced state.

The state transition diagram functions as follows:
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When a packet arrives at a node, the process nwd@loked. At the invocation
time, initializations for the variables and struesiare done. The process enters the
“idle” state immediately after the initializationEhe process remains at idle until it
receives an interrupt. When the interrupt origisdtem the arrival of a packet, the

process enters the “arrival” state.

e, idle

{defalt) {SERWICE_COMPLETED)

Figure 5-2 State Transition Diagram of Virtual Clock Router

In the “arrival” state, the packet is assigned e of the existing queues according
to the flow it belongs to. After the “arrival” s&tif the server is not busy, the
process goes to the “scheduler” state, which charge of choosing the queue from
which the next packet will be transmitted. When djoeue is selected according to
the VC algorithm, the process schedules itselfra@riupt for sending the packet.
This time period resembles the time required by rih@er in order to send the
packet. In the “send” state, the selected packiearsmitted to the related outgoing
link. The details of the “arrival” and “schedulestates are further described step by
step below.
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5.2.1.1. Arrival State

1. The new packet is acquired from the stream gemey #tie interrupt.

2. The queue to which the packet will be insertedagednined according to
the “flowpk” field.

3. The packet is checked to see whether it is the gasket of its flow or not
since it affects the VC value calculation. A “flasunter” is held in the system for
this control.

4, After calculating the packet's VC, it is saved fas last VC value (VE) for

the related queue. The flow ID and ¥/Care the state values that are stored in the
router for that flow, which makes the VC algoritistateful.

5. The packet is inserted into the related queue.

5.2.1.2. Scheduler State

1. The queues are investigated to find the nonempdg.on

2. The nonempty queues are traced in order to find paeket with the
minimum VC. The VC values of all the packets at thkead” positions of the
gueues are compared to find the packet to dequeue.

3. When the packet with the minimum VC is found, theewe associated with
that packet is selected as the “sender queue”.

4. The packet at the “Head” of the sender queue i®veshand a self interrupt
is scheduled according to the size of the packbe fime required to send the
packet depends on the size of the packet and tipaitozapacity of the router at that
time.

5. The server_busy flag is set.
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5.2.2.Implementation of Core-Stateless Virtual Cldc (CSVC) Routers

The edge and core router models of CSVC are impi&ggdein OPNET as new
nodes. Since there are new fields on the packetsfepto CSVC algorithm, a new

packet format is also defined.

CSVC Packet Format

Since the core routers are stateless, they neegsbeved rate of the packet’s flow
in order to calculate the VCore value that willdssigned to the packet in service.
CSVC Packet Format (Figure 5-3) has one new fialted “ratepk” carrying the

reserved rate information.

data flowpk vC ratepk

Figure 5-3 CSVC Packet Format

5.2.2.1. CSVC Core Router

The idea in constructing router state transitiagdam is kept as it is in VC routers.
The functions defined in the states create theewifice between CSVC Core
Routers and VC Routers. The similarity in stat@sion diagram, when combined
with the difference in the C and/or C++ code anacfions embedded in the states,

gives a better understanding of the differenceooéstateless routers.

The initialization in CSVC core router is so simpiat only “packet_counter” and

“server_busy” state variables are initialized toozd he VC router on the other side
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keeps states and it has many state variables arduses that should be initialized.
This is one of the simpler and distinct parts & @5VC routers. State Variables are
used in OPNET to represent the information accutedland retained by a process.
This name (State Variables) is due to the factttede variables, together with the
current position of a process within its state sraon diagram, represent the
complete state of a process at any time. Notepfmiesses may generate or have
access to much information over time that doesbrobme encoded into their state;
therefore state refers only to the information tiat process itself decides to retain

by recording it into state variables.

In the “arrival” state, there is no packet classifion or queue assignment functions.
This is the main property of the “arrival” statepreviously described VC routers.
In CSVC “arrival” state however, packet's VCore walis calculated using its size
and rate information written on the packet. Sirfoeré is no flow recognition in
CSVC, it does not matter if the packet is the fratket of a flow or not. Then the
packet is inserted into the only queue accordingsto/Core value. Since this is

now a single queue system, there is no need taafsehder queue.

5.2.2.2. CSVC Edge Router

The process model of the CSVC Edge Router is simda/C Router, so in the
following paragraphs the differences between a C3w@ a VC router will be

emphasized only.

Since the core routers do not keep any states.epadarry state information in
CSVC. Therefore the information should be inseited the packets on the edges
of the network. CSVC edge router uses the “arrigsdite for this purpose. In edge
router, there exists a multiple queue for each flowthe “arrival” state, the edge
routers in CSVC insert theate andVCore values to the packets when the packet
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goes to its associated queue. In this thesis Vi@ ireCSVC packet is used in this

thesis for carrying th&Corevalue.

5.2.3.Implementation of Core-Stateless Guaranteedhfoughput (CSGT)

Routers

The design methodology of CSGT depends on two ipies

* In order to provide throughput additional to detayarantees, CSGT is built
upon a network providing delay guarantees (CSGR).
* Tag re-use and source rate control mechanisms, imbegrated with CSGR

architecture, lead to the design of CSGT.

Since CSVC provides delay guarantees, the new grep@f the routers in CSGT
are implemented upon the routers of CSVC. Therdsis a “Sequencer” in CSGT,

which is used for satisfying the in-order deliveeguirements of some applications.

CSGT Packet Formats:

CSGT Packet Format (Figure 5-4) depends on CSVReR&wrmat but it has two
new fields. One of the new fields, called “Types',used by routers to recognize the

packets.

The “VC1” field is the other new field defined f&SGT. This field is created to be
used in “Tag Re-use” mechanism. When a packet ¢x@snetwork sufficiently
prior to its deadline, the egress router sendscancavledge packet to the ingress
router indicating that th&Core value of this packet can be re-used. The first tag
value is kept in a separate field called VC1 on@®8/C packet and the VC field

changes at each router to be used for schedulingopes. When the packet is
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decided to be acknowledged at the egress routekalue in “VC1” is copied to the

VC field in the acknowledge packet and sent toirtigeess router.

data flowpk vC ratepk | VC1 |numberpk | Type

Figure 5-4 CSGT Packet Format

There is no need to include the data field in CS&Kknowledge packet (ACK)
(Figure 5-5). However additional information casabe sent with this packet. The
information in acknowledge packets can also beyhggked onto the data packets
of the flows going to the opposite direction toesdéandwidth.

ACK packets are recognized by the “Type” field mgiess routers. “VC” and
“flowpk” fields contain the information inVVC21’ and “flowpk” fields of the packet
that is acknowledged.

flowpk vC Type

Figure 5-5 CSGT Acknowledge Packet Format

5.2.3.1. CSGT Core Router

The transition from CSVC to CSGT is provided maibly two functions that are
implemented on edge routers. The core routers @T&o not function differently
than the core routers in CSVC except the recognitb the new packet types
defined for CSGT.
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When a packet comes to the CSGT Core Routerisifah acknowledge packet, it is
sent towards the related ingress router without @gration on it. If it is not an

acknowledge packet, it is treated just like iresated in CSVC Core Routers.

5.2.3.2. CSGT Ingress Router

CSGT Ingress Router functions similar to the CS\dgesrouter, so it won't be
discussed here in detail. Only the differences @meghto CSVC edge router will be

emphasized in the following paragraphs.

In the “arrival” state, the router first checks thacket type. If the packet is an
acknowledgement packet, this means thaM@erevalue carried by the packet is a
candidate value to be re-used. Then the flow ofpheket is read from the packet
and VCore value is put into the array that keeps the redestdy values for that
flow. It will be re-used if it satisfies equation94when a new packet of the same
flow comes. After storing the tag value, the packetestroyed.

If the packet is not an acknowledgement packéd, assigned to one of the existing
gueues according to its flow ID. The assignmen{@brevalue and the insertion of
the packet to the specified queue are not sam&¥EC

» If the array that keeps the re-usable tag valueshi® flow is not empty, a
value satisfying the condition in equation 4.9 éargehed. The values that
violate the condition are deleted since they wldoaviolate the same
condition for future packets of the same flow. U wmalue satisfying the
condition in equation 4.9 can be foundCore value is calculated as in
CSVC.

» VCorevalue decided to be used is put into both “VC” &a@1” fields of
the packet.
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* The packet is inserted to its corresponding qué&he.packets in the queue

are positioned according to their “VC” values.

5.2.3.3. CSGT Egress Router

Only the differences compared to CSGT ingress raatplementation are given in

this section.

CSGT egress routers do not need to check the paxkedrn its type since they do
not receive acknowledge packets. Therefore then® iarray for holding re-usable
tags and th&Corevalue of the packet is calculated as in CSVC edgeers.

Before a packet is sent to the related output faxtetr its end-to-end delay is
calculated. Then if the packet departs the netwaukh before it§/Corevalue, i.e.
if the end-to-end delay of the packet satisfiesaéiqun 4.12, it is acknowledged by

the generation of a new “CSGT Acknowledge Packet”.

5.2.3.4. Sequencer

As described in 4.1.2.2. , a sequencer is use®BTCin order to buffer the out-of-

order packets and re-order them at the network. &die sequencer can be
implemented as an internal part of the Egress Rauta separate individual node.
The sequencer is implemented as a separate ndldis study because applications
may not require in-order delivery and so the exolusf the sequencer.

For the applications that require in-order delivefypackets, a new field called

“numberpk” that includes the packet number is addettie packet format of CSGT.
The sequencer is positioned after the Egress Routde network. Queue process
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model of OPNET is appropriate to implement the seger. The sequencer

functions as follows:

1. The incoming packet is acquired and its flow isedained.

2. “numberpk” field of the CSGT packet is gatherednuimberpk=1, then this
packet will be assigned to a queue and it will idragely be scheduled to be sent.
The number of the last packet served by the quekept for future use.

3. If “numberpk” is not equal to one and it is oneaex than the number of
the last packet served by the sequencer’s relatedeg then the packet sequence is
in order. The packet will be inserted into the testibqueue.

4, The sequencer has an array for each queue. Thes drold payload, packet
number and/Corevalues of the packets. When an old packet neeble txtracted
from the set and inserted into the queue, theseegalre extracted; a new packet is
created with these values and put into the queue.

5. The set that includes the out-of-order packetdHerflow of the packet will
be searched to find the consecutive packet. B found, it will be inserted to the
gueue. This search-find-insert series will be regabaecursively.

6. If “numberpk” of the incoming packet is not one apex than the number of
the last packet served by the sequencer’s relatedej then the packet will be sent

to the set that keeps such out-of-order packeth&irflow.

5.2.4.Implementation of Core-Stateless Guaranteedalt (CSGF) Routers

The design methodology of CSGF depends on two iptex

« For a network to provide fairness guarantees, itstmalso provide
throughput guarantees.

» The two mechanisms described in 4.1.3.2. , wheegmted with an
architecture that provides throughput guaranteesl to the design of CSGF.
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Since CSGT provides throughput guarantees alr€éa8@F routers (Ingress, Egress
and Core) are built upon CSGT routers. The “Segegrin CSGT is also used in

CSGF. As described in Section 4.1.3, there areetlesign steps when adding
fairness properties to CSGT and none of theseiseetly related to the core routers.
Thus the core and egress router and the sequetngetuses in CSGT are kept

unchanged in CSGF.

There are no new required fields on the CSGT pafitketats specific to CSGF
algorithm, so the packet formats in CSGT are usetiSGF.

5.2.4.1. CSGF Ingress Router

The features needed to be implemented in a CSGErrare:

1. Treating the aggregate traffic between two edgéersuas a single flow and
providing throughput guarantees to this aggredate. f
2. Employing a fair scheduling algorithm at the ingrasode to the flows

(micro-flows) that make up the aggregate flow (roaibow).

These features affect only the structure of theesg node. Therefore only the
ingress router is modified in the implementatiorC&GF. The internal structure of
the CSGF Ingress Router is shown in Figure 5-6.rdtlow F is formed by
aggregating micro-flows, ff, and §. The same applies for macro-flowa@d micro-
flows g g and g. When these micro-flows enter the node, a fairedahing
algorithm is applied to these flows and they foha &ggregate macro-flow. Micro-
flows that share the same entire end-to-end pathhandled by the same fair
scheduling algorithm. Following this fair schedglinaggregate macro-flows are
processed by a second scheduling mechanism aiS64d Ghgress Node.
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The fair scheduling algorithm handling the microwis should allocate a fair share
of the aggregate throughput to individual flows hiit the aggregate. Any fair
scheduler that guarantees proportionate allocateom be used for this purpose.
Weighted Fair Queuing is used to guarantee prapwte allocation in our
implementation. The implemented fair scheduler fioms as follows for an

Fair Scheduling
Algorithm

CSGT Ingress
Router

Fair Scheduling
Algerithm

Figure 5-6 CSGF Ingress Router

incoming packet:

1. The packet is assigned to the queue of its flotheénfair scheduler.

2. A virtual finish time is calculated for the packiey the fair scheduling

3.

algorithm according to its arrival time, flow ID @rdength. This value is
inserted to the “VC” field of the packet.
Virtual finish times of packets at the head posiioof all queues are
compared and the packet with the minimum virtuaish time is selected.
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4. The selected packet is scheduled to be sent tpdheof the router that
functions as a CSGT ingress router scheduler. Bheew temporary header
field representing the corresponding macro-flowniserted in the packet.
Each macro-flow in CSGF ingress router takes aueigow ID. This field,
named macrofl, functions as the “flowpk” field whéme packet arrives at
the internal CSGT Ingress Router and it is stripp&dwhen sending the
packet to the network cordll packets served by the same fair scheduling
algorithm take the same rate value, which is tha sfithe rates of micro-
flows. This new value is inserted to the “ratepield of the packets.

5. The selected packet is sent to the CSGT ingressireaheduler.

One fair scheduling algorithm runs for one groupnutro-flows that share the
entire end-to-end path. Therefore the number ofsieheduling functions applied at
the ingress router is equal to the number of erehtd paths used by the flows in

the network.

5.3. Validation of Implementations

In this chapter, the correctness of the implementsadels is observed via

simulations.
New source and sink node models are created in OPNEource Model” is used

to generate any format and any size packets atrateyand the “Sink Model” is

used to sink packets and to keep statistics isithalations.
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Source Model

The source model has the following attributes: tWIRate”, “Packet Interarrival
Time”, “Packet Size”, “Packet Format”, “Start Time'Stop Time”, “flow” (Figure
5-7).

(source_1) Attributes = |EI |i|
|Attribute Yalue ;I
@ name source_1
& I—prucess model WC_source
@ kicon name processor
& | Facket Format WC_packet
@ |Packet Interarrival Time constant (0.1)
@ |Packet Size constant (1000
@ FStanTime 5.1
@& |-Stop Time Infinity
@ | AveragePacketSize 1000
@ Hiow 1
@ L averageOut 0.1
[

Extended Attrs.l

I_&pply changes to selected ohjects

I Eind MNext | OFK. Cancel |

Figure 5-7 Attributes menu of the Source Model

The “Flow Rate” attribute defines thieserved rateof the flow that the source will
generate. When the packets of a flow are formethiatrate, then it is called a
conforming flow. “Packet Interarrival Time” definéise time intervals between the
packets formed by that source. This value defihesr¢al rate of the flow. A user
can define a conforming or non-conforming flow bging this attribute of the

source.

“Packet Size” is the length of the packet that Wwélgenerated. A PDF or a constant
value can be used for this attribute. “Packet Fdétisathe format of the packet to
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be generated. A formatted packet contains fieldimel prior to a simulation using
the Packet Format Editor. An unformatted packe€kl$ are specified dynamically
during a simulation. “Flow” is the flow ID of theapket that the source will
generate. “Start Time” and “Stop Time” attributasegthe starting and stopping

times of the packet generation process..

The state transition diagram, given in Figure 38 reated for the Source Model.
There are three states: init, schedule and stopuinstudy, different features are
needed for sources in different simulations butdfage transition diagram remains
the same with minor differences in the specifiqpambies of the states.

At the “init” state, the attribute values of theusce are read. Generation of both
formatted and unformatted packets are possibla.vélid value (smaller than the
stop time) is entered in the “Start Time” attriutieen the process goes into the
“schedule” state at the start time of the packeegation.

¥ Process Model: VC_souirce - =

Block

(PLCKET GEMERATE }fpacket_generatel]
- k

.
| (BTART)fpacket taly. :
it (START Mpacket_generatel) schece]
g 4 -

N

A

b

.

/
“\ i
5 -

(DISAELEDT®, A ETOR)
= e

Figure 5-8 Process Model of Virtual Clock Source
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During the transition to the “schedule” state, pmEckgeneration starts.
“packet_generate()” function is responsible foratirg packets based on the packet
generation specifications of the source model. paeket generation function is
created in the “Function Block” (Figure 5-8) of tkeurce model. The function
block in OPNET process models contains C or C+guage functions that are
associated with the process and that can be dajleahy of the statements in the

process.

The arrival of the next packet is scheduled at'#ohedule” state. According to the
code of the interrupt, state transition conditicam® evaluated and the packet

generation continues until the stop time.

Sink Model

A simple sink node model is used in our simulatiasspacket sink and also as a
station to take statistical data such as end-toekidy. The process model of the
Sink is shown in Figure 5-9. In “INIT” state, fewanables used in the model are
initialized and in the “DISCARD” state, the packetobtained from the incoming

stream. Then the required metrics are updatedststat data is collected and the

received packet is destroyed.

Discaro)

Figure 5-9 Process model of VC Sink
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5.3.1.Validation of VC Router Implementation

The topology for validation is shown in Figure 5-1there there are two sources
creating traffic with constant packet generatiotesa The packets’ arrival and
departure times are observed and VC values ofdbkgts are examined to see how

the VC Router selects and forwards packets acoptdithese values.

The links between the sources and the VC Routenighespeed and delay on these
links is negligible. The sources generate 100(padakets. Source_1 and Source 2
generate 10 and 5 packets in one second respgctiv@ivever, the VC Router can
transmit only 8 packets per second to the sink.réserved rate of the first flow is
also two times the reserved rate of the second. fleource 1 and Source 2 start

generating packets at t=0 and at t=0.1 respectively

_“"'.a'
source 1

"

= WiZ Router

SOLICE. 2

Figure 5-10 VC Router Simulation Topology

Table 5-1 presents the simulation results obtafread OPNET, which demonstrate
the correct functioning of the router. Incoming lats of different flows are
assigned to different queues with correct VC valilned increase according to the
rate of the packets as expected. The expected ioeldWC Router, i.e., sending

two packets from flow 1 for each packet sent frémwf2, is observed in Table 5-1.
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Table 5-1 Simulation Results for VC Router Implementation

Creation Time (sec)| VC (sec) Flow Number  Sendingé{sec)
0 0.2 2 0.125
0.1 0.2 1 0.25
0.2 0,3 1 0.375
0.3 0.4 1 0.5
0.2 0.4 2 0.625
0.4 0.5 1 0.75
0.5 0.6 1 0.875
0.4 0.6 2 1

0.6 0.7 1 1.125
0.7 0.8 1 1.25
0.6 0.8 2 1.375
0.8 0.9 1 1.5
0.9 1 1 1.625
0.8 1 2 1.75
1 1.1 1 1.875
11 1.2 1 2

1 1.2 2 2.125
1.2 1.3 1 2.25
1.3 14 1 2.375
1.2 14 2 2.5
14 15 1 2.625
15 1.6 1 2.75
14 1.6 2 2.875
1.6 1.7 1 3

1.7 1.8 1 3.125
1.6 1.8 2 3.25
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5.3.2. Validation of CSVC Router Implementations

5.3.2.1. Validation of CSVC Edge Routers

CSVC Edge Router is core-stateful and it works lsinio VC Router. The topology
of the introduced scenario for validation is saméh& one used in validation of the

VC Router simulation. Th&Coreassignment made by CSVC Edge Router is given
in Equation 4.5YCore , = VG ). According to this definition, a VC Router and a

CSVC Edge Router assign the same tag values tpatieets. Therefore a CSVC
Edge Router should behave the same as a VC Rautdrei same conditions.
Additionally, CSVC Edge Router has to form thedithat are required by the core

routers into the packet.

All parameters used in the sources, the routertlasink have the same values as
they have in the above validation scenario of V@itBoimplementation. In CSVC
edge router scenario, the packets’ arrival and rdeqgatimes are observed and
VCorevalues of the packets are observed to see ho@3WC algorithm assigns it
and how the method selects and forwards the paeleetsrding to these values.
Results in Table 5-2 demonstrate that the routsetions correctly.

Table 5-2 Simulation Results for CSVC Edge Router Implementation

Flow Arrival  Time | VCore Rate Field (bps) Sending Time
Number| (sec) (sec) (sec)

2 0.0 0.2 5000 0.067

1 0.1 0.2 10000 0.1670

1 0.2 0.3 10000 0.267

2 0.2 0.4 5000 0.334

1 0.3 0.4 10000 0.401

1 0.4 0.5 10000 0.468

2 0.4 0.6 5000 0.535
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Table 5-2-Cont.-Simulation Results for CSVC Edge Router Implementatn

1 0.5 0.6 10000 0.602
1 0.6 0.7 10000 0.669
2 0.6 0.8 5000 0.736
1 0.7 0.8 10000 0.803
1 0.8 0.9 10000 0.87

2 0.8 1 5000 0.937
1 0.9 1 10000 1.004
1 1 11 10000 1.071
2 1 1.2 5000 1.138
1 11 1.2 10000 1.205
1 1.2 1.3 10000 1.272
2 1.2 1.4 5000 1.339

5.3.2.2. Validation of CSVC Core Router Implementation

The topology of the CSVC Core Router simulatiosimilar to the one that is used
for the CSVC Edge Router simulation. CSVC Core Rpig a core-stateless router
so it has only one queue. It serves the packetsr@iog to theVCore values they

carry.

In the scenario, sources resemble two links ingi@enetwork core coming from

different ingress routers. The links between the&reses and CSVC Router is high-
speed and delay on this link is negligible. Howetlexr speed of the link between
the CSVC Router and the Sink is 1 packet/sec. Theces generate 1000 bit
packets. Source_1 and Source_2 generate CSVC patkainstant rates, 5 and 0.5
packets in one second respectivelCore values coming with the packets from
second source are much smaller than\{i®ore values coming with the packets
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from the first source. However, the confirming st the flows are the same.

Source_1 and Source_2 start generating packet2.@tand t=2.1 respectively.

Table 5-3 presents the simulation results obtafrad OPNET. Incoming packets

from Source_2 are dequeued earlier because of sheatler VCore values. The

table also illustrates the values in “VC” fields tbe packets. Packets are sent one

by one from the flows as expected, since both eftihave the same reserved rate.

The aggressiveness of the first source is suppitebgethe algorithm without

keeping any state information at the router.

Table 5-3 Simulation Results for CSVC Core Router Implementation

Flow Arrival  Time | VCore Queue Size Sending  Time
(Number)| (sec) (sec) (packet) (sec)
1 2.0 2.2004 1 3

2 2.1 0.3004 1 4

1 2.2 2.4004 2 5

1 2.4 2.6004 3 7

1 2.6 2.8004 4 9

1 2.8 3.0004 5 -

1 3 3.2004 5 -

1 3.2 3.4004 6 -

1 3.4 3.6004 7 -

1 3.6 3.8004 8 -

1 3.8 4.0004 9 -

1 4.0 4.2004 9 -

2 4.1 2.3004 10 6

1 4.2 4.4004 11 -

1 4.4 4.6004 12 -

1 4.6 4.8004 13 -

1 4.8 5.0004 14 -
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Table 5-3 Cont.-Simulation Results for CSVC Core Router Implementatin

1 5 5.2004 14 =
1 5.2 5.4004 15 -
1 5.4 5.6004 16 =
1 5.6 5.8004 17 =
1 5.8 6.0004 18 -
1 6.0 6.2004 18 =
2 6.1 4.3004 19 8

5.3.3. Validation of CSGT Router Implementations

5.3.3.1. Validation of CSGT Core Router Implementation

The functionality of the CSGT Core Router is theneaas CSVC Core Router, so
the performances of both router types in the samnéitions should be similar. The
main features different than CSVC Core Router geatific to CSGT Core Router

are:

* CSGT Core Router has to recognize the type of do&gi (normal or ACK)
and insert the required information to the packebeading to its type.
* The direction of the traffic on a CSGT Core Routerboth towards the

ingress routers and egress routers.
These features are observed in the following sitiariascenario. In this scenario,

the packets’ arrival and departure times are oleseiandVCore values of the
packets are examined to see how the CSGT Core Rasggns these values and
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how it selects and forwards the packets accordirthase values. The results show
that our CSGT Core Routers treat acknowledgemaesitgts correctly.

In the topology in Figure 5-11, Source_1 genera@) bit packets of flow 1 with a
rate of 2 packets/sec. The second source of flowndined as ACK-source,
artificially generates only acknowledge packetdwaitrate of one packet per second.
The links between the sources and CSGT Core Rautegh-speed and delays on
these links are negligible. The links between thatear and the sinks are also fast

links.

ACK_source starts generating packets at 1.25 sscami Source 1 starts
generating packets at 2 seconds. Table 5-4 pregensimulation results obtained

from OPNET to show the validity of the implementati

source_ 1 . ACK source

A Ay

CSGET Core Router

sink. sink

Figure 5-11 CSGT Core Router Simulation Topology

The table illustrates that VC values of the norrraffic packets are assigned
according to the corresponding flows as expect&tK packets are generated with
VCorevalues that differ by an arbitrary 0.4 between suocessive packets. It is
observed that the router recognizes the ACK paciats VC values carried by

ACK packets do not change when they pass the CS&& Router.

67



Table 5-4 Simulation Results for CSGT Core Router Implementation

Packet Type| Flow| VCore | Arrival Time | Sending  Timeg Sink
No (sec) (sec) (sec)
ACK 2 0.100 |1.25 1.260 Sink_0
Data 1 2501 |2 2.01 Sink
ACK 2 0.500 |2.25 2.260 Sink_0
Data 1 3.001 |25 2.51 Sink
Data 1 3.501 |3 3.01 Sink
ACK 2 0.900 |3.25 3.260 Sink_0
Data 1 4.001 |35 3.51 Sink
Data 1 4501 |4 4.01 Sink
ACK 2 1.300 |4.25 4.260 Sink_0
Data 1 5.001 |45 451 Sink
Data 1 5501 |5 5.01 Sink
ACK 2 1.700 |5.25 5.260 Sink_0
Data 1 6.001 |55 5.51 Sink
Data 1 6.501 |6 6.01 Sink
ACK 2 2.100 |6.25 6.260 Sink_0
Data 1 7.001 |65 6.51 Sink
Data 1 7501 |7 7.01 Sink
ACK 2 2500 |7.25 7.260 Sink_0
Data 1 8.001 |75 7.51 Sink
Data 1 8501 |8 8.01 Sink
ACK 2 2.900 |8.25 8.260 Sink_0
Data 1 9.001 |85 8.51 Sink
Data 1 9501 |9 9.01 Sink
ACK 2 3.300 |9.25 9.260 Sink_0
Data 1 10.001 | 9.5 9.51 Sink
Data 1 10.501 | 10 10.01 Sink
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Table 5-4-Cont.- Simulation Results for CSGT Core Router Implementation

ACK 2 3.700 |10.25 10.260 Sink_0
Data 1 11.001 | 10.5 10.51 Sink
Data 1 11.501 |11 11.01 Sink
ACK 2 4100 |11.25 11.260 Sink_0
Data 1 12.001 | 11.5 11.51 Sink
Data 1 12.501 | 12 12.01 Sink
ACK 2 4500 |12.25 12.260 Sink_0
Data 1 13.001 | 125 12.51 Sink
Data 1 13.501 | 13 13.01 Sink
ACK 2 4900 |13.25 13.260 Sink_0
Data 1 14.001 | 135 13.51 Sink
Data 1 14501 | 14 14.01 Sink
ACK 2 5.300 |14.25 14.260 Sink_0
Data 1 15.001 | 14.5 14.51 Sink
Data 1 15.501 | 15 15.01 Sink
ACK 2 5.700 |15.25 15.260 Sink_0
Data 1 16.001 | 15.5 15.51 Sink
Data 1 16.501 | 16 16.01 Sink

5.3.3.2. Validation of CSGT Ingress Router Implementation

CSGT Ingress Router functionality that is differéhéan CSVC Edge Router and

CSGT Core Router functionalities is summarized welo

CSGT Ingress Router has to recognize packet typeesr@at them according

to their types. The values that will be kept faiuhe use should be extracted
from the ACK packets and should be inserted toappropriate packets

when needed.
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Experiments in this chapter for CSGT Ingress Routet only validate the

implementation but also present the effects of¢éagse mechanism in CSGT.

The first scenario is shown in Figure 5-12. The@ohas a transmission capacity of
10 packets/sec. and there are ten sources in ploéotgy. Each of them is a source
of a different flow (from 1 to 10). The sum of resed rates of all flows is equal to
the transmission capacity of the router. The reskrvate of each flow is 1
packet/sec. At time t=1 to t=2, flow 1 is the obBcklogged flow. In this setting, by
t=2, 10 packets of flow 1 are already servicedh®/router an&/Corevalue of the
11" packet is 12. All other flows become backlogget:at

Since the router services packets in increasingroof VCore values, eleventh
packet of flow 1 is not serviced until t=10.2; henflow 1 receives no throughput
during the interval [3, 10.2]. Given any time int&r of arbitrary length, it is easy to
extend this example to show that flow 1 receivestmoughput during the interval
of interest. Therefore, for any interval lengtre SGT router does not provide any
non-trivial (non-zero) lower bound on throughputemhtags are not re-used i.e
when it behaves as a CSVC Edge Router. This isistens with the definition of
CSGT Ingress Router.
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Figure 5-12 CSGT Ingress Router Simulation Topology-1

Table 5-5 Simulation Results for CSGT Ingress Router Validation Scenantl

Flow | VCore | A. Time|S Time| | Flow | VCore |A Time|S Time
No (sec) | (sec) (sec) No (sec) (sec) (sec)
1 2 1 1.1 4 7 2.4 6.5
1 3 1.1 1.2 5 8 2.5 6.6
1 4 1.2 1.3 6 8 2.5 6.7
1 5 1.3 14 7 8 2.5 6.8
1 6 1.4 1.5 8 8 2.5 6.9
1 7 1.5 1.6 9 8 2.5 7

1 8 1.6 1.7 10 8 2.5 7.1
1 9 1.7 1.8 2 8 2.5 7.2
1 10 1.8 1.9 3 8 2.5 7.3
1 11 1.9 2 4 8 2.5 7.4
5 3 2 2.1 5 9 2.6 7.5
6 3 2 2.2 6 9 2.6 7.6
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Table 5-5-Cont.-Sim. Results for CSGT Ingress Router Validation Scenaril

7 3 2 2.3 7 9 2.6 7.7
8 3 2 2.4 8 9 2.6 7.8
9 3 2 2.5 9 9 2.6 7.9
10 3 2 2.6 10 9 2.6 8

2 3 2 2.7 2 9 2.6 8.1
3 3 2 2.8 3 9 2.6 8.2
4 3 2 2.9 4 9 2.6 8.3
5 4 2.1 3 5 10 2.7 8.4
6 4 2.1 3.1 6 10 2.7 8.5
7 4 2.1 3.2 7 10 2.7 8.6
8 4 2.1 3.3 8 10 2.7 8.7
9 4 2.1 3.4 9 10 2.7 8.8
10 4 2.1 3.5 10 10 2.7 8.9
2 4 2.1 3.6 2 10 2.7 9

3 4 2.1 3.7 3 10 2.7 9.1
4 4 2.1 3.8 4 10 2.7 9.2
5 5 2.2 3.9 5 11 2.8 9.3
6 5 2.2 4 6 11 2.8 9.4
7 5 2.2 4.1 7 11 2.8 9.5
8 5 2.2 4.2 8 11 2.8 9.6
9 5 2.2 4.3 9 11 2.8 9.7
10 5 2.2 4.4 10 11 2.8 9.8
2 5 2.2 4.5 2 11 2.8 9.9
3 5 2.2 4.6 3 11 2.8 10
4 5 2.2 4.7 4 11 2.8 10.1
5 6 2.3 4.8 1 12 2 10.2
6 6 2.3 4.9 5 12 11 10.3
7 6 2.3 5 6 12 11 10.4
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Table 5-5-Cont.-Sim. Results for CSGT Ingress Router Validation Scenaril

8 6 2.3 5.1 7 12 11 10.5
9 6 2.3 5.2 8 12 11 10.6
10 6 2.3 5.3 9 12 11 10.7
2 6 2.3 5.4 10 12 10.7 10.8
3 6 2.3 DAS 2 12 10.8 10.9
4 6 2.3 5.6 3 12 10.9 11
5 7 2.4 5.7 4 12 11 111
6 7 2.4 5.8 1 13 111 11.2
7 7 2.4 5.9 5 13 11.2 11.3
8 7 2.4 6 6 13 11.3 11.4
9 7 2.4 6.1 7 13 11.4 11.5
10 7 2.4 6.2 8 13 11.5 11.6
7 2.4 6.3 9 13 11.6 11.7
3 7 2.4 6.4 10 13 11.7 11.8

The effect of tag re-use mechanism is presentdtieénsecond scenario in Figure
5-13. The only difference of this scenario comparethe first one is the existence
of a source in the topology that creates acknovdeumt packets for flow 1. This
source generates ACK packets for packets 2, 3 amtl4he router receives these
packets at times 1.25, 1.35 and 1.45 respectiVélis is the simulation of the case
when these packets are received by the relatedssgoaiter much before their
VCorevalues. CSGT Ingress Router re-uses these valo®orevalue of the 11
packet of flow 1 for this case is 9 instead of A2.a result, the router again services
packets in increasing order of virtual clock valuast the eleventh packet of flow 1
is serviced at t=7,5 not 10,2. The results (Tab®) Show that the tag re-use
mechanism works correctly. The penalty for flow because of its accumulated

debit in the duration of [1, 2] - is reduced by thechanism.
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Figure 5-13 CSGT Ingress Router Simulation Topology-2
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Table 5-6 Simulation Results for CSGT Ingress Router Validation Scenant2

Flow | VCore | A. Time|S Time| | Flow | VCore |A Time|S Time
No. | (sec) | (sec) (sec) No. | (sec) (sec) (sec)
1 2 1 1.1 4 7 2.4 6.5
1 3 1.1 1.2 5 8 2.5 6.6
1 4 1.2 1.3 6 8 2.5 6.7
1 2 1.3 1.4 7 8 2.5 6.8
1 3 1.4 1.5 8 8 2.5 6.9
1 4 1.5 1.6 9 8 2.5 7

1 5 1.6 1.7 10 8 2.5 7.1
1 6 1.7 1.8 2 8 2.5 7.2
1 7 1.8 1.9 8 2.5 7.3
1 8 1.9 2 4 8 2.5 7.4

74




Table 5-6-Cont.-Sim. Results for CSGT Ingress Router Validation Scenari2

5 3 2 2.1 1 9 2 7.5
6 3 2 2.2 5 9 2.6 7.5
7 3 2 2.3 6 9 2.6 7.6
8 3 2 2.4 7 9 2.6 7.7
9 3 2 2.5 8 9 2.6 7.8
10 3 2 2.6 9 9 2.6 7.9
2 3 2 2.7 10 9 2.6 8

3 3 2 2.8 2 9 2.6 8.1
4 3 2 2.9 3 9 2.6 8.2
5 4 2.1 3 4 9 2.6 8.3
6 4 2.1 3.1 1 10 2.1 8.4
7 4 2.1 3.2 5 10 2.7 8.4
8 4 2.1 3.3 6 10 2.7 8.5
9 4 2.1 3.4 7 10 2.7 8.6
10 4 2.1 3.5 8 10 2.7 8.7
2 4 2.1 3.6 9 10 2.7 8.8
3 4 2.1 3.7 10 10 2.7 8.9
4 4 2.1 3.8 2 10 2.7 9

5 5 2.2 3.9 3 10 2.7 9.1
6 5 2.2 4 4 10 2.7 9.2
7 5 2.2 4.1 1 11 2.2 9.3
8 5 2.2 4.2 5 11 2.8 9.3
9 5 2.2 4.3 6 11 2.8 9.4
10 5 2.2 4.4 7 11 2.8 9.5
2 5 2.2 4.5 8 11 2.8 9.6
3 5 2.2 4.6 9 11 2.8 9.7
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5.3.3.3. Validation of CSGT Egress Router Implementation

CSGT Egress Router functionality that is differehin CSGT Ingress Router

functionality is summarized below:

* When a CSGT Egress Router serves a packet, therrbas to decide if
VCorevalue of the packet is re-usable or not. If Y&orevalue is re-usable,
the value that will be inserted to the acknowlepgeket should be gathered
from the packet itself. It should be inserted te #ppropriate acknowledge
packet, which should be then be sent towards th&rkingress router.

The topology used for testing the above scenarghawvn in Figure 5-14. In this
topology, there are two sources creating traffithwonstant packet generation rates.
CSGT Egress Router decidesviCore value of the packet is re-usable or not by
using the formula given in 4.10. Minimum latency ceantered by the
acknowledgement packet, namé¥'™, is added to the router as a process model

attribute for each flow and used in the formula.

Source 2

Figure 5-14 CSGT Egress Router Simulation Topology

In this scenario, source_1 and source_ 2 start giéngrpackets at t=2 and t=3

respectively. Both sources generate five packetsspeond. The capacities at the
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output interfaces of the router are 10 packets388.is 5 for flow 1 and 4 for flow

2. Normal traffic packets are sent to “sink” reséintp the output link and ACK

packets are sent to “sink_0" resembling the firstlen on the path to the ingress

router.

The results of the simulation are given in Tablé. 5he values of the fields on the

packet are read when the packet is received byethted sink node. The results are

consistent with the expected behavior. The routgregates ACK packets correctly

and sends them towards the correct direction. S)i&&is smaller for flow 2, its

packets are acknowledged before the packets offlow

Table 5-7 Simulation Results for CSGT Egress Router Implementation

¢C
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Received by | Receiving time (sed) Flow No VCore)s¢
Sink 2.1 1 2.2
Sink 2.3 1 24
Sink 2.5 1 2.6
Sink 2.7 1 2.8
Sink 2.9 1 3
Sink 3.1 2 3.2
Sink 3.2 1 3.2
Sink 3.3 2 3.4
Sink 3.4 1 3.4
Sink 35 2 3.6
Sink 3.6 1 3.6
Sink 3.7 2 3.8
Sink 3.8 1 3.8
Sink 3.9 2 4
Sink 4 1 4
Sink 4.1 2 4.2




Table 5-7-Cont- Simulation Results for CSGT Egress Router Implemeation

Sink 4.2 1 4.2
Sink_0 4.3 2 4.4
Sink 4.3 2 4.4
Sink 4.4 1 4.5
Sink_0 45 2 4.6
Sink 4.5 2 4.6
Sink 4.6 1 4.6
Sink_0 4.7 2 4.8
Sink 4.7 2 4.8
Sink 4.8 1 4.8
Sink_0 4.9 2 5

Sink 4.9 2 5

Sink 5 1 5

Sink_0 5.1 2 5.2
Sink 5.1 2 5.2
Sink 5.2 1 5.2
Sink_0 5.3 2 5.4
Sink 5.3 2 5.4
Sink_0 5.4 1 5.4
Sink 5.4 1 5.4
Sink_0 5.5 2 5.6
Sink 5.5 2 5.6
Sink_0 5.6 1 5.6
Sink 5.6 1 5.6
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5.3.4.Validation of CSGF Router Implementations

CSGT core router, CSGT ingress router and CSGTesegu are used directly in
CSGF implementation as CSGF routers. None of fireperties change so there is
no validation requirement for these routers. How&¥8GF Ingress Router is a new

implementation and needs to be validated.

5.3.4.1. Validation of CSGF Ingress Router Implementation

Since CSGF Ingress Router is built upon the alreadlified CSGT Ingress Router,
the main focus of the validation becomes the fathesgluling algorithm

implementation.

sOLrce.

: _' f/@

i Scheduler sitk

sOUrce. 2

sOUrce_3

Figure 5-15 Fair Scheduler Simulation Topology

In the scenario (Figure 5-15), source_1, sourcen® source_3 start generating
1000 bit packets at t=1 from flows 1, 2, 3 respatiyi with a rate of 10 packets per
second. The capacity at the output interface ofrtheer is 3 packets per second.
The reserved rates of the flows are 1000, 20003&08 bits/s for flows 1,2 and 3
respectively. The weights of the flows are 1, 2 &nekspectively. The number of

packets in the queues of the scheduler will ggielasince output capacity is smaller
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than the number of coming packets. The scheduleuldiforward packets to the

sink node at rates according to the weights offlthes. Fair scheduler should also
insert the appropriate values to the “ratepk” vabfiehe packets as it sends them.
All packets sent from the same fair scheduler rhase the same rate value written

on the related fields.

The results of the simulation are given in Tabl@. 5he values of the fields on the
packets are read when the packets are receivdiehglated sink node. The results
are consistent with the expected behavior of sdeedElow 3, 2 and 1 shares the
bandwidth proportional to their flow weights. Besawf its higher weight, Flow 3

has the largest share of the bandwidth. In eachsteonds, 3 packets from flow 1,

2 packets from flow 2 and 1 packet from flow 1 seat by the scheduler.

Table 5-8 Simulation Results for Fair Scheduler Implementation

Time (sec) Micro-flow Macro-Flow | Rate before (bps)Rate (bps)
1.34 1 1 1000 6000
1.68 3 1 3000 6000
2.02 2 1 2000 6000
2.36 3 1 3000 6000
2.70 3 1 3000 6000
3.04 2 1 2000 6000
3.38 3 1 3000 6000
3.72 2 1 2000 6000
4.06 3 1 3000 6000
4.40 1 1 1000 6000
4.74 2 1 2000 6000
5.08 3 1 3000 6000
5.42 3 1 3000 6000
5.76 3 1 3000 6000
6.10 2 1 2000 6000

80



Table 5-8-Cont.- Simulation Results for Fair Scheduler Implementatin

6.44 3 1 3000 6000
6.78 2 1 2000 6000
7.12 1 1 1000 6000
7.46 2 1 2000 6000
7.80 3 1 3000 6000
8.14 3 1 3000 6000
8.48 1 1 1000 6000
8.82 2 1 2000 6000
9.16 3 1 3000 6000
9.50 2 1 2000 6000
9.84 3 1 3000 6000
10.18 3 1 3000 6000
10.52 1 1 1000 6000
10.86 2 1 2000 6000
11.20 3 1 3000 6000
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CHAPTER 6

EVALUATION OF CSGF

6.1. Introduction

The design aim of CSGF is obtaining the first wodaserving, core-stateless QoS
architecture that provides deterministic fairnessrgntees. The most important
properties of CSGF can be illustrated by consideita design procedure again
(Figure 6-1):

» Firstly a stateful scheduling algorithm is chosad aore-stateless version of
it is designed. VC is the selected scheduling @lgorand CSVC is its core-
stateless counterpart. This process is inspireth f&/C (the non work-
conserving version of VC) and CJVC (its core-stgslversion) pair [14]
found in the literature. In summary, the two marogerties of CSVC (and
hence CSGF) are being core-stateless and work vamge

* Second phase in the design procedure of CSGF adiregea QoS network
architecture, which provides end-to-end throughpounds within an
additive constant, by integrating two mechanismghwCSVC. The
throughput guarantee and two mechanisms (tag reanske source rate
control) are the two main properties of CSGT (aedde CSGF).

* As the name implies, one final important propertyC&GF is its fairness

guarantee.
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In this section, CSGF architecture is evaluatedetail and some points conflicting
with its main design aims are illustrated as deficies. The relationship between
these features and their effects to each othealaceinvestigated. The deficiencies
of CSGF are shown, their effects are investigatetithese ideas are supported by a
simulation study of various cases. OPNET Versiorb 14 used for all simulation

experiments in this section.

CBR traffic flows are used in the experiments. 8itlte main goal (observing the
deficiencies of CSGF) is achieved with CBR trafiied since it is considered that
CSGF will behave similar in terms of fairness wather types (e.g. Poisson, Bursty)

of traffic, we believe it is appropriate to condsthulations with CBR traffic only.

1.Starting Point 2.Rate Guarantee
Work-Conserving
o
CJvC CSVC /Lo,
VC instead of JVC Je
Sg, 3.Throughput
%8'70@
Non work- No throughput " Guarantee
Inspired from consening guarantee at shart C S GT
JVC —*Core-Stateful time-scale /
No proportional ) Q?f’
throughput guarantee Qo}
* Delay Guarantee for flows N

+ Being Work-Conserving

* Throughput Guarantee at

Short Time-Scale —CSGF
« Proportional Throughput z::;:te::

Guarantee for Flows (Fairness)
Figure 6-1 Design Phases and Aims of CSGF

83



6.2. Evaluation Cases

« Case 1: No fairness guarantee for micro-flows of different ingrss

routers

“Fairness guarantee” is defined in terms of exc#ssughput that each flow
receives in CSGF. A network cannot be called “fafirit provides throughput at
reserved rate to one flow and allows another flowde significantly more than its
reserved rate. According to the most significarsuagption made in the design of
CSGF, the fairness provided in a network is medaolngnly when it is applied to
the flows that share the entire end-to-end pattat T why CSGF applies fair
scheduling at the ingress routers to the flowsshate the entire end-to-end path.

Consider two (or more) macro flows entering thewoek from different ingress
routers and following the entire end-to-end patbegx their ingress routers. Then
throughout the coinciding path (nearly the entia¢hp, CSGF provides fairness for
micro flows, only for the bandwidth that their cesponding macro-flow gets. This
is the only fairness that CSGF provides. It doepndvide any fairness guarantee
between macro flows or between micro flows of ddéfg macro-flows although
these flows share almost their entire paths. Wee\elthat this case is conflicting
with the main CSGF idea of fairness. The differebegveen the paths of two flows
in Figure 6-2 is their first links only. The numbafrcore routers can be increased to
strengthen the idea in this case. If fairness iammgful when it is applied to the
flows sharing the entire end-to-end path, we thirdse two macro-flows are worth
treating fairly.
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ol NETWORK

Eoress
Router

Ingress
Router

Figure 6-2 Two macro-flows sharing the entire path except the first lik

CSGF gives no fairness guarantee to macro-flowghef above type. Several
simulations are carried out in different conditiolms see the correctness of our
hypothesis. The bandwidth shares of macro-flowsddmnD™", sequencer buffer

size, packet sizes and aggressiveness of the souter

Simulation results in Figure 6-3 show differentesmsvith the topology of Figure
6-2. We simulated three cases for a scenario whette of the macro-flows have
0.1 packets/sec reserved rate. However sourcesagerneaffic with unconforming
rates. All of the routers have 100 packets/secsimgssion capacities except the last
core router on the path, which has 5 packets/spactg. Since the sum of the
reserved rates of the flows is equal to 0.2 patsmts the rest of the bandwidth, i.e
4.8 packets/sec, is excess bandwidth. A fair algoriwould divide the bandwidth
into two equal parts if both of the flows produakets with a rate more than 2.4

packets/sec.
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1% case refers to identical unconforming rate vald@spackets/sec, for both flows.
In this case, the values are close to what is elgsifhe excess bandwidth shares of

the flows are nearly equal.

2" case refers to the case where flow 1 has a nofooing rate of 10 packets/sec
and flow 2 has a non-conforming rate of 5 packets/3ag re-use mechanism is
used with reserved feedback channels in this smenbr order to be fair, the
algorithm should protect the excess bandwidth fthe aggressiveness of flow 1
and give fair shares to both flows. This is not dase for CSGF and it cannot
achieve this. Flow 1 dominantly captures the exbasslwidth in Case 2.

The scenario in the®case is same with the one in Case 2. HowB¥tis lower

and sequencer buffer size is larger for Flow 2 caneg to the same values of Flow
1. Consequently more tags are re-used for Flowd2agnshown in Figure 6-3, flow
2 gets a larger share from the bandwidth compaoceddse 2. The resultant

bandwidth sharing is still unfair but not as siggaft as in the™ Case.

As a result of the experiments, the work-conserviagqure of CSGF is clearly
demonstrated. The excess bandwidth is used byaWws but sharing is not fair. The
bandwidth shares that the flows take is proporticmamany factors, so the

proportional allocation cannot be guaranteed.
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O Flow 1
B Flow 2

1st Case 2nd Case 3rd Case Both
Conforming

Figure 6-3 Use of Excess Bandwidth for two macro-flows sharing the entire

path except the first link

» Case 2: No fairness guarantee for micro-flows of same ingiesouter
that share most of their paths

When we consider two micro-flows entering the nekwfsfom the same ingress
router and following the same path all through tie#work except the last link,
there will again be no fairness guarantee to tlileses. The algorithm will treat
these flows same as two flows entering the netvimin the same ingress router
and following two entirely separate paths. Howe&emicro-flow of one of these
flows and a micro-flow of the other macro-flow wilhare almost entirely the same
path and the same bandwidth. The bottleneck of lbbtthese flows will most

probably be on their coinciding path where no feasis guaranteed.
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Figure 6-4 Two macro-flows sharing the entire path except the last link

In addition, the micro-flows described above ar¢ ipto different fair schedulers
just because of their last hops. Consequently #ineyinserted into different queues
in CSGF Ingress Router. Several simulations argechout in different conditions
to see the correctness of our hypothesis. The tseshlow that no fairness is
guaranteed to such flows on CSGF network.

In Figure 6-5, simulation results are illustratedt three different cases on the
topology of Figure 6-4. We simulated a scenario iehgoth of the macro-flows

have 0.1 packets/sec reserved rate. However sougeeerate traffic with

unconforming rates. All of the routers have 100ke#&/sec transmission capacities
except the last core router on the path. That rocd@ send 5 packets/sec only.
Since the sum of the reserved rates of the flovexjisal to 0.2 packets per second,
the rest of the capacity, i.e 4.8 packets/secxeess bandwidth. When both flows
have unconforming rates, the sum of which is gretitan 2.5 packets/sec, the

gueue of the last core router fills up.
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1% case refers to identical unconforming rate vald@spackets/sec, for both flows.
According to the simulation results, the excessdbadih is used by both of the

routers at similar rates.

2" case refers to the case where flow 1 has a noforcoimg rate of 8 packets/sec
and flow 2 has a non-conforming rate of 5 packets/Since both flows have rates
greater than 2.5 and their reserved rates are ame,sequal number of packets
should be sent from the core router in order tdalre Simulation results show that
Flow 1 gets its larger share as it becomes moreeagiye than Flow 2. This is not
appropriate for proportional allocation principleg re-use mechanism is used with

reserved feedback channels in this scenario.

The work-conserving nature of CSGF is illustratadthis simulation again. The
excess bandwidth is used and flows get larger rhthsre is enough bandwidth on

the way to the egress router. However there israpgstional bandwidth allocation.

[ Flow 1
H Flow 2

1st Case 2nd Case Both
Conforming

Figure 6-5 Use of Excess Bandwidth for two macro-flows sharing the entire
path except the last link

89



» Case 3: One and only bottleneck where no fairness guarantee exists

In this case, the word “bottleneck” is used foratémsng the link with the heaviest
traffic. If two or more distinct (with different plas) macro-flows share only one
link and if it is the bottleneck link of all theodfivs, there will still be no guaranteed
fairness for these flows. If we assume that aleotmks are fast links such that no
congestion occurs, bottleneck link will be the maosportant link in terms of
proportional bandwidth allocation hence fairness.

NMETWORK

Ingress
Router

Qress
Router

SFQ

=—"9%"
Edress
Router

Edress
Router

Figure 6-6 Three macro-flows sharing only one bottleneck link

We simulated a scenario where the macro-flows Fan@ H have 1, 2 and 3
packets/sec reserved rates respectively. Souraesraje packets of micro-flows
and the micro-flows, which share their entire emgbd path, form a macro-flow.
Each macro-flow in this scenario has a non-confogwate of 10 packets/sec. All
of the links have 18 packets/sec capacities.
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Each flow in the scenario shares its first, fiftidasixth nodes with the other two
flows. Paths of the three flows coincide at thénhfiiode and the link between the
fifth and sixth core router is common for all thrid@ws. Since the link capacities
are larger than even the non-conforming rates effiitws on their paths until the
fifth node, there will be about 30 packets/sec triputhis fifth core router. Sum of
the reserved rates of the flows is equal to 6 pacger second. This rate must be
guaranteed by the algorithm on this bottleneck logtween the fifth and sixth
routers. The rest of the capacity, i.e., 12 padkets is excess bandwidth. In order
to treat the flows fairly, the excess bandwidthudtide given to flows proportional
to their reserved rates. The ideal bandwidth shanelsthe ideal excess bandwidth

shares of the flows in this case are illustrateBigure 6-7.

The simulation results however show that the reskemates are provided to the
flows but no fairness is guaranteed in the scerfana@xcess bandwidth usage of
these flows on the CSGF network. Figure 6-7 shdweseikxcess bandwidth share of
each flow in packets/sec. Each flow gets an exbasgwidth share that is close to
the share of other flows. There is no proportidmahdwidth sharing in this case.
The total bandwidth shares of the flows includihg &xcess bandwidth are also in
Figure 6-7. Flow F gets a bandwidth share more titashould get in ideal

conditions. Flow G gets a bandwidth share clos¢h&ideal case and Flow H,
which is the least non-conforming flow, gets a demgbortion from the bandwidth

than it deserves.
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Figure 6-7 Simulation Results for macro-flows sharing only one bottlen&dink

» Case 4. Complexity of ingress router in CSGF

In a given network, it is important to allocateaesces in an effective way. In order
to achieve this, two flows may be forced to follbmo distinct paths even if their

ingress and egress routers are the same. Actugtlyork administrators may prefer

to differentiate the paths of flows in a networknagch as possible to distribute the
load on the network evenly. The possibility of maybottlenecks may be reduced in
this way. In a given network, there may be littlenber of flows having the same

entire end-to-end path. In CSGF, the ‘fairnessapplied only to flows that share

the entire end-to-end path. When the percentagigedfows of this kind is reduced,

the applied fairness also decreases. In this €&86F network behaves much more
like a CSGT network. The fairness of CSGF is diyegroportional to the

percentage of flows sharing the entire end-to-aattdgp
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Figure 6-8 Complexity of ingress router in CSGF

CSGF applies fair scheduling at the ingress routetke flows that share the entire
end-to-end path. Therefore, the paths of the floage to be defined when they
enter the network, which mandates the use of a amsim like strict source-routing

or explicit routing in which the entire route oktpacket is carried at the header.
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6.3.Evaluation Results

In the cases described above, CSGF cannot guarairteess and behaves the same
as CSGT. Since “fairness” is the only property adtethe CSGT, we call these

conditions as “deficiencies of CSGF".

CSGF provides fairness guarantee only for flowsmmg the same ingress router,
following the same entire end-to-end path. Thisetyd flows may form only a
small percentage of all flows in a network and sititere is no fairness guarantee in
CSGT, so will there be in the CSGF even thoughctraplexity of edge routers is
additionally increased for transforming a CSGT rwtmo a CSGF network.

When we consider fairness in CSGF, we consideretteess bandwidth. Since
CSGF has throughput guarantees, two flows willtgeir reserved rates when they
share the same link. However in the conditions W&&GF applies no fairness, one
of these flows can get most of the bandwidth whendther gets only its reserved
rate. Since the reserved rates are provided, thgopronal throughput guarantee of
the excess bandwidth may seem to be a not nedgsseeded property. However
“being work-conserving” is one of the main featudsthe algorithm. CSVC is

designed as a work-conserving algorithm in ordenéet the rising traffic demands.
Utilizing resources evenly is a desirable featuré i is a part of the basis of CSVC,
correspondingly CSGF. Therefore, when CSGF mentieagness”, proportional

allocation of both reserved and the excess bantwsdtecessary.

Tag re-use gives CSGT the property of providingpuighput guarantees at short
time-scales. However it also creates uncertaintyteiins of fairness. The re-
usability of a packet depends on the link condgiand the size of the packet, both

of which can change significantly in the life-timéa flow. Tag re-use mechanism
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may be stopped or restricted in order to get ridhad uncertainty. However this

would have two effects:

The extent to which the source can utilize idle dveidth in the network
would be limited.

The first router wouldn’t transmit a packet befdeexpected arrival time,
which means the router reduces to the non-workerwirtgy JVC router.
More the mechanism is restricted; more the ingrester behaves like JVC

router.

Both of the effects are undesirable. A CSGF netvabibuld utilize idle bandwidth

as much as possible since “being work-conservisgbne of its most important

properties. It is also undesirable to have a J\&€-louter as the ingress router. JVC

router is the starting point in the design (Fig@rd) and it will almost mean

returning to the point where the design procedtagexd. We also experienced the

importance of tag re-use in terms of fairness insbmulations.

The one and only feature added on CSGT when degjddEGF is the use of fair

schedulers at the Ingress Routers. Two flows ar@uininto the same fair scheduler

in the CSGF Ingress Router even if %99 of theihgatoincides. This situation

generates two effects:

“Fairness Application” criterion of CSGF is so rasrthat two flows do not
share the bandwidth fairly even if they almostlig idea behind fairness in
CSGF.

There are a lot of path probabilities in a netwankl if two flows are not put
into the same fair scheduler in the CSGF IngresgdRaven if %99 of their
paths coincides, then there will be a huge numberfas scheduler
implementations in each CSGF Ingress Router.
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Beyond all other features of CSGF (or CSGT or CSVilig most important

property of the algorithm is its core-statelesacttire. Then we should never forget
the main aim in designing core-stateless netwoskgiving QoS guarantees to
networks with fine granularity and in a scalableywih CSGF is scalable, it will be

used in networks where there are a lot of end-tbygath probabilities. In case of
heavy traffic, there will be many flows on IngreéReuter, having distinct end-to-

end paths. If one fair scheduler is used for edcthese paths, then the Ingress
Router will be too complex and hard to implemenis lalready complex because of
the extra state hold for reusable tag values. déf tlamber of fair schedulers is
bounded, then the level of the most important featf core-stateless networks,

scalability, is reduced.

The throughput guarantee of CSGF depends on thamuax delay and loss
experienced in the feedback channels where ackdgeteent packets are sent
through. Adequately provisioned feedback channet&/den edge routers should be

constructed.

The main goal of CSGF design is providing the fessiguarantee at the level that a
network of core-stateful routers does. Core-sthtetuters provide per-link
proportional throughput guarantee. Since the corgronly at the edges for a core-
stateless network, we believe that it is not pdesib provide fairness in core-
stateless networks at the same level with the dasnn networks where link-based

fairness is applied.
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CHAPTER 7

CONCLUSION

The primary goal of providing Quality of Serviced®) is to have better and more
predictable network services by providing dedicdiaddwidth, controlled jitter and

latency, and improved loss characteristics. QoSeseb these goals by providing
tools for managing network congestion, shaping osekwraffic, using expensive

wide-area links more efficiently, and setting trafolicies across the network [44].
Providing QoS in the Internet has been a challendgesk for the network

community for a while. On one side, network aretis want to keep the network
core as simple and scalable as possible. Howeesigmkers who are in favor of the
idea of obtaining fine grain service differentiatiovould like to use complex routers
at the network core. There have been two majoritacthral proposals, Intserv and
Diffserv, for providing QoS in the IP networks. Bodf the proposals can support
QoS in IP networks, obviously with pros and conseach side. This thesis firstly

reviews these two main models.

The drawback of the stateful solutions is their ptaxity. On the control path, the
routers should install and maintain per-flow staBn the data path, per-flow
classification, per-flow buffer management and fb@w scheduling should be
handled. It is a challenge to keep per-flow statescstent in the routers. Stateless

solutions are more scalable and robust. Howevéglets solutions cannot provide
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as powerful and flexible services as stateful sohst They also cannot provide low

delay guarantees and high resource utilization Isimeously.

Core-stateless approaches try to take positiveufiestof both sides. The core-
stateless systems use scalable mechanisms in thefcthe networks and stateful
approaches at the edges of the network in ordgetaid of the scalability problem
and support QoS with fine granularity. Becausehgirt scalability in supporting
QoS, core-stateless systems have received consligleattention recently. The
proposed architectures in the literature diffetarms of guarantees they provide.
These mechanisms have been studied extensivelyhanefore a literature survey
on past studies on the mechanisms of core-statatebgiectures is also included.
As a result of the survey, Core-Stateless Guardnteair (CSGF) network
architecture is chosen to evaluate in this theBme properties, advantages and
disadvantages of the underlying approaches arengiveorder to explain the
reasoning behind the selection of CSGF.

CSGEF is built upon Core-Stateless Guaranteed RE#6&R) Network, which is a

work-conserving, core-stateless network architectinat can provide end-to-end
delay guarantees. Therefore CSGR is studied @SGR proposes a methodology
to transform any Guaranteed Rate (GR) per-flow dglweg algorithm into a

version that does not require per-flow state toriaéntained in the core routers. In
CSGR, the upper bounds on packet deadlines ahoales are computed using per-
flow state only at the edge node. A CSGR networkvigles the same end-to-end
delay as the networks using actual deadlines. CS@Rorts only delay guarantees

and average throughput guarantees at large tinlessca
CSGR is combined with two mechanisms proposed iGT§Core-Stateless

Guaranteed Throughput), namely tag re-use and sowte control to provide

throughput guarantees at small time-scale. CSGVigese throughput bounds
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within an additive constant of throughput boundbkieed by a network of core-
stateful fair rate routers.

When CSGT is combined with fair access at the eumges and aggregation of
flows in the core nodes, this combination lead€8GF. CSGF claims to be the
first core-stateless, work-conserving QoS architecproviding delay, throughput
and fairness guarantees. This thesis presentsledketaformation about CSGR,
CSGT, CSGF and discusses the basic mechanismpporstheir desired behavior.

Implementation study of VC, CSVC, CSGT and CSGeaisied out using OPNET
simulation program. VC is the selected Guaranteai® RGR) per-flow scheduling
algorithm to be transformed to the core-statelession by CSGR. Thus a detailed
description of VC is also given. All of the routarsed in selected algorithms are
added to OPNET and implementation steps are descrilmplementations are
made in project, node and process models of OPN#Sion 11.5. The simulation

environment of OPNET is also described.

Validation of our VC, CSVC, CSGT and CSGF implenagioins using OPNET
simulation program is carried out and behaviorghef implemented routers are
illustrated in this thesis. Simulation set ups aamskociated experiments are
presented for each verification study. There amy ¥ew publicly available core-
stateless QoS network architecture implementatiansimulation environments.

Therefore this simulation work may also prove ukefduture work about CSGF.

The points in the design of CSGF conflicting witk éxpected features are shown
as deficiencies. Most of the deficiencies are eglab the assumption stating that
fairness becomes meaningful only when it is appieedlows that share the entire

end-to-end path. According to the evaluation resuSGF cannot guarantee
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fairness in general and behaves same as CSGT en cdises. Several conditions
where fairness is not provided are conflicting vilte above main assumption made
for fairness in CSGF. CSGF has a very strict adteto apply fairness for flows.

Two flows do not share the bandwidth fairly evethiéy share most of their paths,

i.e. even if they almost fit the idea behind fagaen CSGF.

The mechanisms added on CSVC when designing CS@Vider throughput
guarantees at short time-scales. However they absate uncertainty in terms of
fairness. Limiting these mechanisms reduces thesgsgrouter to a JVC router,
which is also undesirable.

In a large network with heavy traffic, there wik la huge number of fair scheduler
functions in each CSGF Ingress Router and it walldbvery complex node. If the
number of fair schedulers is bounded, then thd leivilne most important feature of

core-stateless networks, scalability, is reduced.

Core-stateful routers provide per-link proportiottaloughput guarantee. Since the
control is only at the edges for a core-stateledsiork, we believe that it is not
possible to provide fairness in core-stateless odsvat the same fairness level
achieved when link-based fairness is applied. Maggawith the level of fairness it
proposes, we think that CSGF is not sufficientlpatale to be called a “Fair” QoS

architecture. It may be called as “Improved CSGT".

QoS architecture investigated in this thesis titeprovide QoS guarantees without
maintaining per-flow state in core routers. Adnosscontrol is one of the issues
that should be considered when applying this dlgari Taking one of the
admission control frameworks recently proposedhia literature ([45],[46],[47])
and using it in accordance with CSGF may be a éutuork. With this integration,
CSGF can be evaluated in large networks to sesgdtigbility and in many different

traffic conditions to re-evaluate its performance.
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CSGF treats two flows same as CSGT even if oninallgart of one flow’s path is
different than the path of the other flow. As ftwork, taking a percentage of the
route into account when providing fairness but mlo¢ entire path may be

investigated and considered as an add-on to CSGF.

CSGT is the first work-conserving core-statelegsvaek architecture that provides
throughput guarantees at short time-scales. Itgynlesms are fulfilled, but we
believe that the fairness provided by CSGF is ndficsent. As a future work,

CSGT may also be investigated to provide fairnessantees in a different way.
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