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ABSTRACT 
 
 

SEGMENTATION OF TORSO CT IMAGES  
 
 
 

DEMİRKOL, Onur Ali 

M.S., Department of Electrical and Electronics Engineering 

Supervisor: Assistant Prof. Dr. Yeşim SERINAĞAOĞLU DOĞRUSÖZ 

 

June 2006, 193 pages 
 
 
 
 
Medical imaging modalities provide effective information for anatomic or metabolic 

activity of tissues and organs in the body. Therefore, medical imaging technology is 

a critical component in diagnosis and treatment of various illnesses. Medical image 

segmentation plays an important role in converting medical images into 

anatomically, functionally or surgically identifiable structures, and is used in various 

applications. In this study, some of the major medical image segmentation methods 

are examined and applied to 2D CT images of upper torso for segmentation of heart, 

lungs, bones, and muscle and fat tissues. The implemented medical image 

segmentation methods are thresholding, region growing, watershed transformation, 

deformable models and a hybrid method; watershed transformation and region 

merging. Moreover, a comparative analysis is performed among these methods to 

obtain the most efficient segmentation method for each tissue and organ in torso. 
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Some improvements are proposed for increasing accuracy of some image 

segmentation methods.  

 

Keywords: Medical image segmentation, torso, watershed transformation, region 

growing, deformable models. 
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ÖZ 
 
 

GÖVDENİN BİLGİSAYARLI TOMOGRAFİ 
GÖRÜNTÜLERİNİN BÖLÜTLENMESİ 

 
 
 

DEMİRKOL, Onur Ali 
 

Yüksek Lisans, Elektrik ve Elektronik Mühendisliği Bölümü 
 

Tez Yöneticisi: Yard.Doç.Dr. Yeşim SERİNAĞAOĞLU DOĞRUSÖZ 
 
 

Temmuz 2006,193 sayfa 
 

 

Tıbbi görüntüleme modaliteleri vücuttaki dokuların ve organların anatomik veya 

metabolik aktiviteleri hakkında  etkin bilgiler sağlamaktadır. Bu yüzden tıbbi 

görüntüleme teknolojileri çeşitli hastalıkların teşhis ve tedavisinde kritik rol oynayan 

bir bileşendir. Tıbbi imge bölütleme, tıbbi görüntülerin anatomik, fonksiyonel ve 

cerrahi olarak tanımlanabilir yapılara dönüştürülmesinde önemli bir rol 

oynamaktadır.  Bu çalışmada, başlıca tıbbi imge bölütleme metotlarından bazıları 

incelenmiş ve üst gövdede yer alan kalp, akciğerler, kemikler, kas ve yağ dokusunun 

bölütlenmesi için iki boyutlu bilgisayarlı tomografi (BT)  görüntülerine 

uygulanmıştır. Tıbbi imge bölütleme metotları olarak eşikleme, alan büyütme, 

akaçlama havzası dönüşümü, deforme olabilen modeller ve karma metot akaçlama 

havzası dönüşümü ve alan birleştirme  uygulanmıştır. Buna ek olarak, uygulanan 

metotlar arasında gövdede yer alan her doku ve organ için en etkin bölütleme 
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metodunu bulmak için karşılaştırmalı analiz yapılmıştır.  Bazı imge bölütleme 

metotlarının doğruluğunu arttırmak için birtakım iyileştirmeler önerilmiştir.  

 
 
Anahtar Kelimeler:  Tıbbi imge bölütleme, Gövde, Akaçlama havzası dönüşümü, 

Alan büyütme, Deforme olabilen modeller 
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CHAPTER 1 

 

 

1 INTRODUCTION 

 

 

 

Medical imaging modalities such as Computerized Tomography (CT), Magnetic 

Resonance Imaging (MRI), and Positron Emission Tomography (PET) etc. provide 

effective information on anatomic or metabolic activity of tissues in the body. 

Therefore, medical imaging technology is a critical component in diagnosis and 

treatment activities.   

 

Medical image segmentation plays an important role in converting medical images into 

anatomically, functionally or surgically identifiable structures. Medical image 

segmentation is used in various biomedical applications such as virtual endoscopy, to 

assist surgical planning using 3D reconstruction of a patient's anatomy, treatment 

planning, diagnosis, measuring tissue volumes, anatomical studies and for building 3D 

realistic models that correctly represent the electrical and geometrical properties of the 

region of interest for electromagnetic source localization studies.  

 

The choice of image segmentation method depends on the specific application, imaging 

modality and some other factors. For example, requirements for segmentation of lungs 

might be different from that of fat or muscle tissue.  There is currently no single 

segmentation method that yields acceptable results for every tissue or every medical 

image. There exist more general methods that can be applied to a variety of data. 

However, methods that are specialized to particular applications can often achieve 
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better performances. Selection of an appropriate approach to a segmentation problem 

can therefore become a difficult dilemma [1].  

 

In this study we performed segmentation of main tissues and organs in torso using 2D 

CT images. Some of the fundamental medical image segmentation methods and a 

hybrid method are examined and their performances are compared to obtain the most 

efficient segmentation method for each tissue and organ.  

 

1.1. Definition of  Image Segmentation Problem  

 

Image segmentation can be defined as partitioning of an image into non-overlapping, 

consistent regions, which are homogeneous with respect to some characteristics such as 

intensity or texture. For a given image I, segmentation results in k subsets Sk  ( ISk ⊂ ),  

union of Sk  results in original image I. Then sets Sk  must satisfy  

k

k

i

SI U
1=

=  

 

where φ=∩ jk SS  for kj ≠ , and Sk  are connected. Ideally, the sets obtained after 

segmentation correspond to distinct anatomical structures or regions of interest [2].  

 

Image segmentation is one of the most challenging problems of digital image 

processing and many different approaches and methods have been proposed in the 

literature. Since image segmentation utilizes different approaches, a single standard 

method of image segmentation has not emerged.  Rather, there are a collection of 

methods that have received some degree of popularity in different applications. 

Haralick and Shapiro [3] stated that for a good image segmentation, regions of the 

segmented image should be uniform with respect to some characteristics, such as gray 

tone. Region interiors of the segmented regions should be smooth and without many 

holes. The adjacent segmented regions should have a significant contrast with respect 

to the characteristic on which they are uniform. Moreover, the boundaries of the 

segmented regions should not be ragged and spatially accurate.  
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1.1.1.  Overview of Medical Image Segmentation Methods 

 

There are three main approaches to image segmentation, 

 

• Manual segmentation 

In manual segmentation, pixels or regions are manually grouped depending on a 

feature like texture or intensity range. It is obvious that this is a time consuming 

method, especially for medical applications where an image dataset is 

composed of several 2D slices.    

 

• Automatic Segmentation 

Automatic segmentation is a difficult process because of the complexity and 

variation of images. Automatic segmentation methods generally need a prior 

knowledge to lead acceptable results. Some atlas-guided segmentation methods 

are used for automatic segmentation, where a prior knowledge is given by a 

standard atlas or template.  

 

• Semiautomatic Segmentation 

Semiautomatic segmentation methods combine the benefits of both manual and 

automatic segmentation. Generally, semiautomatic segmentation is performed 

by incorporating prior information required for automatic segmentation by 

manual interaction. The trade-off between manual interaction and performance 

is an important consideration in any segmentation application. Manual 

interaction can improve performance with knowledge of an operator. On the 

other hand, for large datasets, this can be time consuming.  

 

There are a collection of methods that have received some degree of popularity in 

different medical image segmentation applications. These methods can be divided into 

4 main categories: pixel-based, region based, deformable models, and atlas-guided 

methods. Although each method is described separately, multiple techniques are 
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generally used together to obtain more accurate results. In the following sections, brief 

descriptions of these methods are given.  

 

1.1.1.1. Pixel based methods 

 

Pixel based segmentation methods takes only the gray level value of the pixel into 

account when dividing the image into different classes. Thresholding, clustering and 

Markov random field approaches can be classified as pixel based methods.  

 

• Thresholding  

Thresholding approaches are used to segment images by creating binary partitioning of 

the image intensities [2]. Thresholding can be done as bi-level thresholding or multi-

level thresholding. In bi-level thresholding, segmentation is performed by grouping all 

the pixels with intensity greater than the threshold into one class, and all the other 

pixels into another class. Multi-level thresholding procedure is similar but with 

multiple threshold values. The threshold value or values can be provided manually by 

the user, obtained from the image histogram or from other features. Since thresholding 

approach does not take into account the spatial characteristics of the image, it is very 

sensitive to noise and intensity inhomogenities. Thresholding is not used as a 

segmentation method alone, rather it is generally used as an initial step for hybrid 

algorithms. Detailed information for thresholding is given in Section 3.1.  

 

• Clustering 

Clustering may be defined as the process of organizing objects into groups whose 

members are similar in some way. Three commonly used clustering algorithms in 

medical image segmentation are the K-means or ISODATA algorithm [4], the fuzzy C-

means algorithm [5], and the expectation-maximization (EM) algorithm [6]. These 

algorithms do not use training data. Thus, they are termed unsupervised methods. In 

order to compensate for the lack of training data, clustering methods iterate between 

segmenting the image and characterizing the properties of each class. In a sense, 

clustering methods train themselves using the available data. Clustering algorithms do 
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not directly incorporate spatial modeling and can therefore be sensitive to noise and 

intensity inhomogenities. On the other hand, clustering based methods are significantly 

fast [2]. 

 

• Markov Random Field Models 

Markov random field (MRF) modeling is not a segmentation method itself, rather a 

statistical model that is widely used in medical image segmentation methods for 

modeling the spatial interactions between neighboring or nearby pixels. In medical 

image segmentation applications, MRF models are used to take into account the fact 

that most pixels belong to the same class as their neighboring pixels [2]. MRF models 

are often incorporated into clustering segmentation algorithms, and also used in 

modeling intensity inhomogenities that can occur in MR images and texture properties. 

 

1.1.1.2. Region Based Methods 

Region-based methods try to isolate areas of images that are homogeneous according to 

a given set of characteristics. Region growing and watershed transformation can be 

classified as region based methods.  

 

• Region Growing 

Seeded region growing is one of the most simple and popular region-based 

segmentation algorithms. Region growing algorithm takes seeds, which can be 

individual points or connected components, to mark each of the regions to be 

segmented [2]. Seeds can be manually selected by an operator, or can be selected 

automatically. Starting from the seed regions, region growing algorithm grows the 

regions around seed regions based upon a certain homogeneity criteria. Detailed 

information for seeded region growing is given in Section-3.2.   

 

• Watershed Transformation 

Watershed Transformation can be classified as a region-based segmentation approach, 

and it is coming from the field of mathematical morphology [7]. It is widely used in 

many fields of image processing including medical image segmentation, since it 
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produces a complete division of the image in separated regions. The watershed 

transform is computed on the gradient image, and after the transformation, the image is 

divided into two classes: the catchment basins and the watershed lines. Catchment 

basins correspond to the homogeneous grey level regions. The boundaries of catchment 

basins, which are located at high gradient points, correspond to watershed lines. 

Detailed information for watershed transformation is given in Section-3.3.   

 

1.1.1.3. Deformable models 

Deformable models are widely used in medical image segmentation applications [2]. 

These models are physically motivated techniques for delineating region boundaries 

using closed curves or surfaces that deform to minimize an energy function. Detailed 

information on deformable models is given in Section-3.4.   

 

1.1.1.4. Atlas-guided methods  

Atlas-guided approaches are a powerful tool for medical image segmentation when a 

standard atlas or template is available [2]. The atlas is generated by compiling 

information on the anatomy that requires segmenting. This atlas is then used as a 

reference frame for segmenting new images. The standard atlas-guided approach treats 

segmentation as a registration problem. It first finds a one-to-one transformation that 

maps a pre-segmented atlas image to the target image that requires segmenting. 

Because the atlas is already segmented, all structural information is transferred to the 

target image. 

 

1.2. Previous Work 

 

In the field of medical image segmentation many studies have been carried out by using 

various methods. In the field of segmentation of the brain, Akalın and Gencer [8] 

proposed a semi-automatic hybrid algorithm that makes use of snakes, morphological 

operations, thresholding and region growing for segmentation of main tissues in head 

from the multimodal MR images. Using the results of segmentation and mesh 

generation, a realistic head model is developed. In this study realistic head model is 

used for solving the forward and inverse problem in Electro Magnetic Source 



 7 

Localization (EMSI) studies. Ferrant et all [9] used a deformable atlas for the automatic 

localization and identification of brain structures in MR images. The atlas is built as a 

multi-object set of 3D triangulated closed surfaces, each representing a given brain 

structure, and sharing its faces with neighboring structures. They also proposed an 

active surface model to refine the local shape of the globally registered structures. 

Zhang and Smith [10] proposed a 3-D fully automatic approach for brain MR image 

segmentation. The proposed   method is based on a Hidden Markov Random Field-

Expectation Maximization (HMRF-EM)  framework, which is a combination of the 

HMRF model and the associated MRF-MAP estimation and the EM fitting procedures. 

In this study segmentation of gray matter (GM), white matter (WM) and cerebrospinal 

fluid (CSF) were performed. Baillard and Barillot [11,12] used the level set formulation 

to obtain deformable surfaces and performed automatic segmentation of brain in MR 

images. In this study, an initial deformable surface was located inside the brain and the 

brain surface was extracted iteratively.   

 

Many studies have been carried out for segmentation of organs or tissues in the torso, 

using different methods ranging from model-based methods to traditional methods.  

Robison and Ghita used a hybrid method which integrates region growing and 

unsupervised clustering methods for segmentation of fat tissue in the whole body from 

MRI data [13]. This study is used for quantification of total body fat volume, and 

medical analysis of obesity. Zhou and Hara [14] proposed an automatic segmentation 

method for segmentation of skeleton, fat and skin from torso CT images. In this 

method, the human body is divided into four disjoint regions:  skeleton, fat, muscle and 

air. First, a bi-level thresholding is applied to remove the background, and following 

thresholding a multi-level thresholding is applied to obtain the skeleton regions. 

Following multi-level thresholding, a 3D region growing is applied to refine the results 

of segmentation for the skeleton. Segmentation of the skin is done by detecting 

candidate regions whose distance to body surface is less than 5mm, and the gray level 

value is in a certain range. Fat tissue is extracted using gray-level thresholding from the 

CT image.  Sachse and Werner [15] used region growing and split-merge methods for 

segmentation of muscle, bones and fat in the Visible Human dataset. Martin and 

Bordes [16] used region growing method to extract liver, tumors and blood vessels 



 8 

from CT images of lower torso. A very comprehensive hybrid method for segmentation 

of thin structures in CT images is proposed by Gazit and Kimmel [17]. In this method, 

researchers integrated 3D edge detection, geodesic active surfaces and geometric active 

contour models for segmentation of blood vessels in 3D. Burton and Isaacs used 

thresholding, morphological operations and region growing for segmentation of lungs 

from MR images [18]. In this study, researchers generated a human lung boundary 

model with the goal of creating a framework for anatomically realistic models of the 

human airway network. Heuberger and Geissbuhler used thresholding for separating 

lungs from other low density tissues fat and background [19]. Following thresholding, 

background is removed and undesired holes are filled using morphological operations 

for obtaining a satisfactory segmentation.  

 

In the field of segmentation of heart, since the heart is a dynamic organ that deforms 

during pumping blood to body, generally 4D images are used. These images are 

obtained during one cardiac cycle. Moreover, segmentation of heart mostly focuses on 

segmentation of intra-organ structures like Left Ventricle (LV), Right Ventricle (RV), 

and heart muscle. Redwood and Camp [20] proposed a semiautomatic method for 

segmentation of heart from CT images using traditional methods like thresholding, 

morphological operations and region growing. Thresholding and some morphological 

operations are applied to separate the heart from surrounding tissues. Following 

thresholding process, region growing is applied in 3D for segmentation of vessels or 

the chambers of the heart. Deformable models were widely used for segmentation of 

heart. Metaxas and Chen proposed a new class of deformable model that integrates 

both shape/edge energy terms and intensity/texture energy terms for segmentation of 

the heart [21]. Moreover, McInerney and Terzopoulos used dynamic deformable 

models for segmentation of LV from 4D CT images [22]. Neubauer and Wegenkittl 

[23] developed a new skeleton-based segmentation method for segmentation of LV and 

heart muscle using 4D-CT images. Atlas based methods are also widely used for 

segmentation of the heart. Ortiz and Rueckert proposed an automatic segmentation 

method for segmentation of heart muscle and left and right ventricles (LV and RV) 

using 4D MR images [24]. In this method, first a cardiac atlas is obtained from 14 
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normal subjects, and then using registration techniques, the cardiac atlas is aligned to a 

subject specific atlas.  

 

In our study, we performed segmentation of the heart as an organ in stead of trying to 

obtain-intra organ structures like LV, RV, or heart muscle separately.  

 

1.3. The Image Dataset 

 

Medical images like CT or MRI normally have 12-16 bits information in gray scale.  In 

CT images, anatomical tissues may occupy significantly different dynamic ranges on 

display due to difference of X-ray attenuation.  

 

The data used in this thesis work is obtained with CT medical imaging modality. The 

data set is composed of 45 CT images of upper torso in DICOM format, with properties 

given Table-1.1. 

 

One of the images from the data set, in original form, is in Figure-1.1. It is obvious that 

the contrast between organs or tissues to be segmented is low. Due to the limitation of 

the human visual perception, a contrast enhancement is usually needed for more 

significant contrast information. Chest CT contains three significant anatomical tissues: 

bone, lung and soft tissue (heart, fat and muscle tissue). Lung, bone and soft tissue 

enhanced images are given in Figure-1.2, Figure-1.3 and Figure-1.4 respectively.   
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Table 1. 1: Properties of the image data set 

 

Photometric interpretation  Grayscale 

Size 512x512 

X Voxel Width 0.75 mm 

Y Voxel Width 0.75 mm 

Slice Thickness 5 mm 

Bits Allocated  12 Bit 

 
 
 

 

 

Figure-1.1: Original image 
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Figure-1.2: Lung enhanced image 

 

 

 

Figure-1.3:   Bone enhanced image 
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Figure-1.4: Soft tissue enhanced image 

 

The gray level of original images is in the range of (0, 4096), and the histogram of the 

image is given in Figure-1.5. 

 

 

 

 

Figure-1.5: Histogram of the original image 
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The contrast enhancement for the original image can be achieved by using any medical 

image viewing software. Images in Figure-1.2 to Figure-1.4 are obtained by predefined 

window center and window width values [25].  

 

It is known that human visual system can perceive less than 100 different gray levels 

[26], and therefore there is no difference between 7-bit or 12-bit coded images for 

human eye. However, this is not the case in image processing, and  contrast 

enhancement causes loss of data, therefore we studied on original DICOM images 

without contrast enhancement.  

 

1.4.  The Base Image  

 

In order to quantify the performance of a segmentation method, validation experiments 

are necessary [27]. The most straightforward approach to validation is by comparing 

the result of segmentation with a manually obtained segmentation result. This approach 

does not guarantee a perfect truth model since it completely depends on the 

performance of the operator. Nevertheless, in order to quantify the performance of 

segmentation methods, we formed a base image by manual segmentation (see Figure-

1.6). Base image is obtained by manual segmentation using contrast enhanced CT 

images given in Figure-1.2 to Figure-1.4. In the base image, ideal segmentation masks 

of every tissue are represented by corresponding mean gray level values. Tissues or 

organs to be segmented are shown in Figure-1.6. Numerical properties of the base 

image are given in Table-1.2. 
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Figure-1.6:  Base image with explanatory labels 

 
 

Table 1. 2: Numerical properties of the base image 

 

 
Tissues/Organs 

 
Number of pixels 

 
Mean value 

(in Gray-Level) 

 
Variance 

(in Gray-Level) 
 

Heart 
4962 1175.6 10145 

 
Bones 

 
5915 

1394.2 7659 

 
Muscle 

 
31559 

1064.2 
1951 

 

Fat 37975 886.09 3059 

Lungs 30236 272.08 3452.4 

 

 

 

 



 15 

 

 

1.5. Scope of the Thesis 

 

This thesis study aims comparative analysis of fundamental medical image 

segmentation methods for segmentation of main tissues and organs in CT images of 

torso, as well as proposing some improvements for increasing accuracy of some 

methods. Some of  the fundamental medical image segmentation methods, namely 

thresholding, watershed transformation, region growing, deformable models, and 

hybrid methods are implemented and applied to 2D CT images of torso for 

segmentation of heart, lungs, bones (skeleton), muscle and fat tissues. The hybrid 

method, watershed transformation and region merging (WTRM) is implemented and 

improved by integrating with K-means clustering for faster and more accurate results. 

Results of segmentation obtained by each method is compared and evaluated for 

obtaining the most accurate and efficient segmentation method among the implemented 

methods for each tissue and organ in the torso. All of the methods are implemented in 

2D. Segmentation of heart and lungs are performed for obtaining organ boundaries, 

segmentation of inter-organ structure is not included.  

 

1.6. Organization of the Thesis  

 

This thesis consists of five chapters. In Chapter 2, some of the major image 

segmentation algorithms are examined and experimental results on some test images 

and the base image are given. In Chapter 3, hybrid image segmentation method WTRM 

is explained. In addition, this chapter explains how the efficiency of WTRM is 

improved by integrating with K-means clustering. In Chapter 4, comparison among the 

segmentation methods given in Chapter 2 and Chapter 3 for segmentation of each 

tissue and organ is given. In addition, for visual inspection of the segmentation results, 

3D images obtained using the results of segmentation of each tissue and organ are 

shown in this chapter. Finally, in Chapter 5 some concluding remarks are stated on the 

performance of segmentation algorithms and future work is given. Anisotropic 
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diffusion filtering is explained in Appendix A. Implementation of the algorithms and 

discretization of deformable models are explained in appendices B and C respectively.     
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CHAPTER 2 

 

 

2 MEDICAL IMAGE SEGMENTATION METHODS  

 
 

 

In this chapter, some of the fundamental medical image segmentation methods are 

examined, and applied to the CT images for segmentation of main tissues and 

organs in the torso. Implemented image segmentation methods are thresholding, 

region growing, watershed transformation and deformable models. Theory and 

detailed information about implementation of these methods are given in sub-

sections of this chapter. 

 

We also evaluated segmentation methods using qualitative and quantitative metrics. 

In qualitative evaluation, we evaluated methods in the degree of user interaction 

required and practicality for segmentation of related tissue or organ. In quantitative 

evaluation, we used the basic segmentation evaluation metric, namely Negative 

Rate Metric (NR), for obtaining how much the segmentation result differs from the 

ideal segmentation mask or the base image [28]. Negative rate metric evaluates a 

false negative rate (NRfn) and false positive rate (NRfp) as shown in equations 2.1 to 

2.3.  This metric is based on a pixel-wise mismatches between the base image given 

in Figure-1.6 and the segmented image.  

 

)(
2

1
fpfn NRNRNR +=                                                                  (2. 1) 

where 
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fntp
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N
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+
=                                                                         (2.2) 

tnfp
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fp
NN

N
NR

+
=                                                                           (2.3) 

 

fpN (false positive) : Number of incorrectly detected pixels 

fnN  (false negative) : Number of undetected pixels that belong to object of interest 

tpN  (true positive)   : Number of correctly detected pixels that belong to object of 

interest 

tnN  (true negative)  : Number of correctly rejected pixels  

 

For the negative rate metric, the lower the score the better the algorithm is at 

correctly segmenting the object of interest that matches the ideal segmentation mask 

in the base image. In the ideal case, NR is equal to zero. 

 

 As a final evaluation criterion, , we have also taken into account the elapsed time in 

the performance evaluation.  

 

The algorithms are implemented on MATLAB 6.5 and run on a Pentium-III 550 

MHz computer with 256 MB DDR RAM.  

 

2.1.  Thresholding 

 

Thresholding is a pixel or intensity-based segmentation method. It is one of the 

oldest, simple and popular techniques for image segmentation. A bi-level 

thresholding procedure for gray-level images determines an intensity value, called 

threshold that separates pixels belonging to foreground from background. In the 

case of multi-level thresholding, pixels of the image are classified in more than two 

classes with more than two threshold values T1,T2,... depending on the number of 
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classes desired. Thresholding is used in many applications ranging from document 

image analysis, map processing, thermal images, CT images, MR images, to 

ultrasonic images and spatio-temporal video images.  

 

The resultant image after thresholding process is a binary image, in which one 

of the states indicates the foreground objects and the complementary state indicates 

background. Thresholding can be done based on global information (e.g. gray level 

histogram of the entire image) or it can be done using local information (e.g. co-

occurrence matrix) [29].  If only one threshold is used for the entire gray-level 

image, it is called global thresholding. On the other hand, if the image is divided 

into sub-regions and a gray-level threshold value is obtained for each region, it is 

called local or adaptive thresholding [28].  In our study we used global 

thresholding. 

 

Thresholding techniques can be classified in six different categories according to 

information they exploit [29]. These categories are; 

 

1. Histogram shape-based methods:  This category of methods achieves 

thresholding based on the shape properties of the histogram. The shape 

properties come into play in different forms like the peaks, valleys and 

curvatures of the histogram.  

2. Clustering-Based Thresholding Methods:  In this class of algorithms, the 

gray-level data undergoes a clustering analysis with the number of clusters 

being set always to two, and the gray-level samples are clustered into two 

parts as background and foreground object.  

3. Entropy-Based Thresholding Methods:  This class of algorithms exploits 

the entropy of the distribution of the gray levels in a scene that use  the 

entropy of the foreground and background regions, the cross-entropy 

between the original and binarized image.   

4. Thresholding Based on Attribute Similarity:  These algorithms select the 

threshold value based on some attribute quality or similarity measure 
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between the original image and the binarized version of the image such as 

edge matching, compactness, gray-level moments, connectivity, texture, or 

stability of segmented objects. 

5. Spatial Thresholding Methods: This class of algorithms utilizes not only 

gray value distribution but also dependency of pixels in a neighborhood in 

the form of context probabilities, correlation functions, co-occurrence 

probabilities, local linear dependence models of pixels, 2-D entropy and 

etc. 

6. Locally Adaptive Thresholding: In this class of algorithms, a threshold is 

calculated at each pixel, which depends on some local statistics like range, 

variance, or surface-fitting parameters of the pixel neighborhood. 

 

For more information on various thresholding techniques under these categories, we 

refer the reader to [29].  

 

In our study we used a multi-level thresholding method, which is an extended 

version of Otsu’s method [30]. Otsu’s method is a type of clustering-based 

thresholding method, and mostly this method is preferred in medical image 

segmentation studies [31-32]. Before proceeding to multi-level thresholding 

method, Otsu’s method for bi-level thresholding is given in the following section.  

 

2.1.1. OTSU’s Method For Image Thresholding 

 
This thresholding method chooses a threshold value that maximizes the between-

class variances, essentially by this way also minimizes within-class variances.  

 

Let us assume that a gray level image has N  pixels, and the gray level value ranges 

from 1 to L. The number of pixels with gray level i ( Li ≤≤1 ) is given with if  and 

the probability of having gray level i in image is given as: 

N

f
P i

i =                                                                                                            (2.1.1) 
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After bi-level thresholding, the pixels are divided into two classes, and the obtained 

classes are: 

 

C1 : set of pixels with gray level value i, Ti ≤≤1 , where T  is the threshold value. 

C2 : set of pixels with gray level value i, LiT ≤≤+1 ,  

 

The corresponding probability distribution functions for classes C1 and C2 are  

 

C1 : 
11

1 ,.......
ωω

TPP
   and,   

 C2 :.
22

1 ,.......
ωω

LT PP +
, 

where 1ω and 2ω  are zeroth-order cumulative moments of C1 and C2 respectively, 

and given as, 

∑
=
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1ω                                     (2.1.2) 
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the mean value of classes C1 and C2  are given as, 

∑
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µ       (2.1. 4) 

∑
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=
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iip
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ω

µ                        (2.1. 5) 

and the mean value of the whole image is given as, 

2211 µωµωµ +=T          (2.1. 6) 

Otsu defined the between-class variance of the thresholded image as [33], 

  ( ) ( )2
22

2
11

2
TTB µµωµµωσ −+−=         (2.1. 7) 
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for bi-level thresholding, Otsu verified that the optimal threshold value T is chosen 

such that the between-class variance 2
Bσ  is maximized. That is, we implement 

(2.1.7) for every gray level value, and chose the T value that maximizes 2
Bσ : 

 } argmax{σ2
B=T

)
             ( 2.1. 8) 

 
We applied Otsu’s thresholding method to a test image (Figure-2.1.1(a)) that  

contains an unevenly illuminated object. The gray-level range of pixels of test 

image is between (0-255), which can be seen on the image histogram Figure-

2.1.1(c). The result of segmentation is in Figure-2.1.1(b). The obtained threshold 

value is T
)

= 117, pixels with gray level value below T
)

 are classified as background 

and others as foreground. We can say that, because this method only takes into 

account the gray-level values of pixels and does not depends on some local statistics 

or neighborhood, it failed to detect the uneven illumination, and classified some part 

of the unevenly illuminated object as background.  

 

To investigate the weaknesses of the thresholding method in the presence of noise, 

we applied thresholding to the same test image but with zero-mean Gaussian noise  

SNR = 39dB. We can see that the histogram of the noisy image (Figure-2.1.2(c)) 

and the result of thresholding (Figure-2.1.2(b)) has changed significantly. The 

estimated threshold value T
)

 is 116.  It is obvious that some pixels are wrongly 

classified, and the result of thresholding is unsatisfactory.  

 

We also applied thresholding to the CT image (12-bit and gray-level range is (0-

4095) ) shown in Figure-2.1.3(a). The estimated  threshold value is T
)

=574.  From 

the resultant image, we can see that pixels that belong to muscle, fat, vessels, heart 

and bones are classified as foreground.  
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(a)                            (b) 

 
 

(c) 
 

Figure 2.1.1: Result of thresholding,(a) original test image, (b) result of 

thresholding, (c) histogram of the test image 
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  (a)      (c) 

 

(c) 

Figure 2.1.2: Result of thresholding for noisy image, (a) noisy test image, (b) result 

of thresholding, (c) histogram of the noisy image.  
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   (a)                (b) 
 

 
(c) 

 

Figure 2.1 3: Result of thresholding for the CT image, (a) Original image, (b) 

Result of thresholding, (c) histogram of the original image.  

 

2.1.2.Multi-Level Thresholding  

We used an extended version of the Otsu’s method for multi-level thresholding 

[33]. In multi-level thresholding, previous formulation is extended by assuming that 

we have M classes instead of two, and therefore we should have M-1 threshold 

values (T1, T2, T3..... TM-1). The pixels of the image are divided in to M different 

classes : 
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C1 : set of pixels with gray level value i, 11 Ti ≤≤ , where T1  is the first threshold 

value. 

C2 : set of pixels with gray level value i, 21 1 TiT ≤≤+ ,  
. . . . 
CM : set of pixels with gray level value i, LiTM ≤≤+− 11 ,  

 

The corresponding probability distribution functions for each class are computed 

similarly. Then the zeroth-order cumulative moments are : 

∑
∈

=
kCi

ik pω  , k=1,2,....m                 

(2.1.9) 

and the first-order cumulative moment  of the kth   class is computed as: 

    k

Ci

ik

k

ip ωµ /∑
∈

=  .                  (2.1.10) 

The mean intensity of the whole image is then: 

                          i

M

i

iT ωµµ ∑
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 .    (2.1.11) 

Finally, using equations 2.1.9 - 2.9.11, we can write the between-class variance as: 

                                  iT

M

i
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optimum threshold values ( 1321 ........,, −MTTTT
))))

) are chosen by maximizing 2
Bσ  : 

 { } ( ))........,,(maxarg........,, 1321
2

1321 −− = MBM TTTTTTTT σ
))))

   (2.1.13) 

      

We applied multi-level thresholding method to the same test image shown in 

Figure-2.1.1(a), and we set the number of classes to M=4. The obtained threshold 

values are 1T
)

=88, 2T
)

=127, 3T
)

=189.  Pixels with gray level below or equal to 1T
)

 are 

classified as C1 , pixels with gray level value between 1T
)

 and 2T
)

 are classified as C2, 
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pixels with gray level value between 2T
)

  and 3T
)

  are classified as C3,  and  pixels with 

gray level value above T3  are classified as C4.  We can see from Figure-2.1.4 that 

the upper part of the unevenly illuminated circular object in the upper left corner is 

classified in C2, where it was classified as background in the previous case.  

Obtained classes can be seen in Figure-2.1.5.   

 

 

 

         
(a) (b) 

        
                                        (c)                                                     (d) 

 

Figure 2.1 4: Obtained classes after multi-level thresholding (pixels that belong to a 

class are shown in white) , (a) Class-1 (C1) background, (b) Class-2 (C2), (c) Class-

3  (C3), (d) Class-4 (C4 ). 
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Figure 2.1.5: Result of multi-level thresholding 

 
Result of multi-level thresholding for the CT image in Figure-2.1.3(a) is given in 

Figure-2.1.6. The number of classes is chosen as 4. We can state that we cannot 

perform segmentation of heart, muscle and fat tissues separately when we use three 

different threshold values, because pixels that belong to these organs & tissues  are 

classified in the Class-3 image (Figure-2.1.6 (d)). On the other hand, we can see that 

Class-4 image consists of pixels that belong to bones, heart and some scattered 

pixels belong to muscle tissue. We can perform segmentation of bones by removing 

scattered pixels with median filtering, and manually selecting connected regions 

that belong to bones. Similarly , by using the Class-2 image given in Figure-2.4.6 

(c), we can perform segmentation of lungs. Results obtained for segmentation of 

bones and lungs are given in Table-2.1.1, Figure-2.1.7 and Figure-2.1.8. We can 

state that multi-level thresholding produces accurate results for segmentation of 

bones with a very low NR value, and produces acceptable results for segmentation 

of lungs. However, because every possible combination of threshold values are 

analyzed to   obtain the optimum, the elapsed time is very large for three threshold 

values.  

 

Since the bit depth in DICOM images is generally 12 Bit or 16 Bit, and the gray 

level value range is between (0,4095) in our dataset, and therefore applying multi-

level thresholding requires considerable amount of time. In the case of three 
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threshold values, it takes about 5 minutes to obtain threshold values. However, for  

4 threshold values it takes more than 4 hours for one image where  4  nested ‘for-

loops’  are iterated from 1 to 4095 to obtain the maximum of the class variance 

values. Therefore, multi-level thresholding with more than 3 threshold values was 

not taken into account. Moreover, since this thresholding technique does not take 

into account the spatial characteristics of the image, resultant images may contain 

scattered and disconnected pixels. Furthermore, due to lack of spatial information, 

this method is very sensitive to noise and intensity inhomogenities. 

 

Table 2.1.1: Numerical Results for segmentation using multi-level thresholding 

with three threshold values 

 

 Segmented 
Tissue/Organ 

Negative Rate Metric 
(NR) 

 
Elapsed Time 

(sec) 
Bones 0.0077 

Lungs 0.1218 
253 
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(a)          (b) 

      
(c) (d) 

 
      (e) 
 
Figure 2.1.6: Result of multi-level thresholding, (a) thresholded image, (b) 

Class-1, (c) Class-2, (d)Class-3, (e)Class-4 (pixels that belong to a class are 

shown in white). 
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(a) 

 
  (b)  
 
Figure 2.1.7: Result of segmentation for lungs, (a) resultant binary image, (b) 

original image overlapped with borders of lungs 
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(a) 

 

 
(b) 

 
Figure 2.1.8: Result of segmentation for bones  (a) resultant binary image, (b) 

original image overlapped with borders of  bones. 
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2.2.  Region Growing 

 

Region Growing is a region-based segmentation method which can be used 

for extracting a connected region of the image based on some predefined criteria. 

These criteria can be based on intensity information and/or edges in the image.  

Region growing algorithms take seeds, which can be individual points or connected 

components, to mark each of the regions to be segmented. Seeds can be manually 

selected by an operator, or automatically selected. Starting from the seed regions, 

region growing algorithm grows the regions around seed regions based upon a 

certain homogeneity criterion. If the adjoining pixels are similar to the seed, they 

are merged within a single region. The process continues until there is no 

neighboring pixel left to be merged.    

 

In our study we applied an improved version of seeded region growing 

proposed by Adams and Bischop [1, 3], and integrated this algorithm with edge-

detection as given in [34,35]. 

 

2.2.1. Seeded Region Growing Integrated with Edge-Detection 

 

Seeded Region Growing (SRG) is initialized by choosing a usually small 

number of pixels, known as seeds. Each seed region is a connected component and 

represented by Ai, where i=1,2,...n, and n is the number of seed regions.  The set of 

unallocated pixels, which border at least one of the regions Ai is given by T, i.e. 

  

 

 

 

where N(x) is the a neighboring pixel of the pixel x. In our case we consider 8-

connected neighborhood (i.e. for each pixel all its 8 neighbors). At each step in the 

algorithm, one neighboring pixel from the set T is taken and examined. The 

examination is carried out between the neighboring pixel N(x), and the region it 
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intersects Ai, using a dissimilarity test.  The dissimilarity test is applied by using a 

dissimilarity function, )(xδ , and the edge information. Depending on the result of 

dissimilarity test,   N(x)  is added to the region Ai, by labeling it with the same label 

of Ai . When N(x) intersects with more than one region, then the dissimilarity 

function )(xδ  is computed for each region, and N(x) is taken into the dissimilarity 

test with the region which produces smallest )(xδ  value [1].  

In order to regulate the order of applying dissimilarity test to the neighboring 

pixels N(x), a dynamic queue is formed. This dynamic queue holds the addresses of 

the pixels N(x) in a descending order with respect to the corresponding )(xδ  values. 

Namely, a neighboring pixel N(x) is inserted to the queue with respect to its )(xδ  

value. The neighboring pixel N(x) with the smallest )(xδ  value is inserted to the 

top, and only this pixel can be removed from the queue. Therefore, only one of the 

neighboring pixels N(x) is processed just once [3]. 

 

2.2.1.1.  Dissimilarity Test 

 

The dissimilarity test is used to decide whether a neighboring pixel should be added 

to the growing region or not, by using the information obtained from edge detection 

and dissimilarity function. 

 

Dissimilarity test consist of two parts, the dissimilarity function and edge map test.  

 

In the dissimilarity function part we used the dissimilarity function proposed by 

Adams and Bischop [1], which is also known as mean-luminance difference : 

)()()( iRxNx µδ −=                                                               (2.2.1) 

Where g(x) is the gray-level value of the neighboring pixel x, and )( iRµ is mean 

value of ith seed region iR .  
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In the edge-map part we computed the edge-map of the smoothed version of the 

given image using canny edge detector. The obtained edge-map is a binary image 

which gives significant edges.  

 

Using edge detection or dissimilarity function  alone in dissimilarity test suffers 

from following problems; 

• Because edge detection does not always result in closed contours, growing 

the seed region until reaching to an edge pixel can cause leaking out of 

borders. 

• Using the dissimilarity function alone in dissimilarity test can lead false 

results by growing the region through salient edges.  

 

Therefore we integrated edge detection and dissimilarity test to stop growing at 

salient image edges using the edge information. 

 

The neighboring pixel N(x) is  taken from the top of dynamic queue and  included 

into the region iR  it intersects  if it passes the following test; 

 

• If neighboring pixel N(x) is not an edge pixel, and the value of  the 

dissimilarity function )(xδ   is smaller than or equal to a threshold value 

(one tenth of the mean value of the region of interest). 

),(*1.0)( iRx µδ ≤   

• Else if neighboring pixel N(x) is an edge pixel, then result of dissimilarity 

function )(xδ  is smaller than or equal to a threshold value (0.05 times the 

mean value of the region of interest) . 

 ),(*05.0)( iRx µδ ≤   

 

then the neighboring pixel N(x) is included in region iR and labeled with the same 

label as iR . After each pixel is added to the region, the mean value of the region is 

recomputed. The pseudo code of the algorithm is given in Appendix-B.1.   
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The flowchart of the region growing algorithm is given in Figure-2.2.1. We can see 

that before applying region growing, a noise reduction process is performed. This is 

because region growing is very sensitive to noise, which causes false edges and 

extracted regions that have holes. In noise reduction process, anisotropic diffusion 

filtering is utilized (see Appendix-A) for smoothing the image, and reducing the 

effect of noise without loosing the significant edges. The performance and 

sensitivity of the region growing algorithm to noise are discussed in the next 

section.  

 

 

 

 

 

Figure 2.2.1: Stages of Region Growing 

 

 

 

 

Noise Reduction 
without blurring 

edges 
(Anisotropic 

Diffusion Filter) 

Edge-Map Computation 

Region Growing 
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Original Image 

Seed Regions 
(by user) 
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2.2.1.2.Experimental Results and Conclusion 

 

We first applied region growing to the test image in Figure-2.2.2(a). The 

chosen seed regions are shown with different colors in this manuscript in Figure-

2.2.2(b). The computed edge map is shown in Figure-2.2.2(c), and the result of 

region growing can be seen in Figure-2.2.2(d). The borders of segmented objects 

after region growing are shown in Figure-2.2.2(e). We can see from Figure-2.2.2(d) 

that the circular and rectangular objects are perfectly segmented using region 

growing. However, for the unevenly illuminated square object, region growing 

failed to obtain a satisfactory result.  

 

We also applied region growing to the same test image but with a zero-mean 

Gaussian noise where the SNR is 43 dB. The noisy image is on Figure-2.2.3(a), and 

the filtered image with anisotropic diffusion filter is on Figure-2.2.3(b). In order to 

show the weakness of region growing in the presence of noise, result of 

segmentation without applying anisotropic filtering is given in Figure-2.2.3 (f). It is 

obvious that obtained result for segmentation of the test image is unacceptable. 

However, by using anisotropic diffusion filtering we can enhance the segmentation 

as shown in Figure-2.3.3 (e). Anisotropic filtering is applied with 30 iterations, 

diffusion constant K = 30 and λ =0.25.   
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(a) (b) 

   
   (c)      (d) 

 
(e) 

 

Figure 2.2.2: Result of region growing, (a) original image, (b) original image with 

seeds, (c) obtained edge-map, (d) result of segmentation, (e) obtained borders of 

segmented regions 
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(a)      (b) 

    
(c)      (d) 

    
(e)                                   (f) 

 

 Figure 2.2.3: Result of region growing under noise, (a) noisy image, (b) 

smoothed image, (c) obtained edge-map, (d) obtained borders of segmented regions, 

(e) result of segmentation, (f) result of segmentation without applying anisotropic 

diffusion filtering.  
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In order to assess the performance of region growing algorithm for segmentation of 

heart, lungs, bones, fat and muscle tissues, we utilized the CT image in Figure-

2.2.4(a), and the base image given in Figure-1.6. Results are shown in Figure-2.2.4 

to Figure-2.2.8. In Table-2.2.1, numerical results for segmentation of heart, lungs, 

bones, fat and muscle tissues are given. NR is used to obtain how much the 

segmentation results differs from the ideal segmentation masks of the base image  

 

We can see that NR values for segmentation of bones and lungs are very low, and 

elapsed times are acceptable. Therefore we can state that region growing produces 

very accurate segmentation results for lungs and bones. In addition, NR values for 

segmentation of fat and muscle tissue are acceptable, and produce visually 

satisfactory results (see Figure-2.2.4).  Therefore, we can state that region growing 

produces accurate results for segmentation of bones, lungs, muscle, and fat tissues.  

 

Table 2.2. 1: Numerical Results for Region Growing 

 

Segmented 
Tissue/Organ 

Negative Rate 
Metric 
(NR) 

 
Elapsed Time 

(sec) 
 
Heart 
 

0.22029 28.4  

 
Bones 
 

0.00037 37.4  

 
Muscle 
 

0.03921 76.8  

Fat 
 

0.06504 48.6  

Lungs 
 

0.00011 52.4 
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On the other hand, region growing does not produce acceptable results for 

segmentation of heart. Moreover, we can not obtain better results for segmentation 

of heart because of its high variance, and low-contrast between its neighboring 

tissues (bones and muscle tissues). Increasing the number of seed points or 

increasing the threshold value over )(*1.0 iRµ  in dissimilarity test leads to even 

worse results.  Therefore, using region growing as a segmentation tool for heart is 

not a very good choice.   

 

For segmentation of bones, although they have high variance too, we can get rid of 

this problem by increasing the number of seeds, especially at inhomogeneous parts 

of bones in gray-level, because the contrast between bones and its neighboring 

tissues is high. However, despite the very low NR value for segmentation bones, the 

main drawback is that the user must select at least 10 seed points to obtain a good 

result, where selecting 2 seed points are enough for an accurate segmentation of 

lungs, muscle or fat tissues. Moreover, selecting 10 seed points for bones is the case 

for our base image, and this value can increase if we consider the whole CT image 

dataset. Therefore, segmentation of bones is not very practical using region 

growing.    

 

In the software we developed, one can apply region growing algorithm for all 

tissues with the desired number of seeds at once, but it takes to much time even for 

one image. In addition to this drawback, its primary disadvantage is that it requires 

manual interaction to obtain the seed point. Thus, for each region that needs to be 

extracted, a seed must be planted.  

 

Automatic selection of seed points is also possible for different applications. For 

example, the brightest pixel infra-red image can serve as a seed pixel, or can also be 

determined from peaks in an image histogram. However, because we want to 

segment various tissues with different gray-levels in a CT image of torso, it is not 

straightforward for us to select seed points automatically. Therefore in our study we 

preferred selecting seed points manually.  
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      (a)     (b) 

    
(c)     (d) 

       
(e)                                                               (f) 

 
Figure 2.2.4:Result of region growing, (a) Original image, (b) Original image with 

seeds (for lung, fat and muscle tissues), (c) smoothed image with anisotropic 

diffusion filtering, (d) obtained edge-map, (e) result of segmentation for fat tissue 

(extracted fat tissue given in white),  (f) result of segmentation for muscle tissue.  
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(a) 

 
(b) 

 

Figure 2.2.5: Result of segmentation for fat and muscle tissues, (a) resulting 

regions (pink for fat, yellow for muscle), (b) Original image with the resulting 

contours  
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Figure 2.2.6: Result of segmentation for bones 
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(a) 

 

 
(b) 

 

Figure 2.2.7: Result of segmentation for heart (a) resulting contour (b) original 

image with resulting contour  
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(a) 

 

 
(b) 

 

Figure 2.2.8: Result of segmentation for lungs (a) obtained region after 

segmentation (b) original image with resulting contour  
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2.3.  The Watershed Transformation 

 

Watershed transformation can be classified as a region-based segmentation 

approach, and it is from the field of mathematical morphology. Watershed 

transformation separates an image into two different classes, namely catchment 

basins and watershed lines. Consider a gray-scale image as a topographic surface, in 

which the elevation of each point in the surface is directly related to the 

corresponding pixels gray level, and consider rain is gradually falling on the terrain. 

By accumulation of water “lakes” (called catchment basins) are formed, and lines 

that separate lakes are called watersheds lines [36]. 

 

Generally, the watershed transform is computed on the gradient of the 

original image, so the catchment basins correspond to the homogeneous grey level 

regions, and the catchment basin boundaries, which are located at high gradient 

points, correspond to watershed lines. 

 

The watershed transformation is widely used in many fields of image 

processing, including medical image segmentation, due to the number of advantages 

it possesses. One of the superior part of watershed transformation over other 

segmentation methods is that it produces a complete division of the image in 

separated regions even if the contrast is poor. None of the other segmentation 

methods divides the image to complete separated regions. The watershed 

transformation is not effected by lower-contrast edges formed because of noise, the 

watershed lines always correspond to the most significant edges between catchment 

basins. Finally, even if there are no strong edges between the local minima, the 

watershed transform always detects a contour in the area [36]. 

 

Some important drawbacks also exist, and they have been widely treated in the 

related literature. Among the most important are as follows [36]: 
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• Oversegmentation: When the watershed transform extract catchment basins 

from the gradient of the image, the result of the watershed transform 

contains too many small regions, which makes this result hardly useful. 

Several methods were used to get rid of over segmentation problem. A 

marker image can be used to reduce the number of minima and also the 

number of regions [37,38]. Moreover, using different filters, like anisotropic 

diffusion filters the number of minima can be reduced [39].  

 

• Sensitivity to noise: Local variations of the image can dramatically change 

the results. This affect is worsened by the use of high pass filters to estimate 

the gradient, which amplify the noise. Anisotropic filters have been used to 

minimize this problem [40].  

 

• Poor detection of thin structures: The watershed transformation is 

generally applied on the gradient image. The smoothing associated with 

gradient estimation causes spreading of edges, and gradient values are stored 

only at the image pixel positions in the absence of sub-pixel accuracy. The 

result is poor detection of thin structures, which is critical for successful 

segmentation of medical images [36].  

 

 In our study, as preprocessing, anisotropic diffusion filtering was applied to the 

gradient image to remove the noise and to smooth the image to get rid of 

oversegmentation. Also different strategies such as marker-controlled segmentation 

can be used to overcome this problem [37,38]. However, poor detection of thin 

structures problem cannot be solved completely. This problem was mostly 

encountered when we were extracting the bones, and it  can be solved by decreasing 

the smoothing applied at the gradient estimation process. On the other hand, 

decreasing the smoothing leads to over segmentation that cannot be solved by 

anisotropic diffusion filtering anymore. Finally, we decided to apply median 

filtering instead of Gaussian smoothing to the original image before gradient 

estimation, which reduces the noise in image while mostly preserving edges. 
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Applying median filtering was useful but cannot solve the problem completely.  

The chart of the method is given in Figure-2.3.1.   

 

 

 

 

 

Figure 2.3.1: The chart of the watershed transformation method 

 
 
2.3.1. Definition and Computation of  Watersheds 
 

Consider a two-dimensional gray scale image I, defined in 2ZDI ⊂ . The image I 

can take gray scale values between the range (0, N), G is the digital grid, and 

)( pNG is the set of the neighbors of a pixel p with respect to G [41].  

 

A minimum point in the image is defined as follows: 

 

 Defn 1: A minimum M at altitude h is a connected plateau of pixels with the 

value h from which it is impossible to reach a point of lower altitude without having 

to climb.  A minimum is thus a connected and iso-intensive area where the gray 

level is strictly darker than on the neighboring pixels [41]. 

 

Catchment basins and watershed lines can be defined as follows: 

Original 
Image 

Median 
Filter 
(3x3) 

Gradient 
image 

estimation 
(with sobel 
operator) 

 

Anisotropic 
diffusion 
filtering 

 
Watershed 

Transformation 
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Defn 2:  The catchment basin, C(M) associated with a minimum M, is the 

set of pixels p of ID  such that water drop falling at p flows down along the relief, 

following a certain descending path called the downstream  of p and eventually 

reaching M. The lines which separate different catchment basins are called 

watersheds of I (see Figure-2.3.2).  The catchment basins of an image correspond to 

the influence zones of its minima [41,42].  

 

 

 

 

Figure 2.3 2: Watershed lines and catchment basins [41] . 

 

2.3.1.1. Algorithmic Definition By Immersion  

 

We can also define watersheds in an algorithmic approach, which is more 

convenient for practical application. Let,  

 

I                      : grayscale image,  

I(p)                 : gray level value of pixel p,  

minh  and maxh   :  smallest and largest  gray level values in ID  respectively.  

)(ITh               : set of image pixels whose gray level value is equal to or less 

than h : 
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                          { }hpIDpIT Ih ≤∈= )(,)(                                                         (2.3.1) 

)(MC    :  catchment basin associated with the minimum M,  

)(MCh  :  subset of )(MC  that includes points with altitude value smaller 

than or equal to h : 

 

{ } )()()(),()( ITMChpIMCpMC hh I=≤∈=                                    (2.3.2) 

 

Defn 3: Let A be a set of connected pixels, and path Pxy is the path joining 

two pixels in A, then we can define the geodesic distance ),( yxd A as the smallest 

length of the path which join pixels x and y in A (see Figure-2.3.3).  

)(),( xyA PLengthyxd =  

 
 

 

 
 

Figure 2.3.3: Geodesic distance  

    
Suppose that A contains a set B composed of n connected components nBBB ..., 21   

Defn 4:  The geodesic influence zone )( iA Biz  ( ni ≤≤1 ), is the set of points 

of A that whose geodesic distance to iB  is smaller than their geodesic distance to 

any other component of B (see Figure-2.3.4).  

[ ] { }{ }),(),(:/....1,)( jiAiiAiA BpdBpdinjApBiz <∈∀∈=                          (2.3.3) 

 
 



 52

 

 
 

Figure 2.3.4:  Geodesic influence zones [41]. 

 
The set )( iA BIZ is the union of the geodesic influence zones of the connected 

components iB  

      )(
1

)(
iBAiz

n

i

B
A

IZ U
=

=                                                   (2.3.4) 

The set points of that do not belong to any influence zone )( iA Biz , constitute the 

skeleton by influence zones (SKIZ) of B inside A, )(BSKIZ A  (see Figure-2.3.5). 

)()( BIZABSKIZ AA −=                                                (2.3.5) 

 

 

 
 

Figure 2.3 5: Skeleton by influence zones [41]. 

 
 

Immersion Approach:  Imagine that a hole is drilled in each minimum of the 

surface, and we flood water into different catchment basins from the holes. If the 

water of different catchment basins is likely to merge due to further immersion, a 
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dam is built to prevent the merging. This flooding process will eventually reach a 

stage when only the top of the dam (the watershed lines) is visible above the water 

line. In Figure-2.3.6 1D immersion is illustrated.  

 

In order to simulate the immersion process, a recursion process is defined. In the 

recursion process, the grey level h increasing from hmin to hmax, and the basins 

associated with the minima of I are expanded. Let the set of points that have the 

gray level h or less than h is given as )(ITh , and hX be the union of the set of basins 

computed at level h.  Then at gray level  h+1, a connected component of the 

threshold set )(1 ITh+  can be either a new minimum, or an extension of a basin in 

gray level h, namely .hX  If the connected component of the threshold set )(1 ITh+  is 

an extension of ,hX  then 1+hX is updated by computing the geodesic influence zone 

of  hX in )(1 ITh+ [42] .  

The set of catchment basins for gray level value maxh , can be computed using the 

following recursion, 

)(
minmin

ITX hh =  

 )(min )(11 1 hIThh XIZX
h+++ = U                [ ]maxmin ,hhh∈                 (2.3.6) 

where 1min +h is the union of all regional minima at altitude h+1. 

 

The watersheds lines of I correspond to the set of pixels in ID  that do not belong to 

any catchment basin (see Figure-2.3.7). 

maxhD \ XWshed(I) =                                                         (2.3.7) 

 

For better understanding the watershed transform according to recurrence in (2.3.6), 

an example is given in Figure-2.3.8.  A, B, C and D are labels of basins and W is 

watershed pixels.  Immersion is applied on the 8-connected grid. Minima pixels and 

labels are shown with bold text [43].  
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Figure 2.3.6: 1D Immersion Process  

 
                 
 

 
 

 Figure 2.3.7: Watershed Lines 
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 (a) original image         (b) h=0         (c) h =1 
 
 
 

 
 
 
 
  (d) h=2        (e) h=3         (f) h=4   
 
  

Figure 2.3.8: Watershed Transform by immersion on the 8-connected grid, (a) 

original image, (b-e) labeling step  

 
In this example hmin and hmax are 0 and 4 respectively. For h=0, there are two local 

minima (the zeroes), so there will be two basins whose pixels are labeled A and B 

(see Figure-2.3.8(b)). When the current gray level is h=1, then the 1s in Figure-

2.3.8(b) are candidates to get assigned to a catchment basin. Because the pixel in  

2nd row, 3rd column is in the influence zone of minima labeled with B, it is labeled 

as B. Pixels in the 4th row, 3rd column and 1st row, 1st column are new minima 

therefore labeled as D and C respectively.  When the current gray level is h=2, then 

the pixels with gray level two in Figure-2.3.8(c) are candidates to get assigned to a 

catchment basin or labeled as W. Because the pixel in  2nd row, 1st  column is in the 

influence zone of minima labeled with C, it is labeled as C. Pixels in the 2nd  row, 

2nd  column and 1st row, 2nd  column are labeled as watershed pixel because they are 

equidistant to basins C and B (see Figure-2.3.8(d)). Similarly, labeling according to 

equation 2.3.6 , for h=3 and h=4  are shown in Figure- 2.3.8(e)  and Figure- 2.3.8(f) 

[42]. Further explanation of the algorithm is given in Appendix-B.2.  
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2.3.2. Experimental Results and Conclusion:  
 

• Simulation studies : Test image Results 
 
Let us observe the results of watershed transformation on a test image given in 

Figure-2.3.9. The test image contains three different objects and the gray level value 

is in the range of (21-192). The square object is unevenly illuminated and its gray 

level value is in the range of (21-124). The circular and rectangular objects haves 

the gray level values of 51 and 95 respectively.   

 

 

 

 
 

Figure 2.3.9:  Original Test image 

 
 

o Preprocessing : 
 
In the preprocessing part we apply 3x3 median filtering for smoothing the image. 

However, for this artificial image, applying median filtering is not very important 

because the image is noise free and smooth. 

After median filtering we get the image in Figure 2.3.10.  
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Figure 2.3.10:  Test image after median filtering 

 
o Gradient image Computation: 
 

The next step is computing the gradient image. We used sobel operator for 

computing the gradient image [44]. The resultant gradient image is in Figure -2.3.11 

(a). 

 

o Watershed Transformation  
 

After computing the gradient image given in Figure-2.3.11(a), we applied 

watershed transformation to the gradient image. In this study, we used the Vincent-

Soille algorithm, explained in Appendix-B.2 [42]. For different algorithms see 

[42,45]. The resultant segmented image with 11 sub-regions is given in Figure-

2.3.11 (b). In this image watershed lines are given in black, and catchment basins 

are labeled with different colors. In Figure-2.3.11(c) original image overlapped with 

the watershed lines is given, where watershed lines are in white.  

 

We can observe that circular and rectangular objects are perfectly segmented by 

watershed transformation. In addition for the unevenly illuminated square object, 

watershed transformation detected several catchment basins. Each catchment basin 

consists of almost homogeneous regions, and divided by watershed lines.   
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Because the test image in Figure-2.3.9 is smooth and noise free, it did not suffer 

from oversegmentation. However, for non-smooth or noisy images watershed 

transformation generally leads to oversegmentation.  In Figure-2.3.12, watershed 

transformation is applied to the noisy image, where the SNR is 33 dB. The noisy 

image is given in Figure-2.3.12 (a) and smoothed image is given in Figure-2.3.12 

(b). 

 
Firstly, we applied watershed transformation directly to noisy gradient image given 

in Figure-2.3.12(c). The result of watershed transformation is given in Figure-

2.3.12(d), where the watershed lines are given in black and catchment basins are 

given in white, and total number of sub-regions is 6142. It is obvious that watershed 

transformation is very sensitive to noise, which causes oversegmentation. Therefore 

to get rid of oversegmentation problem, we applied anisotropic diffusion filtering to 

gradient image in Figure-2.3.12(c).   

 

In Figure-2.3.13(a), the resultant gradient image after anisotropic diffusion filtering 

(Appendix-A) is given. Filter specifications are:  

 

Number of Iterations: 30 

Diffusion Const (K) : 30 

Lambda                    :0.25 

 

The result of watershed transformation using anisotropic diffusion filtering is given 

in Figure-2.3.13, where the number of sub-regions (catchment basins) is 147. 

Original image overlapped with the watershed lines is given in Figure-2.3.13(c).  

 

We can see that by applying anisotropic diffusion filtering to the gradient image 

before watershed transformation, the result of segmentation is refined by decreasing 

number of sub-regions is from 6142 to 147. On the other hand, due to the 

smoothing effect of anisotropic diffusion filtering, the square object with gradual 

change in gray level can not be segmented accurately.  
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 (a)                                                                   (b) 

 
     (c) 
 

Figure 2.3.11: Result of segmentation for test image (a) gradient image, (b) 

watershed transformed image, (c) original image overlapped with watershed lines.  

 
• Segmentation of CT images  
 

Next, we applied watershed transformation on the CT image, given in Figure-

2.3.14(a). 

 

o Preprocessing :  
 

In the preprocessing step original image is smoothed using a 3x3 median filter to 

avoid detection of false edges due to noise, and decrease the number of weak edge 



 60

pixels. Smoothed image is given in Figure-2.3.14(b). Because we used median filter 

while smoothing the original image most of the edge pixels are preserved.  

 

 
 

   
 (a)                                                              (b) 

   
  (c)                                                          (d ) 
 

Figure 2.3.12: : Result of segmentation for the noisy test image  (a) noisy image, 

(b) smoothed noisy  image , (c) gradient of smoothed noisy image  (d) result of 

watershed transformation  

 

o Gradient image Computation: 
 

After smoothing process we computed the gradient image using the sobel operator. 

Computed gradient image is given in Figure-2.3.14(c). 
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o Watershed Transformation  
 

After computing the gradient image, we applied the watershed transformation to the 

gradient image and obtained the watershed transformed image, which is given in 

Figure-2.3.15. 

 

It is obvious that the number of regions is extremely high (21834), and as in the first 

example we can apply anisotropic diffusion filtering on the gradient image to 

overcome over-segmentation with the following parameters: 

Number of Iterations: 30 

Diffusion Const. (K): 25 

Lambda=0.25; 



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The resulting smoothed gradient image is shown in Figure-2.3.16. Result of 

watershed transformation obtained by using the smoothed gradient image is in 

Figure-2.3.17(a), where catchment basins are given in white and watershed lines are 

given in black, and the number of sub-regions (catchment basins) is 7843. In 

Figure-2.3.17(b), original image overlapped with watershed lines is given, where 

the watershed lines are in red.   
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   (a) (b) 
 

 
(c) 

 

Figure 2.3.13: Result of segmentation with anisotropic diffusion filtering (a) 

smoothed gradient image, (b) Watershed Transformed image (watershed lines are 

black and each catchment basin is given with different gray tone), (c) original image 

overlapped with the watershed lines  
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 (a) (b) 

              
         (c) 

 

Figure 2.3 14: Preprocessing results  (a) Original  image, (b) smoothed  image with 

median filtering , (c) computed gradient image 
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Figure 2.3.15: Result of watershed transformation (# of regions: 21834) 

 

 
 
 

Figure 2.3.16: Smoothed gradient image 
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         (a) 
 

 
(b) 

 

   Figure 2.3.17: Result of watershed transformation for the CT image after 

anisotropic filtering, (a) watershed segmented image, (b) original image overlapped 

with watershed lines. 
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In our study, we used anisotropic diffusion filtering to handle the oversegmentation 

problem. However, we can not overcome this problem completely.  

 

The most superior part of watershed transformation is that it performs a complete 

division of the image in homogeneous separated sub-regions. However, in general a 

sub-region does not contain the whole object to be segmented. By observing the 

result of watershed segmentation in Figure-2.3.17, we can state that, none of the 

sub-regions includes all the pixels belonging to tissues or organs to be segmented. 

Instead, tissues or organs to be segmented consist of several sub-regions. Due to the 

fact that it needs post-processing for complete segmentation of bones, lungs, heart, 

fat and muscle tissues, we called watershed transformed image as primitively 

segmented image.  In order to perform segmentation of these tissues or organs; a 

hybrid method is used in Section-3.1, where the sub-regions of primitively 

segmented image are merged with respect to a merging criterion.  In this hybrid 

method, the segmentation of all tissues or organs can be performed simultaneously 

and automatically.   

 

2.4. Deformable Models 

 

2.4.1. Introduction 

 

There are two general types of deformable models: parametric deformable 

models and geometric deformable models.  Parametric deformable models 

represent curves and surfaces explicitly in their parametric forms during 

deformation. This representation allows direct interaction with the model. However, 

adaptation of the model topology, such as splitting or merging parts during the 

deformation can be difficult using parametric models. Geometric deformable 

models, on the other hand, can handle topological changes naturally. These models, 

based on the theory of curve evolution and the level set method, represent curves 

and surfaces implicitly as a level set of a higher-dimensional scalar function. 
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In our study we implemented three different deformable model; traditional 

snake model, snake with gradient vector flow (GVF), and level set methods. 

Traditional snake model and snake with GVF are classified under parametric 

deformable models, and Level set methods are classified as geometric deformable 

models. 

 

2.4.2. Parametric deformable models  

 

 Active contours models, also called snakes, were proposed by Kaas as a 

solution to the task of finding salient contours like edges and lines in digitized 

images [46]. An active contour model represents an object boundary or some other 

salient image feature (e.g. shape) as a parametric curve that is allowed to deform 

from some initial shape towards the desired final shape. The problem of finding this 

final contour is an energy minimization problem with the intention that the final 

contour yields a local minimum of an associated energy function. The energy 

function of the contour is defined such that the energy of the contour attains a local 

minimum when the contour is spatially aligned with the shape or object boundary of 

interest in the image. The energy functional is thus based upon the spatial features 

of the image under inspection that we want to detect. In this study our goal was to 

obtain the boundaries of the objects.  

 

Snakes move under the effect of internal forces, which are defined within 

the curve itself, and external forces, which are computed from the image data.  The 

internal forces are designed to keep the model smooth during deformation. The 

external forces are defined to move the model toward an object boundary or other 

desired features within an image. 

   

2.4.2.1. Traditional Snake Model 

 

In parametric active contours, the curves are drawn toward the edges by 

external forces, which are defined as the negative gradient of a potential function. 
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There are also internal forces designed to hold the curve together (elasticity forces) 

and to keep it from bending too much (bending forces) [47].  

 

A traditional snake is a curve, X(s) =[x(s), y(s)], where s a is parameter between [0, 

1], that increases as we move around the contour and is related to arc length.  This 

curve moves through the spatial domain of an image to minimize the following 

energy function: 

)()()( XPXSXE +=          (2.4.1) 

Having specified the contour as X(s), our model is defined as a sum of energy terms 

in the continuous spatial domain. The energy terms can be categorized as internal  

energy and external energy.  

 

2.4.2.1.1. Internal Energy (S(X)) 

Internal energy is a function of the contour X(s) itself and it specifies the tension 

and smoothness of the curve. It therefore depends on the internal properties of the 

snake. It is the sum of elastic energy and bending energy.  

bending
E

elastic
EXS +=)(                       (2.4.2)  

Elastic Energy: makes the snake act like a membrane that is treated as an elastic 

rubber band possessing elastic potential energy. It discourages stretching by 

introducing tension [48]. Elastic energy is defined as: 
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where α  is a measure of the elasticity of the snake (generally selected as a constant 

[49]). This weighting term allows us to control elastic energy along different parts 

of the contour. It is responsible for shrinking of the contour. 
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Bending Energy: makes the snake behave like a thin metal strip; it discourages 

bending and makes the model behave like a rigid rod.  It is defined as sum of 

squared curvature of the contour [48]. 
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 where β is a measure of the stiffness of the snake that controls the rigidity of the 

snake (similar to  ,α  generally selected as a constant). This weighting term allows 

us to control the contribution of the bending energy to the total snake energy. 
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The first term in (2.4.3) corresponds to the elastic energy ( elasticE  ) and the second 

term bending energy ( bendingE ) respectively. 

Adjusting the weights α(s) and β(s) controls the relative importance of the elastic 

and bending energy terms and therefore the internal energy of the contours. We 

consider them to be simply constants α and β.  

 

2.4.2.1.2. External Energy (P(X)) 

The external energy function P(X) is computed from the image itself.  A function 

P(X) = Eimage(X) must be defined to take smaller values at the features of interest, 

such as at the boundaries. External image energy of the whole contour 

( )(XPEEXT = ) is then defined as  

[ ]∫=
1

0

))(( dssXEE imageEXT                                                                   (2.4.6 ) 

Because the gradient of an image takes higher values at the boundaries we can 

select an image function Eimage(X) related with the negative of the gradient. Some 

possible EXTE  definitions to pull an active contour toward step edges are: 

2
),(),( yxIyxEEXT ∇−=             (2.4.7) 



 70

[ ] 2
),(*),(),( yxIyxGyxEEXT σ∇−=            (2.4 8) 

 
Where I(x,y) is the original  image and ),( yxGσ  is the two-dimensional Gaussian 

function with standard deviation σ , and ∇  is the gradient operator. Using a large 

σ  for ),( yxGσ  makes the image more blurry and also causes spreading of the 

boundaries. On the other hand this increases the capture range of the snake.  

 

2.4.2.1.3. Energy and force equations:  

 

The problem of finding a curve that minimizes the energy functional (2.4.l) is 

known as a variational problem. It has been shown that the curve that minimizes the 

energy function must satisfy the following Euler-Lagrange equation [48]: 
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which can be rewritten as, 

 

   0)('''')('' =∇−− EXTEsXsX βα           (2.4 10) 

This equation can be interpreted as a force balance equation, that is composed of 

internal and external forces.  

     0int =+ extFF            (2.4.11) 

 

Internal force ( intF ): discourages stretching and bending of the snake and it is 

composed of elastic and bending force. 

bendingelastic FFF +=int             (2.4.12 ) 

elasticF : causes the contour to expand until the concavity is eliminated. The other 

function of elastic forces is to shrink the curve and it is responsible for collapsing 
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the contour to a single point in the absence of any opposing force. Elastic force 

corresponds to the first term in equation (2.4.10): 

)('' sXFelastic α=                        (2.4.13) 

The figure below shows the action of elastic force on the curve. The initial contour 

was allowed to deform freely under the influence of only elastic force. Notice how 

the concavities are eliminated and the entire curve is shrinking. If we would allow 

the curve to move freely for a few more iterations, it will eventually collapse to a 

point. 

 

 

 

 

Figure 2.4.1 : Effect of the elastic force. 

 

bendingF : Bending force acts on the curve due to the bending energy of the contour 

and it corresponds to the second term in (2.4.10):   

)('''' sXFbending β=           (2.4 14) 

Bending force is strong at the corners, i.e. at the  points with very high curvature 

and it tries to eliminate these sharp corners thereby smoothing the contour.  
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Initial curve  

Figure-2.4.2 helps us understand the effect of the bending force. The initial curve 

was allowed to deform only under the influence of the bending force results in  the 

final curve. Notice how all the corners were smoothed out thereby reducing the 

bending energy of the contour. If we continue this for more number of iterations the 

bending force will eventually seek to turn the curve into circle because a circle has  

the lowest bending energy. 

 

 

 

 

 

 

 

Figure 2.4. 2:  Effect of Bending Force 

 
External Force: 

External Force ( extF ) acts in the direction so as to minimize the energy computed 

from image EXTE , and it corresponds to the last term in (2.4.10): 

EXText EF −∇=              (2.4.15) 

 
The choice of extF  has a big effect on both the implementation and the behavior of a 

snake.  External forces are divided into two classes, static and dynamic external 

forces. Static external forces are computed once for an image and do not change 

when snake deforms, on the other hand dynamic external forces changes as the 

Final curve deformed by bending  force 

(low bending energy). 
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snake deforms [47,50]. Because using dynamic external forces requires a huge 

computational effort, we used static external forces in our study. We used two 

different static external force models, the traditional model, which is the subject of 

this sub-chapter, and GVF, as explained in section 2.4.2.2.  

For example, the external force computed from the original image in Figure-2.4.3(a) 

using the energy function given by equation 2.4.15, is shown in Figure-2.4.3 (b). 

We can see that around the edges of the original image, the external force is non-

zero, which makes the snake to move towards the edges. On the other hand, at 

smooth regions the external range is about to be zero, and only the internal force 

dominates.  

We can see that around smooth regions of the original image, the range of the  

external force around zero, and only the internal force dominates. As explained 

previously, when only the internal force dominates, snake is smoothed due to the 

bending force and collapses to a point due to elastic force. Thereby, the force 

balance equation is satisfied. On the other hand, around edge regions the external 

force is non-zero, and therefore snake must deform to minimize the force balance 

equation.  

 

2.4.2.1.4. Discretization and Implementation of Traditional Snakes: 

 

In practice, one does not study the contour at continious points. Instead, the contour 

is represented by a vector X(s) of control points. The control points must not be 

separated by more than a few pixels to prevent the contour from bypassing 

attractive but small areas in the image. Each control point has a position, given by 

(x, y) coordinates in the image, and a snake is entirely specified by the number and 

coordinates of control points. The adjustment of the snake (deformation) is obtained 

by moving the control points individually. The energy terms, like forces are all 

converted into the discrete form with the derivatives substituted by finite 

differences and the integrals substituted by summations. The forces acting along the 

contour are calculated at each of these control points separately and the entire curve 
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is declared to achieve a minima when each of these control points attain local 

minima resulting in an energy minimization.  

 

To find a solution for (2.4.9), the deformable contour is made dynamic by defining 

it as a function of time t and s.  The partial derivative of X with respect to t is then 

set equal to the left-hand side of (2.4.9) as follows [47]: 
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The damping coefficient γ  is introduced to make the units on the left side 

consistent with the right side. When the solution stabilizes, the left side vanishes 

and we achieve a solution as: . 
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See Appendix-C.1. for derivation and definition of equation 2.4.17. Equation 2.4.17 

is solved iteratively, by giving each control point a displacement (push) in the x and 

y direction proportional to the sum of forces acting on it.  After certain number of 

iterations we converge to the final contour and convergence is guaranteed. Since we 

do not have any stopping condition, user has to specify the number of iterations to 

run. But the problem with this method is that we do not know how many iterations 

we need to converge to the result.  
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(a)                                                      

 
(b) 

 

Figure-2.4.3: (a) Original image,  (c) computed external force 

 
Implementation Steps 

• Step 1: Suggesting an initial contour 

Snake does not find a desired image’s contour automatically. To make the contour 

attract to the shape which one wants to fit the contour, an initial suggestion should 

be given. Snake can converge to false edges unless it is positioned close to desired 

edges.  
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• Step 2: Calculating the External Force  

The original image has to be smoothed to create the external force  according to 

(2.4.8) and the image is then filtered with a 3x3 gradient filter (such as sobel 

operator) to create the image energy. Finally by applying (2.4.15) we get the 

external force as in Figure-2.4.3 (c) .  

• Step 3: Iteration  

The suggested contour is iterated according to (2.4.17). The iteration will proceed 

until the desired number of iterations is reached. Finding the true number of 

iterations to get an eventually stable contour is an ad-hoc method.   

 

In Figure 2.4.4 we see the initial contour given by the user, which is composed of 

reference points positioned inside the heart. By using the computed external force 

Figure 2.4.3 (c), and (2.4.17) with 200 iterations, the step size in time h=1, 

elasticity coefficient α=0.25, bending coefficient β=0.005 and damping coefficient 

1, we obtained the resulting contour in Figure 2.4.5. 

 

In Figure 2.4.5, we can see that due to the small capture range of the external force 

Fext , contour can not taken the same shape of the heart. We also increased the 

elasticity value of the contour to α= 0.45 and the number of iterations to 300 but the 

resultant contour could not obtain the desired concavity. This is because of small 

capture range of the traditional external force.  

 

2.4.2.1.5. Drawbacks of traditional snake model: 

 

Although the model proposed by Kass et al although gave a new approach to the 

process of image segmentation and seems very promising, it has many weaknesses : 

 

• Extremely sensitive to parameters: 

There are many different parameters that must be decided (α,β, γ, σ,  and distance 

between control points while discretizing). The performance snake relies heavily on 
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the proper assignment of these parameters by the user. Unfortunately these 

parameters depend heavily on the underlying image and object of interest.  

 

 

 

 

 

Figure 2.4.4: Original image with initial contour 

 
 
 

• Small capture range: 

For images with very low gradient or with gradient value of 0 for smooth areas, the 

external force acting on a control point of snake in this region is then 0. This can be 

observed in Figure 2.4.3 (c) in black areas.  Therefore traditional snakes have a very 

small capture range and they should be initialized close to the object boundary we 

want to detect. This is a very demanding condition. The capture range of the snake 

can be increased by applying Gaussian low pass filter with a very high variance to 

smooth out the edges, but by doing this we will have less accurate results and loose 
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out the concave regions completely and therefore fail to detect boundary 

concavities. 

 

 
 

 
   

Figure 2.4.5: Result of deformation, image with final contour. 

 
• Poor detection of boundary concavities 

If object in the image has an edge which shows a concavity then the traditional 

snake will have a problem in tracing the edge at these concaved parts. One reason is 

that the capture range at these parts of edges is too far from the snake. Also even if 

they are not far from snake, the gradient force on each wall of concavity is 

effectively canceling each other and leaving snake with no gradient force to work 

with and hence no deformation can take place.   

 

2.4.2.2. Snake with GVF  

 

In order to overcome the small capture range and initialization problems in 

traditional snakes, Xu proposed a new method by keeping the desirable property of 
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the traditional snake (internal forces)  and seeking another solution for external 

force [51].  The main property of  this new external force is; it has a large capture 

range   without blurring the edges of the gradient image and it proposes a solution 

for the problem with depicting concaved edges. Also, this force solves some 

initialization problems because with the increase of the capture range, we can now 

place the snake further away from the object’s edge. 

 

In this model everything is the same as the traditional snake model, except the used 

external force. We used the GVF as our external force.  

GVF is defined as the vector field V(x,y)=(u(x,y), v(x,y) ),where x and y are 

coordinates in the image domain, u(x,y) and v(x,y) are the GVF along horizontal  

and vertical directions respectively. V(x,y) substitutes the external vector force Fext 

of the traditional snake. The internal forces are defined similar to the original model 

consisting of elastic and bending forces.  

 
To model V(x,y), we  first define a gradient image  f(x,y) of the image  I(x,y) as:

  

2
)),(*),((),( yxIyxGyxf σ∇=                                                      (2.4.18)

 

 

V(x,y) is then defined to be a vector field which minimizes the following energy 

function.  

[ ]dxdyfVfvvuuE yxyx∫∫ ∇−∇++++=  )(
222222µ                                    (2.4 19) 

 
where , , ,x y x yu u v v  are the partial derivatives of u(x,y) and v(x,y) in the x and y 

directions respectively, and µ is a regularization parameter.  

 

The ∇f term will be very high near the object boundary. In homogenous regions 

where I(x,y) is nearly constant, ∇f  is nearly  zero .  

From equation (2.4.19) we can clearly see that in a non-homogeneous region, where 

the gradient is strong, the second term dominates (i.e. V< ∇f). Therefore if we want 

to minimize E, we set V=∇f. That is exactly what we want because we are happy 
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with the effect ∇f has on snake near the boundary [47]. In contrast, in a 

homogeneous region the second term is very small (i.e. ∇f=0) and first term, which 

creates force in this region, dominates. 

 

GVF field can be found by solving the Euler-Lagrange differential equations;  

 

2 2( )( ) 0
x x y

u u f f f
2µ∇ − − + =  

2 2( )( ) 0
y x y

v v f f f
2µ∇ − − + =                                              (2.4.20 ) 

 
The desired vector field V(x,y) is then the one that satisfies the above Euler 

equations. In smooth areas, fx and fy are zeros and so the vector fields u(x,y) and 

v(x,y) are defined by the first term. ∇2 is the Laplacian operator, therefore the 

resulting vector field is obtained by diffusing the boundary vectors into smooth 

areas using Laplacian equation [51]. 

 

The greater the distance between a point and an edge, the lesser the force acting on 

it due to diffusion. The resulting force is the sum of these forces. This represents a 

competition between all the boundary vectors.  

 

Equation (2.4.20) can be solved by treating u and v as functions of time, as given in 

equation 2.4.21.   For numerical implementation of equation 2.4.21 see [51].  

 

[ ][ ] ),,(),(),(.),(),,(),,( 222
tyxuyxfyxfyxftyxutyxu tyxx =+−−∇µ

 

[ ][ ] ),,(),(),(.),(),,(),,( 222 tyxvyxfyxfyxftyxvtyxv tyxy =+−−∇µ
           (2.4.21) 

 
Let us continue with the example in Figure-2.4.6, where we can see the computed 

GVF external force for the original image given in Figure-2.4.3(a). In Figure-

2.4.6(a),  u(x,y) gives the force acting on the points in the horizontal direction 

whereas v(x,y) gives the force acting on the point in the vertical direction and  the 
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direction of these orthogonal vector components is towards the edges in the concave 

region and even inside the object and far away from the object. We can see from 

Figure-2.4.6 that even at the regions where the image is homogeneous, or very far 

to salient edges, the computed external force is non-zero. However in Figure-

2.4.3(c) the external force is non-zero only at salient edges. By comparing the 

results obtained for external forces in Figure-2.4.6 and Figure-2.4.3 (b), we can 

simply say that the problem of small capture range in traditional snake model can be 

solved by using GVF as the external force. 

 

Implementation of the Algorithm 
 

Implementation of snakes with GVF is the same as the traditional snakes except the 

external force. We again solved Equation-2.4.17 iteratively, the only difference is 

that we changed the external force with the GVF external force V(x,y). Similar to 

the traditional model we do not have a stopping condition, and user specifies the 

number of iterations.   

Step-1 and step-3 implementation steps of the traditional model is also valid for 

GVF Snakes, however in step-2, calculation of the external force is different. In 

step-2, we first smoothed the image  with a 3x3 Gaussian smoothing filter, and then 

solved equation 2.4.21 iteratively to obtain  GVF external force along the horizontal 

direction u(x,y), and GVF external force along the vertical direction v(x,y).   

 

Results for GVF snakes 

We applied GVF snakes for the segmentation of heart and lungs.  In Figure-2.4.7 

(a), we see the initial snake planted inside the heart. The parameters are selected as 

α =0.2, β=5, γ=1, and the number of iterations is 100.  In Figure -2.4.7 (b)), we can 

see that the resultant snake deformed towards the heart by taking its shape.   

 

While applying GVF snakes for segmentation of lungs, because lungs are not 

connected to each other, we used two different snakes, and located them initially as 

in Figure 2.4.8(a). The parameters are selected for both snakes as α =0.2, β=5, γ=1, 

and the number of iterations is 100.  The resultant snakes are in Figure-2.4.8(b). By 
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observing Table-2.4.1 and Figure-2.4.8, we can state that GVF Snakes is not a very 

practical tool for segmentation of lungs; better results can be obtained by using 

region growing or hybrid methods. Elapsed time given in Table-2.4.1 is for 100 

iterations, therefore it is same for both lungs and heart.  

 

Table 2.4. 1: Numerical Results for GVF Snakes 

 

Segmented 
Tissues 

Negative Rate 
Metric 
(NR) 

 
Elapsed Time 
         (sec) 

 
Heart 

 
0.09819 85.6 

Lungs 
 

0.26234 85.6 
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(a) 

 

 
(b) 

 

Figure 2.4.6: GVF external force, (a) GVF external force along the horizontal 

direction u(x,y)  (b) GVF external force along the vertical direction v(x,y) 
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2.4.2.2.1. Drawbacks of Parametric Snake Models: 

 

Using parametric snake models (traditional and GVF) for segmentation of bones, 

muscle and fat tissue is not practical. In CT torso images, bones are located 

separately in the image and because the snake can not split or merge during 

deformation, segmenting all the regions of bones is not possible with one snake. 

This can be achieved by using many snakes, but the initialization of these snakes is 

a very complex task, in which the user should locate each snake very carefully to 

avoid converging to the wrong edges. On the other hand, the bones can be 

segmented much more easily and efficiently using other segmentation methods.  

 

Similarly using parametric snakes for segmentation of fat or muscle tissue is also 

impractical. In the case of muscle tissue, one must insert many snakes around 

related regions. Strictly talking for the image in Figure-2.4.3(a), one must insert at 

least the contours given in Figure-2.4.9, to have a solution. Segmentation of muscle 

and fat tissues can be done much more easily with region growing or with hybrid 

methods that we will discuss in Chapter-3.    
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        (a) 

 

            
      (b) 
 

Figure 2.4.7: GVF Snake result for Heart, (a) initial snake, (b) resultant snake 
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(a) 

 

 
(b) 

 

Figure 2.4.8: GVF Snake result for lungs, (a) initial snakes,(b) resultant snakes 
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       Figure 2.4.9: Initial contours for segmentation of muscle tissue 

 
 
2.4.2.2.1.1. Drawbacks of GVF Snakes: 

The small capture range and poor detection of boundary concavities problems of 

traditional snakes is solved by using GVF, however GVF snakes still suffers from 

the following drawbacks:  

1. Sensitivity to parameters: As in the case of traditional snakes, there is not a 

rule for choosing the parametersα, β and γ. 

2. Speed: Solving the Euler Equation (2.4.21) to find the GVF field components 

is computationally a very expensive process. Therefore it becomes almost 

impossible to implement GVF in real time applications.  

 

The external forces computed in both the traditional snake model and the 

GVF snake model depend on the image gradient, and they are classified as edge-

stopping approaches, because they make the snake to move towards image edges. 

Since the external forces depend on the image gradient, only objects with edges, 

defined by the gradient image can be segmented.  
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2.4.3. Geometric Deformable Models 

 
Geometric deformable models proposed by Caselles [52] and Malladi [53] 

provide a solution to address the primary limitations of parametric deformable 

models. These models are based on curve evolution theory [54,55] and the level set 

method [56,57].  In geometric deformable models, curves are deforming only 

because of geometric measures, resulting in a deformation that is independent of the 

parameterization. Similar to parametric deformable models, the evolution is coupled 

with the image data to recover object boundaries. Since the deformation of curves is 

independent of the parameterization, the deforming curves can be represented 

implicitly as a level set of a higher-dimensional function. As a result, topology 

changes can be handled automatically [58].  

 

2.4.3.1.Level Set Methods 

 

In this sub-section, basic terminology of the level set methods is given. In 

the level set method, the curve is represented implicitly as a level set of a 2D scalar 

function, which is defined on the same domain as the image. The level set is defined 

as the set of points that have the same function value. Figure-2.4.10 shows an 

example of embedding a curve as a zero-level set [58]. The zero-level set function 

is the level set function that has value of zero.  

 

In level-set methods the deformation of the curve is done by updating the level set 

function at fixed coordinates through time. The propagating contour can 

automatically change topology in geometric models (merge or split) while the level 

set function still remains a valid function, which is not possible in parametric 

models.  

Given a level set function ),,( tyxφ  with a zero level set X(s,t), where s=(x,y) and t 

is the time, we can write the following equation, 

 0)),,(( =ttsXφ           (2.4.22) 



 89

we assume  that  the level set function and the zero level set function has the 

following relationship which is also demonstrated in  Figure-2.4.11.  

 

 

 

(a)     (b)     (c) 

           

                                                           (d) 
 

Figure 2.4.10: Embedding a zero-level curve (a) A single curve. (b) The level set 

function where the curve is embedded as the zero level set (in black). (c) The height 

map of the level set function with its zero level set depicted in black.(d) From left to 

right, the zero level set splits into two curves while the level set function still 

remains a valid function (Figure-2.4.2 is taken from [58]).  
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The outward unit normal to the level set curve is given by, 

φ

φ

∇

∇
−=N         (2.4.23)  
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and the curvature equals,  

φ

φ
κ

∇

∇
∇=−∇= ..N                                                  (2.4.24) 

 

 

 

 

       

Figure 2.4.11: The image domain divided into two regions by the zero 

level-set curve X, on which φ =0.  

 

2.4.3.2.Active Contours without Edges 

 

Because all the active contour models we have studied so far rely on the image 

gradient 0I∇ , where the original image is given as 0I , these models can detect only 

object boundaries defined by the image gradient. In practice, the discrete gradients 

are bounded and the gradient based stopping function never reaches zero on the 

edges. Therefore the curve may pass through the boundaries.  

 

In order to handle these problems a different active contour model is proposed, 

which does not require a stopping function that depends on the image gradient. We 
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used this active contour model, namely active contours without edges method, 

where the stopping term is based on Mumford–Shah segmentation techniques [59].  

 

Active contours without edges is a geometric active contour model that can detect 

objects whose boundaries are not necessarily defined by a gradient. Similar to 

previously defined active contour models, an energy function is minimized. 

However, in this case the stopping term does not depend on the gradient of the 

image, as in the classical active contour models, but is instead related to a particular 

segmentation of the image. 

 

Suppose an evolving curve C is in image domain Ω , as the boundary of an open 

subset ω  of Ω ( )Ω⊂ω . Because the C is the boundary of the open subsetω  

(C= ω∂ ), Ω \ω  is the outside of curve C and ω  denotes inside of curve C [59]. 

 

This model depends on the minimization of energy, and the basic idea is as follows, 

assume an image ),(0 yxI  that has two regions with approximately constant 

intensities with values of, c1, and c2 as in Figure-2.4.13. The object to be detected in  

),(0 yxI  is represented by the region with the value c1, and its boundary is given 

with 0C .In the below equation, c1 and c2 are the mean values of ),(0 yxI  inside and 

outside the C respectively, and 0C  is the boundary of the object,  

∫∫ −+−=+
)(

2

20

)(

2

1021 ),(),()()(
CoutsideCinside

dxdycyxIdxdycyxICFCF               (2.4.25) 

 

where )(1 CF  and )(2 CF  are the first and second terms in the integrand respectively.  

We can see all possible results of equation 2.4.25 in Figure-2.4.12. The case where 

the curve C exactly fit on the boundary of the object C0 is the case where the mean 

values of ),(0 yxI  inside and outside the C are zero (see Figure-2.4.13(d) and 

equation 2.4.26.).  

0)()( 0201 =+ CFCF                                                               (2.4.26)  
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In this active contour model, additional regularizing terms are added, like the length 

of the curve, and (or) the area of the region inside, and the new the energy function 

to be minimized is as below,  

∫∫ −+−++=
)(

2

202

)(

2

10121 ),(),()(.)(.),,(
CoutCin

dxdycyxIdxdycyxICAvCLCccF λλµ   (2.4.27) 

 
where, L(C) is the length of the curve C, A(C) is the area inside C, and weighting 

terms 0, 21 ≥λλ and v , ,µ >0, generally 1, 21 =λλ , 1.0=µ  and v=0 [59]. 

 

Level Set Formulation of the Model 

 

In the level set method the curve C, Ω⊂C  , is represented by the zero level set of a 

Lipschitz function φ , such that [59] : 
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Using the Heaviside (unit-step function) function H, and the one-dimensional Dirac 

function 0δ , is defined as below,  

       
0z if  1

0z if 0
)(

≥

<
〈=zH                                       (2.4.28) 

   

)()(0 zH
dz

d
z =δ                                                                             (2.4.29) 

                                    

We can define the length of C and the area inside C in 2.4.28 as,  

dxdyyxyxdxdyyxHLengthCL ∫∫
ΩΩ

∇=∇=== ),()),(()),(()0()( 0 φφδϕφ     (2.4.30)  

  dxdyyxHAreaCA ∫
Ω

=>= )),(()0()( ϕφ                                                      (2.4.31) 
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and  )(1 CF  and )(2 CF  can be rewritten using  Heaviside functions as, 

.)),((1(),(),()(

.),((),(),()(

2
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dxdyyxHcyxIdxdycyxICF
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φ
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  (2.4.32) 

 

 

 

   
   (a) 0)( and 0 )( 21 ≈> CFCF     (b) 0)( and 0 )( 21 >> CFCF                                

 

   
                         (c) 0)( and 0 )( 21 >≈ CFCF    (d) 0)( and 0 )( 21 == CFCF  
                                  

Figure  2.4.12: All possible cases in the position of the curve 

 

then the energy function  given in equation 2.4.27 can be rewritten as, 
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The solution image I with two distinct regions can be rewritten as  

)).,((1()),((),( 21 yxHcyxHcyxI φφ −+=                                                (2.4.34)  

 
We look for the best approximation I of I0, as a function taking only two values 

inside and outside the curve.    The constants c1 and c2 are the averages of I0 in 0≥φ   

and 0<φ  respectively, and they are given as [59]: 
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Finally we can say that, 
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By keeping 1c  and 2c  fixed and minimizing F  with respect to φ ,  using an 

artificial time , 0≥t  Euler–Lagrange equation for φ  is obtained as follows: 
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          (2.4.36) 

Because the Dirac delta function and Heaviside function are not implementable, we 

used approximations for the  , εεδ H respectively [59]: 
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                                                        (2.4.37) 

 where   zero level-set or the initial contour is   ),(),,0( 0 yxyxt φφ == . The 

discretization of (2.4.36) is given in Appendix-C.2.  

 

Results  

• Simulation Results 

 
We first applied active contours without edges method to a test image in Figure-

2.4.16(a), with parameters, ,1, 21 =λλ step size in time ,1.0=∆t  step size in space 

h=1, and µ =0.01*2552. If  as many objects as possible have to be detected, the 

value of weight parameter µ  must be chosen small (0.0001*2552) , on the other 

hand for images in which we only wish to segment larger objects, µ  must be 

chosen  high ( 0.01*2552). 

 

We can see from Figure-2.4.13 that using active contours without edges, one can 

perfectly perform segmentation of unconnected objects with one initial contour. 

Because parametric active contours can not split, or two parametric snakes can not 

merge, obtaining the same result (Figure-2.4.14(h)) by using one parametric active 

contour (snakes with GVF, or with traditional snakes) is not possible. In Figure-

2.4.15 , we applied GVF snakes to the same test image, with 200 iterations, step 

size in time h=1, elasticity coefficient α=0.5, bending coefficient β=0.005 and  

damping coefficient γ=1. We obtained the resulting contour in Figure-2.4.15 (b). It 

is obvious that the result is not comparable with Figure-2.4.14(h). A comparable 

result can be obtained by using three parametric snakes located very carefully. On 

the other hand, because geometric active contours without edges can propagate in 

the image domain without the effect of an external force, they can split and merge, 

location of the initial contour is not very critical. 
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• CT Image Results 

 
We applied active contours without edges to the CT image of torso shown in 

Figure-2.4.3(a) with an initial contour in Figure-2.4.16(a).  It can be seen from 

Figure 2.4.16(c) that the resultant contour separates the image into two different 

disjoint regions, where the interior part of the contour contains pixels belong to both 

muscle, fat, lungs, heart and bones, and the exterior part of the contour is the 

background. Result of segmentation by using one level set function is similar to bi-

level thresholding, where the foreground is separated from the background. The 

original idea in the level set method is to use the sign of a given function to separate 

the given domain into two disjoint regions, and the use the continuity of the level 

set function near its zero to define the boundary of these disjoint regions. 

 

It is obvious that it is not possible to perform segmentation of fat, muscle, heart, 

bones or lungs separately using one level set function because the image is 

separated to only two disjoint regions. On the other hand, by using two or more 

level set functions, the image can be divided four or more disjoint regions.  
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   (a)     (b) 

     
   (c)     (d) 

    
(e) (f)    

 

 Figure 2.4.13: Segmentation of the test image with active contours without edges, 

(a) original image, (b) the initial contour, (c) result of segmentation after 100 

iterations , (d) result of segmentation after 300 iterations,(e) result of segmentation 

after 500 iterations, (f) result of segmentation after 600 iterations,  
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(a) 

 
(b) 

 

Figure 2.4.14: Segmentation of the test image using Snakes with GVF, (a)initial 

active contour, (b) resultant active contour.  
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(a) (b) 
 

 
       (c) 

     
Figure 2.4.15: Deformation of the contour, (a) smoothed image with initial contour, 

(b) result after 50 iterations, (c) result of segmentation after 100 iterations 

  
 
Segmentation with two Level Set Functions: 
 

Level set method can be extended to multiple phase segmentation by using multiple 

level set functions. N level set functions can be used for representing up to 2N 

phases.  
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For example, with two level set functions, it is possible to locate four distinct 

regions,  where the four distinct region can be defined as; 
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Figure 2.4.16: Four distinct regions can be detected using two level set functions. 

 
where the image domain 00011011 ΩΩΩΩ=Ω UUU , and 21  and XX are the curves 

where  01 =φ  and 02 =φ .  The resultant regions after segmentation using multi-

level sets will not be overlap and each pixel in the image will belong to only one 

phase. The energy function to be minimized is given as: 
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Where λµµ ,,, 21,21 vv  are constants, regionsin  I of averages are  and,, 0001001,11 cccc  

ly,respective  and,, 00011011 ΩΩΩΩ and can be defined as: 
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After segmentation with two level set functions, the segmented image is 

approximated by a piecewise constant function which can take four value.  



 102 

))),((1)))(,((1()),(())),((1(

))),((1))(,(()),(()),((),(

21002101

21102111

yxHyxHcyxHyxHc

yxHyxHcyxHyxHcyxI

φφφφ

φφφφ

−−+−+

−+=
    

(2.4.40) 

 
By keeping  001001,11  and,, cccc  fixed, and minimizing F  with respect to   and 21 φφ ,  

with an artificial time 0≥t  Euler–Lagrange equations for   and 21 φφ  are obtained 

as follows: 
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Numerical implementation of equations 2.3.41 and 2.4.42 are similar to 2.4.36.  

 

 

 

 

 

             Figure 2.4.17: Initial positions of two level set functions 
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                                                    (a) 

 

(b) 

 

Figure 2.4.18: (a) resultant zero level set function  1φ  (b) resultant zero level 

set function  2φ  
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We applied two level set functions to the original image given in Figure-2.4.15(a) , 

initial positions of two level set functions are given in Figure-2.4.17 and the 

resultant zero level set functions after 400 iterations is given in Figure-2.4.18.  

 

The four disjoint regions obtained from resultant level set functions are given in 

Figure-2.4.20, where each of the four disjoint regions are represented by a different 

color.  

 

 

 

 

 

Figure 2.4.19: Result of segmentation with two level set functions after 400 

iterations. 

 

In Figure-2.4.20 to Figure-2.4.22, four phases or disjoint regions are given as binary 

images, where white pixels represent segmented pixels and black ones represent 

background.  We can see from Figure-2.4.19 and Figure-2.4.21 that by using two 
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level set functions, we can not perform segmentation of heart, fat and muscle tissue 

separately because pixels belonging to these tissues are classified in phase-2 image. 

Pixels belonging to lungs are classified in both phase-1 and phase-3 images. Finally, 

phase-4 image consist of pixels belong to bones, heart and scattered pixels belong to 

muscle tissue.   

 

By using three level set functions we can divide the image into eight disjoint 

regions. Segmentation with three level set functions is given in next section. 

 

 

 

 

 

Figure 2.4.20: Phase-1 image obtained two level set functions after 400 iterations. 
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Figure 2.4.21: Phase-2 image obtained two level set functions after 400 iterations 

 

 

 

Figure 2.4.22: Phase-3 image obtained two level set functions after 400 iterations 
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Figure 2.4.23: Phase-4 image obtained two level set functions after 400 iterations 

 
 
Segmentation with three Level Set Functions: 
 
By using three level set functions, it is possible to locate eight distinct regions.  
 
 
 

 
 

Figure 2.4.24: Eight distinct regions can be detected using three level set functions. 

where the eight distinct region can be defined as; 
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The energy function to be minimized is given as: 
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(2.4.43) 

where λµµµ 321,3,21 ,,, vvv  are constants.  



 109 

After segmentation with three level set functions, the segmented image is 

approximated by a piecewise constant function which can take eight value.  
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where 000001010011,100101110,111  and ,,,,, cccccccc  are averages of ,100101110,111 ,, ΩΩΩΩ  

000001010011  and ,,, ΩΩΩΩ  regions respectively, and can be defined as follows: 
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By keeping  000001010011,100101110,111   and , , ,  , , cccccccc  fixed and minimizing F  with 

respect to   and  , 321 φφφ  with an artificial time ,0≥t  Euler–Lagrange equations for 
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Numerical implementation of equations 2.3.46, 2.4.47, and 2.4.48 are similar to 

equation 2.4.36.  

 
We applied three level set functions to the original image given in Figure-2.4.15(a) , 

where the initial positions of the contours are given in Figure-2.4.25. The zero level 

set functions after 400 iterations are given in Figures-2.4.26, Figure-2.4.27 and 

Figure-2.4.28.  

 
 
 

 
 

Figure 2.4.25: Initial positions of the three level set functions. 
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Figure 2.4.26: Resultant zero level set function φ1 

 

 
 

Figure 2.4.27: Resultant zero level set function φ2 
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 Figure 2.4.28: Resultant zero level set function φ3 

 
 
The eight disjoint regions obtained from resultant level set functions are given in 

Figure-2.4.29, where each of the eight disjoint regions are given in different colors. 

In Figure-2.4.30 to Figure-2.4.37, eight phases or disjoint regions are given as 

binary images, where white pixels shows result of segmentation and black is the 

background for the corresponding phase image. We can see that pixels belonging to 

bones and some of the pixels belonging to heart are classified in Phase-1 image. 

Pixels belong to fat and muscle tissue, which are illustrated with red and yellow in 

Figure-2.4.29, respectively, are classified in Phase-5 and Phase-7 images 

respectively. Most of the pixels belong to lungs are classified in Phase-4 image and 

the vessels are classified in Phase-2 and Phase-6 images.  
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Figure 2.4.29: Result of segmentation with three level set functions after 400 

iterations. 

 

 
 

Figure 2.4.30: Phase-1 image obtained three level set functions after 400 iterations 



 115 

 

 
 

Figure 2.4.31: Phase-2 image obtained three level set functions after 400 iterations 

 

 
 
 

Figure 2.4.32: Phase-3 image obtained three level set fuctions after 400 iterations 
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Figure 2.4.33: Phase-4 image obtained three level set functions after 400 iterations 

 

 
 

Figure 2.4.34: Phase-5 image obtained three level set functions after 400 iterations 
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Figure 2.4.35: Phase-6 image obtained three level set functions after 400 iterations 

 

 

 
 

Figure 2.4.36: Phase-7 image obtained three level set functions after 400 iterations 
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Figure 2.4.37: Phase-8 image obtained three level set functions after 400 iterations 

After obtaining the image given in Figure-2.4.29, and manually selecting 

disconnected segmented regions from this image, we obtained the segmented 

images given in Figure-2.4.38 to Figure-2.4.42. Results of segmentation for muscle, 

fat, bones, heart and lungs, by using the obtained eight phase images are given in 

Table-2.4.2 and Figure-2.4.38 to Figure-2.4.42.  

 

Table 2.4.2: Numerical Results for segmentation with three level sets 

 

Tissues/Organs 
Negative Rate 

Metric 
(NR) 

 
Elapsed Time 

(sec) 
 
Heart 
 

0.00892 

Lungs 
 

0.1021 

Bones 0.14380 

Fat Tissue 0.00740 

Muscle Tissue 0.04550 

101.2 
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By evaluating Table-2.4.2, Figure-2.4.38 and Figure-2.4.39, we can state that 

segmentation of the muscle and fat tissues can be performed very accurately, with  

NR values  of  0.0455 and 0.0074  respectively.  Result for segmentation of lungs is 

given in Figure-2.4.42, with NR value of  0.1021, and  we can state that the 

obtained result is acceptable.  On the other hand, by looking at Figure-2.4.41  and 

NR value in Table-2.4.2, we can state that segmentation of bones can not be 

performed very accurately by using active contours without edges with three level 

set functions. 

 

 Because the regions belonging to heart are participated in different phase images 

(phase-1, phase-5 and phase-7), segmentation of heart must be done manually by 

selecting sub-regions belonging to the heart. The resultant image for segmentation 

of heart, given in Figure 2.4.39, and the NR value given in Table-2.4.2 are obtained 

after user interaction.  

 

In conclusion we can state that active contours without edges algorithm with three 

level set functions performs segmentation of bones, lungs, fat, and muscle tissues 

automatically, and produces accurate results. For segmentation of the heart, user 

interaction is needed for merging the sub-regions belonging to heart. By using more 

than three level set functions, we can divide the image to more than eight disjoint 

regions and perform segmentation more accurately. On the other hand, using more 

than three level set functions requires more processing power 
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(a) 

 

 
(b) 

 
Figure 2.4.38: Result of segmentation for muscle tissue, (a) segmented binary 

image, (b) original image overlapped with the obtained boundaries  
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(a) 

 

 
(b) 

 
Figure 2.4.39: Result of segmentation for fat tissue, (a) segmented binary image, 

(b)  original image overlapped with the  obtained boundaries  
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(a) 

 

 
     (b) 
     
Figure 2.4.40: Result of segmentation for the heart, (a) segmented binary image, (b)  

original image overlapped with the  obtained boundaries  
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(a) 

 

 
(b) 

 
Figure 2.4.41: Result of segmentation for bones, (a) segmented binary image, (b)  

original image overlapped with the  obtained boundaries  
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(a) 

 

 
(b) 

 
Figure 2.4.42: Result of segmentation for lungs, (a) segmented binary image, (b)  

original image overlapped with the  obtained boundaries  

 



 125 

CHAPTER 3 

 

 

3   HYBRID METHOD 

 

 

 

Hybrid image segmentation methods combine the principles of two or more image 

segmentation techniques. As mentioned in previous chapters, both pixel based, 

region-based methods and deformable models have advantages and disadvantages. 

Hybrid method given in this chapter uses advantageous parts of different 

techniques. In this chapter, we have one hybrid method; watershed transformation 

and region merging (WTRM). In this method, we combined watershed 

transformation with region merging which is not a segmentation method alone but 

similar in idea to region growing. Moreover to increase the speed and the accuracy 

of this method we combined WTRM with K-means clustering.   

 

3.1. Watershed Transformation and Region Merging 

 

 After initial partitioning of the image into primitive regions by applying the 

watershed transformation to the gradient image, further segmentation can be 

obtained by using a region merging process.  

 

After watershed transformation, resultant image I, which is composed of M sub 

regions, Rk   (k=1,2,...M), is: 

U
K

k

kRI
1=

=  
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and for each region ji RR , : 

                

φ=∩ ji RR   [ ]Mji ,....2,1, ∈∀       for ji ≠  

[ ],,....2,1, MiRi ∈∀ connected      (3.1) 

,)( iCpI =  if pixel [ ]MiRp i ,....2,1, ∈∀∈  

where I(p) is the gray level value of pixel p, which is a member of ith  sub-region Ri,  

iC is a constant (label of  Ri ) and ji CC ≠  if iR and jR are not adjacent regions.  

 

The flowchart of the watershed transformation and region merging algorithm is 

given in Figure-3.1.  Median filtering is applied to smooth the original image before 

gradient computation, and anisotropic filtering is applied to cope with the 

oversegmentation problem. Region merging process is performed by region 

algorithms, which uses a Region Adjacency Graph (RAG) that represents 

neighboring image regions (see Figure-3.2). RAG is can be obtained by finding all 

the neighboring regions of all the primitive regions obtained by watershed 

transformation. These algorithms are iterative, that is at each step the most similar 

pair of adjacent regions is detected using a cost function and merged. After merging 

adjacent regions, the RAG is updated.   

 

 

 

 

Figure 3. 1: Stages of the WTRM 
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Figure 3. 2.  Region Adjacency Graph (RAG) 

 

Let W be the initial image partition produced by the watershed transformation, 

satisfying (3.1).  The goal of the region merging process is to transform W to the 

final segmented image Is, using a sequence of region pair merges. Therefore, the 

problem is finding the optimal sequence of merges in the sense that its application 

to W produces Is. 

 

3.1.1. Merging Criteria 

 

A merging criterion consists of two parts: a region model, describing each image 

region with a set of features, and a dissimilarity measure, defining a metric on the 

features of the region model [60]. Some of possible region models are uniform 

luminance texture, shape or motion parameters.  In our study the region model’s 

feature is the mean luminance of each region. Dissimilarity measures are given the 

next sub-section.   

 

3.1.1.1. Region Dissimilarity Functions 

 

Let, I  be the original image and  

       { }M

MMMMM RRRRR ......,, 321=  be M-partition of image I  and 

{ }kk

k

M NpppR ,,...., 11=  is the set of pixels belonging to the  region k

MR . Where 

k=1,2,..M, and  Nk is the total number of pixels.  
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In the piecewise constant approximation to I, the image intensity in each region k

MR , 

is approximated with one parameter which minimizes the overall square error. This 

parameter is nothing but the gray level mean value, therefore as a region model, we 

represent each region with its mean gray level value [61,62]. 

 

Mean value of I in k

MR  is,  

                         ∑
=

=
N

i

i

k

M pI
N

R
1

)(
1

)(µ                                                  (3. 2) 

and the corresponding square error is,  

             ( )∑
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If  MR  is the optimal M-partition which minimizes the square error, then the 

optimal (M-1) partition is generated by merging the pair of regions MR  that 

minimizes the dissimilarity function. 

 

Various region dissimilarity functions are used in this study to obtain the best one 

and some of the most efficient region dissimilarity functions are given below. 

• Mean Luminance Difference 

 The simplest region model is to describe each region i

MR  by its mean 

luminance )( i

MRµ . A straightforward possibility to define a dissimilarity measure on 

this model is to use the squared difference. This dissimilarity function is one of the 

most basic and efficient dissimilarity functions [60].  

2))()((),( j
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If  ),( j
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M RRδ  is smaller than a threshold value (T), regions j

M

i

M RR ,  are merged. 

Some choices of the threshold value T can be:    
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where stdv stands for standard deviation, m,n are positive and  real. Obtaining the 

threshold value is an ad-hoc process.  

• Ward’s Criterion  

This dissimilarity function operates on the Ward’s criterion;  

[ ] ),()()(
*

),(
2

jiQRR
NN

NN
RR

j

M

i

M

ji

jij

M

i

M µµδ −
+

=        (3. 5) 

where Q(i,j) is 1 if  j

M

i

M RR ,   are adjacent, else ∞+ . 

If  ),( j

M

i

M RRδ  is smaller than a threshold value, adjacent regions j

M

i

M RR , are 

merged. Obtaining the threshold value is an ad-hoc process [60]. 

• Border Criterion 

This dissimilarity function operates on the luminance values of pixels along the 

common boundary [60]. 

Let { }),(, baji ppB = be the set of pixels along the common boundary between 

regions i

MR and j

MR . Then the border criterion is defined as:   

                    
2

,

))()((),(
,

∑
∈

−=
jiba Bpp

ba

j

M

i

M pIpIRRδ                                     (3. 6) 

If  ),( j

M

i

M RRδ  is smaller than a threshold value, adjacent regions j

M

i

M RR , are 

merged. Obtaining the threshold value is an ad-hoc process. 

 
Within these Region Dissimilarity Functions, Ward’s criterion is superior to others 

because the cost is calculated only using mean values (without standard deviation 

which can cause error in noisy images) and the number of pixels of regions is taken 

into account. Therefore we used Ward’s criterion.  

 

3.1.2. Region Merging  Algorithms 

 

Region merging algorithms defines the process of merging two adjacent regions 

using region dissimilarity functions. We used two different region merging 
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techniques. The first one, Algorithm-1 is the widely used one, The second one is 

proposed by us to enhance the speed of Algorithm-1. 

 

3.1.2.1. Algorithm  1  

In this algorithm a RAG is computed, from the given watershed segmented image. 

This algorithm is applied to all of the sub-regions in the image.  Starting from a sub-

region and using the RAG, the dissimilarity function is applied for all of the 

neighboring regions. If the dissimilarity test for a neighboring region is satisfied, 

then regions are merged, and RAG is updated (see Figure 3.3). The merging process 

carries on until there is no neighboring region left to merge for the current sub-

region. Algorithm-1 stops after all of the regions are processed. The pseudo code 

for Algorithm-1 is given in Appendix-B.3.  

 

 

 

Figure 3. 3: Merging of two regions in RAG 

 

It is obvious that the process takes too much time. Therefore, instead of processing 

for all the sub-regions, user can give a seed region to start and algorithm starts 

merging from similar adjacent regions until there are no neighboring regions left to 

merge.   

 

• Results of Algorithm-1 

 

o Simulation Results 

First, we applied Algorithm-1  to segment the test image test image shown in Figure 

3.4. (b). This image is obtained by adding zero-mean Gaussian noise to the image in 

Figure-3.4 (a), where the SNR is 43 dB. Resulting watershed transformed image 
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shown in Figure 3.4 (c) (with watershed lines black and catchment basins white) is 

composed of 129 sub-regions. After applying Algorithm-1 to the watershed 

transformed image with Ward’s criterion dissimilarity function and we decreased 

the number of sub-regions to 12 as shown in Figure 3.4 (e). The threshold value for  

Ward’s  criterion is chosen as T=1.5*106 . 

 

Moreover, to compare the performances of dissimilarity functions, we applied 

Algorithm-1 using mean luminance dissimilarity function with threshold value, 

)(*1.0  i

MRT µ= . The segmented image given in Figure 3.5(a) composed of 16 

sub-regions. Result of segmentation with Border criterion dissimilarity function, is 

shown in Figure-3.5 (e), where the segmented image is composed of 22 sub-

regions.  

 

It can be seen from results obtained with different dissimilarity functions that, 

Ward’s criterion produces the best result with 12 sub-regions. However we can say 

that the result obtained with mean-luminance dissimilarity function is comparable 

with Ward’s criterion with 16 sub-regions. On the other hand, Border criterion 

dissimilarity function produces the worst result with 22 sub-regions. For more 

information on dissimilarity functions see [60].  

 

o CT Image Results 

We also examine the performance of Algorithm-1 for CT images. The original 

image is  given in Figure 3.6 (a).  Primitively segmented image given in Figure-3.6 

(b) is obtained by applying watershed transformation to the original image, and 

consist of 7843 sub-regions. After applying region merging process with Ward’s 

criterion, resultant image given in Figure 3.6 (e) is obtained, where the number of 

regions is decreased to 1005.  
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 (a)                                                          (b) 

   
 (c)                                                           (d) 

   
 (e)                                                         (f) 
 

Figure 3. 4: Result of watershed transformation for the noisy test image   (a) 

original y image, (b) noisy image, (c) result of watershed transformation (d) noisy 

image overlapped with the watershed lines, (e) result of region merging with 

Ward’s criterion ,(f) noisy image overlapped  with the watershed lines 



 133 

   
 (a)                                                        (b) 

   
 (c)           (d)  

  
   (e)                                                                   (f) 

 

Figure 3. 5: (a) Result of region merging with mean luminance difference , (b) 

noisy  image overlapped  with the watershed lines, (c) result of region merging with 

Ward’s criterion (d) noisy image overlapped  with the watershed lines,(e) result of 

region merging with border criterion, (f) noisy image overlapped  with the 

watershed lines, 
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   (a)                       (b) 

     
                                 (c)                                    (d) 
 

 Figure 3.6: Result of Algorithm-1 for CT image. (a) Original image, (b) watershed 

transformed image, (c) result of region merging with Ward’s Criterion (d) original 

image overlapped with the watershed lines 

 
 
3.1.2.2. Algorithm  2 

 

In Algorithm-2, we integrated K-means clustering in the region merging process to 

enhance the speed of the Algorithm-1. This algorithm consists of two stages: 

clustering and final merging.  
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• Stage-1(Clustering): In this stage, sub-regions obtained by watershed 

transformation are classified by K-means clustering algorithm [63]  with respect 

to their mean values.  We applied the mean values of the sub-regions in a 

feature vector X as input to the clustering process.  

 

Input: 

a. X: mean values of sub-regions obtained from Watershed 

transformation algorithm. 

b. N: number of clusters (N=6) 

we know that there must be 6 clusters because, we want to 

segment our image into 6 segments; 

1. bones 

2. muscle 

3. fat 

4. heart  

5. background  

6. lungs 

  Output:  A vector (Y) which holds the cluster numbers of corresponding 

sub-regions.  

 

After K-means clustering process, each sub-region is classified in one of six 

clusters. The segmented image given in Figure-3.7 is then obtained by merging the 

regions in the same cluster. By observing the Figure-3.7, we can state that most of 

the similar sub-regions are grouped in the same cluster. Clusters 1 through 6 are 

shown in Figure-3.7 (a) in a decreasing order of gray-level. In Figure-3.7 (b), the 

original image overlapped with the resultant watershed lines is given.  Numerical 

results for clusters such as cluster centorids and corresponding total sum of 

distances are given in Table-3.1.  
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We can see from Figure-3.7 and Table-3.1 that some regions of tissues are 

classified in more than one cluster except fat, muscle and lungs. Therefore 

segmentation of heart and bones can not be managed by clustering of sub-regions 

totally, therefore we applied a second stage where region merging is applied. 

 

Table 3.1: Results for clustering 

 

 

Cluster # 

 

Centroid 

Contains Regions 

Belonging to 

1 

 
32,08 

Background and 

Lungs 

2 989,52 Fat, vessels and Heart  

3 1274,71 
Muscle, vessels and 

Heart 

 

4 
1400,43 

Bones and Heart 

5 2113,30 Bones  

6 4086 Background 

 

 

• Stage-2 (Merging): In this stage, we applied Algorithm-1 to the results of the 

clustering process. A new region adjacency graph (RAGN) is obtained using the 

results of the clustering process. Finally, we applied Algorithm-1 using the new 

region adjacency graph RAGN.   
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(a) 

 

 
(b) 

 
 Figure 3.7: Result of segmentation image after clustering process (a) segmented 

image, (b) original image overlapped with resultant watershed lines  
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Resultant image after stage-2 is shown in Figure 3.8. The input to stage-2 is the 

watershed transformed image given in Figure 3.7 (b). After applying stage-2 with 

Ward’s criterion region dissimilarity function, we obtained the resultant image 

given in Figure 3.8 (b). The total number of sub-regions is decreased to 238, where 

it was 1005 in Algorithm-1.  

 

 

 

     
(a)                                                       (b) 
 

 
(c) 

 

     Figure 3.8: Result of segmentation after stage-2 (a) resultant watershed lines, (b) 

segmented image, (c) original image overlapped  with watershed lines  
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Table 3.2: Numerical results for segmentation with WTRM 

 

Segmented 
Tissue/Organ 

 
Negative Rate 

Metric 
(NR) 

Total  
Elapsed Time 

(sec) 

 
Heart 

0.0029 

 
Bones 

0.2177 

 
Muscle 

0.06544 

Fat 0.04713 

Lungs 0.0068 

8128 

 

 

 

Because WTRM is a totally automatic segmentation algorithm which tries to 

perform segmentation of all tissues at once because performing segmentation for 

every tissue is not practical. Because WTRM performs segmentation of all tissues at 

once, the elapsed time is too long (8128). 

  

Results of segmentation for muscle and fat tissues, lungs, heart and bones obtained 

from the resultant image obtained by Algorithm-2 are given in Figures-3.9 to 3.13. 

After automatic segmentation, there is a user interaction phase which can be 

thought as a fine-tuning process. In this phase, disconnected regions belonging to 

the same tissue are classified in the same group. For example, regions belonging to 

lungs are segmented perfectly, however because they are disconnected, they have 

different labels. Therefore, regions belonging to lungs must be extracted from the 

image by user interaction.   

 

By observing Figure-3.9, Figure-3.10 and Figure-3.11 and Table-3.3, we can state 

that WTRM produces very accurate results for segmentation of lungs, fat and 
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muscle tissues. Moreover, for segmentation of lungs, running only stage-1 in 

Algorithm-2 is enough.  

  

As we know from the base image, the variance of the gray levels of pixels 

belonging  to the heart is very large. Because of this, regions of heart are 

participated in different clusters (2, 3, 4 ) as given in  Table-3.1. WTRM could not 

perform segmentation of heart by region merging completely, instead segmentation 

of heart is done manually by  selecting sub-regions of heart (4 sub-regions for 

segmented image in Figure-3.8). The resultant image for segmentation of heart, 

given in Figure 3-12 and the NR value given in Table-3.3 are obtained after user 

interaction.  

 

We can see from the resultant image given in Figure-3.13 and the corresponding 

NR value given in Table-3.3, WTRM does not produce accurate results for 

segmentation of bones. This is because of the weakness of watershed segmentation 

algorithm in detecting thin structures.  Moreover, similar to region growing, user 

must select at least 11 disconnected sub-regions belonging to the bones for final 

segmentation, which is not very practical.   

 

The main drawbacks of this algorithm are; first it needs too much user interaction 

for re-grouping of disconnected regions belonging to the same tissue. Second, the 

elapsed time is very long, especially in the region-merging process, and finally it is 

weak for segmentation of thin structures. On the other hand, segmentation of lungs, 

fat and muscle tissues can be performed perfectly using this algorithm, and except 

for the heart, segmentation is performed totally automatically. 
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(a) 

 

 
          (b) 
 

Figure 3. 9: Result of segmentation for muscle tissue (a) obtained binary mask , (b) 

original image with  resultant contours 
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(a) 

 

 
(b) 

 

Figure 3. 10 :Result of segmentation for fat tissue  (a) obtained binary mask, (b)  

original image with  resultant contour for segmentation of fat. 
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(a) 

 

 
(b) 

  

Figure 3. 11 : Result of segmentation for lungs (a) obtained binary mask, (b) 

original image with  resultant contours 
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(a) 

 

 
(b) 

 

Figure 3.12: Result of segmentation for the heart (a) obtained binary mask, (b) 

original image with  resultant contour 
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(a) 

 

 
(b) 

 

Figure 3.13: Result of segmentation for bones (a) obtained binary mask, (b) 

resultant contours
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CHAPTER 4 
 
 

4   COMPARISON OVER SEGMENTATION METHODS  
 
 
 
 

In this chapter, we compared segmentation methods for segmentation of tissues, by 

utilizing NR and elapsed time as quantitative performance metrics. In addition we 

evaluated methods in degree of user interaction required and practicality.  We 

compared the performances of segmentation methods for bones, heart, lungs, fat 

and muscle tissues under specific titles for each tissue, and only practically 

applicable methods are included for evaluation. By using the results obtained for 

segmentation of lungs, heart, bones, muscle and fat tissues with some of the 

practically applicable methods, we also generated 3D surface models for visual 

inspection of the performance. We used demo version of commercial software (3D 

DOCTOR) for generating 3D images [58].   

 

4.1. Segmentation of Bones 
 
From the results obtained in Chapter-2 and Chapter-3 we know that parametric 

deformable models are not practical for segmentation of bones in CT images. 

Practical methods for segmentation of bones are; watershed transformation and 

region merging (WTRM), region growing, multi-level thresholding and active 

contours without edges method. Comparison of these methods for segmentation of 

bones is given below.  

 

• Watershed Transformation And Region Merging 

By observing the result of segmentation for bones (Figure-3.13) by WTRM 

algorithm (Algorithm-2) we can state that segmentation of bones is not very 
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accurate with this algorithm. This can also be seen from Table-4.1 where NR value 

is 0.2177, and it is very high compared to results of other algorithms. Some parts of 

bones could not be segmented accurately due to the weakness of watershed 

transformation in detection of thin structures. Moreover, because WTRM is a totally 

automatic segmentation algorithm which performs segmentation of all tissues at 

once, it takes too much time even for one image.  

   

• Region Growing 

By observing Figure-2.2.6 and Table-4.1, we can state that efficient results can be 

obtained for segmentation of bones using region growing. Moreover, the elapsed 

time is the shortest one. On the other hand, this method needs user interaction for 

planting seeds in the image. 

 

• Multi-level Thresholding 

By observing Figure-2.1.8 and Table-4.1, we can state that multi-level thresholding 

produces accurate results for segmentation of bones with a very low NR value. On 

the other hand it requires too much time even for one image.    

 

• Active Contours without Edges  

We can use active contours without edges method with three level set functions for 

segmentation of bones. However, by looking at Figure-2.4.42  and NR value in 

Table-4.1, we can state that segmentation of bones can not be performed with  this 

method. 

 

By observing Table-4.1, we can state that lowest NR value for segmentation of 

bones is given by region growing method. On the other hand, by taking the degree 

of user interaction required into account, we can state that this method is not very 

practical.  Multi-level thresholding also produces accurate results for segmentation 

of bones without requiring user defined seed points, but the elapsed time is very 

long compared to region growing method.   
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We used region growing to all of the CT slices in our dataset and obtained a 3D 

model for the bones. Various views of this 3D model are shown in Figure 4.1 and 

Figure-4.2  

 

Table 4.  1: Numerical Results for segmentation of bones 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.2. Segmentation of Lungs 
 
Practically applicable methods for segmentation of lungs are watershed 

transformation and region merging, parametric deformable models (GVF Snakes) 

region growing, multi-level thresholding, and active contours without edges 

method. Comparison of these methods for segmentation of lungs is given below.  

 

• Watershed Transformation And Region Merging 

By observing Figure-3.11 and Table-4.2, we can state that WTRM is a very 

efficient tool for segmentation of lungs. Moreover, because running only stage-1 in 

Algorithm-2 is enough for segmentation of the lungs the elapsed time is short 

compared to the other methods..   

 

 
Method 
 

Negative 
Rate Metric 

(NR) 

 
Elapsed 

Time 
(sec) 

Watershed Transformation and 
Region Merging 

0.2177 8128 

Region Growing 0.00037 37.4 

Multi-level thresholding 0.0077 253 

Active Contours without Edges 
(with three level set functions) 

0.14380 101.2 
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 Figure-4.1:  3D surface model for bones-1 
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Figure-4.2:  3D surface model for bones-2 
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• Parametric Deformable Models (GVF Snakes) 

By observing Figure-2.4.8(b) and Table-4.2, we can state that using GVF snakes for 

segmentation of lungs does not produce accurate results compared to other methods. 

Moreover, because right and left sides of the lungs are not connected, one must 

always use two different snakes, and locate each snake very carefully to avoid 

converging to wrong edges. 

 
 

• Region Growing 

By observing Figure-2.2.8 and Table-4.2, we can state that region growing is a very 

efficient segmentation method for segmentation of lungs, with the lowest NR value. 

It needs user interaction for planting seeds, but the number of seeds is only two for 

every image in the volume dataset. On the other hand, region growing is very 

sensitive to noise.  

 

• Active Contours without Edges  

By observing Figure-2.4.43 and Table-4.2, we can state that active contours without 

edges method with three level set functions produces acceptable results for 

segmentation of lungs within an acceptable time period. Because active contours 

without edges method with three level set functions can perform segmentation of 

lungs, bones, fat and muscle tissues automatically and fastly, one can use this 

method for segmentation of lungs while simultaneously performing segmentation 

for other tissues and organs.  

 
• Multi-level Thresholding 

By observing Figure-2.1.7 and Table-4.1, we can state that, multi-level thresholding 

produces acceptable results for segmentation of lungs, with a low NR value. On the 

other hand it requires too much time even for one image.    

 
Results obtained for segmentation of lungs by WTRM and region growing 

algorithms are comparable, because WTRM does not require user defined seed 
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points, we decided to use WTRM algorithm for segmentation of lungs. In Figure-

4.3 and Figure-4.4, a 3D surface model for lungs with trachea is generated by using 

the segmented images obtained with WTRM method.    

 

Table 4. 2: Numerical Results for segmentation of lungs 

 
 
 
 
 
 
 

 
 
 
 

   
 
 
 
 
 
 

 

 

4.3. Segmentation of Fat Tissue 
 
Practically applicable methods for segmentation of fat tissue are watershed 

transformation, active contours without edges algorithm and region growing. 

Comparison of these methods for segmentation of fat tissue is given below.  

 
• Watershed Transformation And Region Merging 

 
By observing Figure-3.10 and Table-4.3 we can state that using WTRM produces 

accurate results for segmentation of fat tissue. On the other hand, because WTRM 

performs segmentation of all tissues and organs simultaneously the elapsed time is 

very long. 

 
Method 
 

Negative Rate 
Metric 
(NR) 

 
Elapsed Time 

(sec) 

Parametric Deformable 
models 
(GVF Snake) 

0.26234 85.6 

Region Growing 0.00011 52.4 

Watershed Transformation 
and Region Merging 

0.0068 42 

Multi-level thresholding 0.1218 253 

Active Contours without 
Edges (with three level set 
functions) 

0.1021 101.2 
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Figure-4.3:  3D surface model for lungs-1 
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Figure-4.4:  3D surface model for lungs-2 
 

 
• Region Growing 

 
By observing Figure-2.2.4(e) and Table-4.2, we can state that region growing 

produces accurate results for segmentation of fat tissue in an acceptable time period. 
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On the other hand, region growing algorithm needs user interaction for planting 

seeds.  

 

•  Active Contours without Edges  

By observing Figure-2.4.40 and Table-4.2, we can state that active contours without 

edges method with three level set functions is a very efficient tool segmentation of 

fat tissue, with the lowest NR value.   

 

Because it does not require a seed point and produces the most accurate results in an 

acceptable time period, we used active contours without edges method for 

segmentation of fat tissue. The 3D surface model of fat tissue shown in Figure-4.5 

and Figure-4.6, is generated by using the segmented images obtained with active 

contours without edges method.  

 

Table 4.3: Numerical Results for segmentation of  fat tissue 
 

 
 
 
 
 
 
 
 
 
 

 
 

 
 

 
Method 
 

Negative Rate 
Metric 
(NR) 

 
Elapsed Time 

(sec) 

Region Growing 0.10473 85.6 

Watershed Transformation 
and Region Merging 0.04713 8128 

Active Contours without 
Edges (with three level set 
functions) 

0.00740 
 

101.2 
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Figure-4.5:  3D surface model for fat tissue-1 
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Figure-4.6:  3D surface model for fat tissue-2 

 
 
  
4.4. Segmentation of Muscle Tissue 
 
Applicable methods for segmentation of muscle tissue are; WTRM, region growing 

and active contours without edges algorithm. Numerical results for segmentation of 

muscle tissue with these methods are given in Table-4.4. Comparison of these 

methods for segmentation of muscle tissue is given below.  

 

• Watershed Transformation And Region Merging 

By observing the Figure-3.9 and Table-4.4, we can state WTRM produces accurate 

results for segmentation of muscle tissues. On the other hand, the elapsed time is 

very long compared to other methods.  
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• Region Growing 

By observing the Figure-2.2.4(b) and Table-4.4, we can state that region growing is 

an efficient tool for segmentation of muscle tissues with the lowest NR value. On 

the other hand, because it needs user interaction for planting a lot of seeds in each 

frame, it is not very practical.  

 

• Active Contours without Edges  

By observing Figure-2.4.39 and Table-4.2, we can state that active contours without 

edges method with three level set functions is a very efficient tool for segmentation 

of muscle tissue  with a very low NR value, and  with an acceptable elapsed time 

with respect to WTRM.   

 

Table 4.4: Numerical Results for segmentation of  muscle tissue 
 
 
 
 
 
 
 
 
 
 
 
  
  

 
 

 
We can easily state in the sense of NR values, results obtained with each method is 

comparable. However, because it does not require a user defined seed region and 

performs segmentation of muscle tissue in an acceptable time period, we preferred 

to use active contours without edges method to obtain the 3D surface model of 

muscle tissue shown in Figure-4.7 and Figure-4.8.  

 
Method 
 

 
Negative Rate 

Metric 
(NR) 

 
Elapsed Time 

(sec) 

Region Growing 0.03921 76.8  

Watershed Transformation 
and Region Merging 0.06544 

 
8128 

 
Active Contours without 
Edges with three level set 
functions 

0.04550 101.2 
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Figure-4.7:  3D surface model for muscle tissue-1 
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Figure-4.8:  3D surface model for muscle tissue-2 
 

 
 

4.5. Segmentation of Heart 
 
Since the heart as an organ contains various tissues like heart muscle and fat, it is 

represented with different gray levels and has a large variance, which can be 

observed in the original image and the base image (see Figure-1.1 and Figure-1.6 

respectively). Moreover, the mean gray level of the heart shows serious differences 

in different slices, in contrast to the other organs and tissues. Due to the above given 

reasons, segmentation of the heart as an organ is the most challenging problem in 

our study.  Therefore, obtaining a perfectly working method for segmentation of 

heart is a very difficult task. Below we compared the results obtained for 

segmentation of heart using various segmentation methods.  

 

Because of the high variance of the heart, region based methods generally fails in 

segmentation of heart. Deformable methods are more useful for this task. However 
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as in GVF Snakes, suggesting an initial contour is a hard task. Applicable methods 

for segmentation of the heart tissue; WTRM, active contours without edges, and 

GVF snakes. Comparison of these methods for segmentation of heart is given 

below. Numerical results for segmentation of the heart are given in Table-4.5.  

 

• Watershed Transformation And Region Merging  

WTRM can not perform segmentation of heart by region merging completely, 

instead segmentation of heart can be done manually by selecting sub-regions of 

heart.  By observing Figure-3.12 and Table-4.5, we can state that WTRM is a very 

efficient tool for segmentation of the heart with the lowest NR value. The drawback 

of this method for segmentation of the heart is: it requires user interaction for 

merging regions belong to the heart, and it takes extremely long time compared to 

other methods.   

 

• Region Growing 

Because of the high variance in the gray-level value  and low-contrast between its 

neighboring tissues (bones and muscle tissues), segmentation of the heart is not 

very accurate using region growing. This can be observed from Figure-2.2.7 and 

Table-4.5.  

 

• Parametric Deformable Models (GVF Snakes) 

By observing the resultant image in Figure-2.4.7 and Table-4.5, we can state that 

we can accurately segment the heart using GVF snakes. This is because parametric 

deformable models do not take the variance or the mean value of the region into 

account, and therefore using GVF snakes for segmentation of the heart looks 

appealing. However, GVF snakes are not very practical, because the geometry in 

torso is variable and therefore we must suggest an initial contour for every image in 

the volume dataset.  

 

 

 



 162 

• Active Contours without Edges  

Similar to WTRM, active contours without edges method can not perform 

segmentation of the heart automatically; instead a user interaction is required for 

selecting sub-regions belonging to the heart after primitive segmentation using level 

sets. By observing Figure-2.4.40 and Table-4.5, we can state that active contours 

without edges method with three level set functions is a very efficient tool for 

segmentation of the heart with a very low NR value.  The drawback of this method 

for segmentation of the heart is: it requires user interaction for merging regions 

belonging to the heart.   

 

We can easily state that results of WTRM and active contours without edges 

algorithm for segmentation of the heart are comparable. Therefore, we  used both of 

these methods for generating a 3D surface model of the heart. In Figure-4.9 and 

Figure-4.10, a 3D surface model for heart is generated by using the segmented 

images obtained with active contours without edges method. The 3D surface models 

in Figure-4.11 and Figure-4.12 are obtained by using WTRM.    

 

Table 4.5: Numerical Results for segmentation of the heart 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 

 
Method 
 

Negative Rate 
Metric 
(NR) 

 
Elapsed 

Time 
(sec) 

Region Growing 0.22029 28.4 

Watershed Transformation 
and Region Merging 0.0029 

 
>8128 

 
Active Contours without 
Edges with three level set 
functions 

0.00892 101.2 

Parametric Deformable 
Models(GVF Snakes) 0.09819 85.6 
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Figure-4.9:  3D surface model for the heart-1 (generated from segmented images 

obtained by active contours without edges method ) 



 164 

 
 

 
 
Figure-4.10:  3D surface model for the heart-2 (generated from segmented images 

obtained by active contours without edges method) 
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 Figure-4.11: 3D surface model for the heart-3 (generated from segmented 

images obtained by watershed transformation and region merging method) 
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 Figure-4.12: 3D surface model for the heart-4 (generated from segmented 

images obtained by watershed transformation and region merging method) 
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CHAPTER 5 
 
 

5   DISCUSSION AND CONCLUSIONS 
 
 

 

In this study, we focused on segmentation of main tissues and organs in the human 

torso using fundamental medical image segmentation algorithms. These algorithms 

are applied to CT images and their performances are evaluated for each tissue in the 

torso.  

 

Segmentation results given in Chapter-2 and Chapter-3 shows that none of the 

segmentation methods can give a complete solution for segmentation of all the 

tissues in torso. Instead, each method has some advantages as well as some 

drawbacks, and produces accurate results for segmentation of a specific tissue or 

tissues. 

 

Multi-level thresholding provides accurate results for segmentation of the bones 

with three threshold values, however using more than three threshold values 

requires an extremely long time, and it does not take into account the spatial 

characteristics of the image. Therefore, it is very sensitive to noise and produces 

scattered and disconnected regions. On the other hand, it produces accurate results 

for segmentation of bones.  

 

Parametric deformable models, like GVF snakes are very efficient segmentation 

methods and widely used in segmentation applications. However, for segmentation 

of most of the tissues in the torso, this method is not very practical. For example, 

parametric snakes can not split or merge during deformation, and therefore 
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segmentation of bones is not practical with this method. Moreover, parametric 

deformable methods are not very efficient in obtaining boundary concavities. 

Therefore, using parametric deformable models for segmentation of muscle and fat 

tissues is not appropriate. On the other hand, since parametric deformable models 

deform under the effect of internal and external forces, and do not depend on the 

variance or mean value, these methods can be used for segmentation of the heart. 

However, an initial contour and some parameters must be suggested by the user for 

each image.  

 
We implemented active contours without edges method, which is classified under   

geometric deformable models. We can state that because active contours without 

edges method with one level set function divides the image into only two disjoint 

regions, it is not possible to use it for segmentation of fat, muscle, heart, bones or 

lungs separately. Therefore, we extended this method by using more than one level 

set function to partition the image into more than two disjoint regions. By using 

three  level set functions, we performed the complete division of the image into 

eight disjoint regions, and obtained accurate results for segmentation of the heart, 

lungs, fat and muscle tissues. For segmentation of the bones, obtained results were 

acceptable. We can easily state that active contours without edges method with 

three level set functions provides complete solution for segmentation of all of the 

tissues except bones.  

 
In our study, watershed transformation and region growing algorithms are 

implemented as region based methods. Implemented region-growing method is 

based on seeded region growing, and integrated with edge detection. By integrating 

region growing and edge detection, flooding of growing process through salient 

edges is prevented, and satisfactory results within relatively acceptable computation 

times are obtained for every tissue except heart. Region growing method produced 

best results for segmentation of bones, lungs and muscle tissue, and comparable 

results for other tissues in the sense of NR values. The drawback of this method is 

that it requires user defined seed regions and is very sensitive to noise.   
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Watershed transformation is a very useful tool because it produces a complete 

division of the image in separated regions. However, these primitive regions must 

be classified further to obtain a complete segmentation of each tissue. Therefore, we 

applied watershed transformation and region merging algorithm to merge similar 

regions using a region dissimilarity function. However, the region merging process 

takes too much time and sometimes fails to merge regions belonging to the same 

tissue. Therefore, we used K-means clustering to obtain a pre-classification before 

region merging process, in order to decrease the computation time.  Nevertheless, 

this segmentation method requires too much computation time. On the other hand, 

by using this method we can automatically obtain satisfactory results for 

segmentation of all tissues except bones.  

 

There are still unresolved problems and room for improvements in this study. In 

future work following studies can be performed for further improvements:  

 

• Different approaches may be applied to overcome the problem of obtaining 

a complete solution for segmentation of the heart. A possible solution can be 

obtained by using a hybrid method which integrates parametric deformable 

models, region growing and intensity based segmentation methods. In this 

method, we can use the advantage of one method to compensate other’s 

disadvantage. For example, by using seeded region growing, an initial 

segmentation can be obtained. Moreover, at the borders of the resultant 

region, a GVF snake can be initialized. In this way we can get rid of the 

manual initialization of the snake, and the dependency to image statistics 

(variance, mean value) by using GVF snakes.    

 

• Clustering based methods can be implemented, and resultant unconnected 

regions can be connected by integrating these methods with some other 

methods to obtain useful hybrid methods. 
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• Deformable models and region growing algorithm can be implemented 

directly in 3D [63, 59, 64,65].  

 

• Active contours without edges method can be implemented by using more 

than three level set functions, where we can divide the image into four or 

more disjoint regions [66].  

 

• In watershed transformation, oversegmentation can be decreased by using 

markers for initially starting the flooding process [67]. 

 

• Because heart is a dynamic organ that deforms during pumping blood to the 

body, segmentation of this organ can be managed more efficiently using 4D 

CT images, which are obtained in one cardiac cycle and has time 

information in addition to all three spatial dimensions.  
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APPENDIX A 

APPENNDICES 
 

A ANISOTROPIC FILTERS 

 

 

 

Anisotropic Filters are iterative, filters that introduced by Perona and Malik 

[68]. In our study these filters are used for noise removing and edge preserving 

smoothing purposes.  

Because convolving the original image with a Gaussian kernel makes it 

difficult to obtain accurately the locations of the “semantically meaningful” edges at 

coarse scales, anisotropic filters are preferred. Anisotropic filters sharpen edges 

while smoothing other non-edge regions, there for while smoothing the image, edge 

information is preserved.   

 

Perona and Malik formulate the anisotropic diffusion filter as a diffusion 

process that encourages intra-region smoothing while inhibiting inter-region 

smoothing. Mathematically, the process is defined as follows:  

 

),,().,,(),,(),,()),,(),,(.(),,( 2
tyxItyxctyxItyxctyxItyxctyxI

t
∇∇+∇=∇∇=

∂

∂
   A.1  

 

 I :  Original image 

 t :  time (step) 

),,( tyxc : Diffusion coefficient  

 

If we assume that c(x,y,t) is a constant then, 
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In addition, assume we knew the locations of the region boundaries appropriate for 

that time scale t. We would want to encourage smoothing within a region and 

inhibiting smoothing across the boundaries. This could be achieved by setting the 

conduction coefficient to be 1 in the interior of each region and 0 at the boundaries. 

The blurring would then take place separately in each region with no interaction 

between regions. The region boundaries would remain sharp.  

 

 However, we do not know the boundaries of the image at time t, but we can 

estimate it. Let  E(x,y,t) be an estimate of image boundaries at time t, then  the 

conduction coefficient c(x,y,t) can be chosen to be a function c = g ( ),,( tyxE  ).  

According to the previously stated function for diffusion coefficient, g ( ), has to be 

a nonnegative monotonically decreasing function with g (0) = 1. We can estimate 

the image boundaries by using the gradient of the image.  

 

 )),,((),,(

),,(),,(

tyxIgtyxc

tyxItyxE

∇=

∇=

 

 

Two different diffusion functions are proposed by Perona and Malik [68], for g (.) 

giving perceptually similar results. (see Figure-A.1) 

2
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)(or              ))(exp()(
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+

=−=                                                  A.2 

 

 

According to the equation-A.2, we can write the diffusion coefficient as; 
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the first privileges high-contrast edges over low-contrast ones, the second privileges 

wide regions over smaller ones, and  K is the  diffusion constant. 

 

 

 

 

 

Figure-A.1 : Diffusion functions plotted as a function of a variable t 
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Numerical Implementation 

The discrete implementation of the nonlinear anisotropic diffusion filter is 

straightforward. In the discrete domain, a gradient or derivative can be 

approximated as the difference in intensity between neighboring elements in the 

image, and the  filter is iterative.  

[ ]t

jiWWEESSNN

t

ji

t

ji IcIcIcIcII ,,
1

, .... ∇+∇+∇+∇+=+ λ           A.5 

where 25.00 ≤≤ λ  for the numerical scheme to be stable, and N, S, E, W are the 

mnemonic subscripts for North, South, East, West, and the symbol ∇ (not to be 

confused with ∇ , which we use for the gradient operator) indicates nearest-

neighbor differences[68]: 
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and the conduction coefficients are updated at every iteration, 
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                                       A.6 

 
The conduction coefficients are obtained from A.6, and the filtered image is 

obtained from A.5. Visualization of diffusion among pixels in an image I (i,j,t) is 

given in Figure-A.2.  
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Figure- A.2:  Visualization of diffusion among pixels in an image. 

 
 
 
EXPERIMENTAL RESULTS  

 

The test image is given in Figure-A.3, and the noisy image is given in Figure-A.4.  

Original image is exposed to Gaussian noise, and  the SNR is 10 dB.  

 

We applied anisotropic diffusion filter with the following parameters to remove the 

noise.  

 
Diffusion Const (K): 30 

Lambda=0.25; 






















 ∇
−=

2
),,(

exp),,(
K

tyxI
tyxc , and the number of iterations is 30.  

 

By observing Figure-A.5, result of anisotropic diffusion filtering we can state that 

noise is successfully removed, however we still have some peaks at the borders.  

 

We also applied anisotropic diffusion filter with the other diffusion coefficient 

given in equation-A.4, with the same parameters given previously.  
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By observing the filtered image given in Figure-A.6, we can state that noise is 

removed successfully, without peaks at edges as in Figure-A.5, but in this case 

edges of the object are smoothed significantly.  

 
 
 

 

(a) 

 

(b) 

 

Figure-A.3:   (a) Original image,(b) 3D visualization 
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(a) 

 

(b) 

 

Figure-A.4:  (a) Noisy image,(b) 3D visualization 
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(a) 

 

(b) 

 

Figure-A.5:   Filtered image with diffusion coefficient given in equation A.3 (a) 

Filtered  image,(b) 3D visualization 
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(a) 

 

(b) 

 

Figure-A.6:  Filtered image with diffusion coefficient given in equation A.4 (a) 

Filtered  image,(b) 3D visualization 
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APPENDIX B 

 

 

B      IMPLEMENTATION of ALGORITHMS 
 
 

       

B.1. Pseudo Code of the Region Growing Algorithm. 

 

Initialization : 

• Label seed points according to their initial  grouping 

• Put neighbors of seed points to T 

• Compute the Edge-Map 

Region Growing 

while dynamic queue  is not empty do 

• Get the pixel  N(x) from top of the dynamic queue 

• If it is not labeled with another label different from the  

region it intersects (Ri) 

o Apply dissimilarity Test 

o If (N(x) passes the test) 

� Label N(x)  with the label  of  (Ri). 

� Update mean value of (Ri).  

� Add neighbors of N(x) to  the 

dynamic queue  

end   
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B.2. Implementation of the Watershed Transformation  

 

• First, sort all the pixels of the image in an increasing with respect to the gray 

level values from hmin to hmax . 

• After the sorting step, flooding step of the catchment basins is started. 

•  Suppose that flooding step up to gray level h is done and all the catchment 

basins that have a minimum lower or equal to h is found, then we proceed to 

gray level h+1, find the pixels with gray level of h+1 and label them with a 

special value MASK.  

�  Among those pixels that were labeled with MASK,  

• if their neighbors are labeled as watershed or labeled with another 

catchment basins label, they are put into a queue. The queue is in first-

in-first-out data structure. Then utilizing the set of pixels in the queue, 

we extend the catchment basins by computing the geodesic influence 

zones. 

•  The pixels which are labeled with MASK, but were not taken into the 

queue (because none of their neighbors are labeled as watershed or 

labeled with another catchment basins label) are assumed as a newly 

discovered catchment basin and labeled with a new label. This process 

goes on until h=hmax.  
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B.3. The Pseudo Code for Watershed Transformation and Region 

Merging Algorithm-1  

  

Algorithm-1 Pseudo Code 

 

Input: watershed segmented image with M sub-regions 

Output: Segmented Image 

• Compute the RAG  

• i

MN : neighboring regions of i

MR  // NoN: Number of Neighbors 

İteration: for i=1: M // for all sub-region 

o while ( NoN !=j )  // check all the neighboring regions 

� compute ),( , ji

M

i

M NRδ  

• If( ),( , ji

M

i

M NRδ <T=true) then 

Merge regions i

MR  and ji

MN
, ; 

Update mean value of i

MR ; 

Update RAG; 

Compute new neighboring regions and NoN  

j=1; 

• Else 

    j=j+1; 

• End If 

o End While; 

 End For; 
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APPENDIX C 

 

 

C     DISCRETIZATION of DEFORMABLE MODELS for 
NUMERICAL IMPLEMENTATION  

 
 
 

C.1.  Discretization of Snake Formulation 

 

By approximating the derivatives given in equation 2.4.16 with finite differences, 

and converting to the vector notation, we obtained the following set of discrete 

equations: 

 

As stated section-2.4.2, the contour is represented by a set of control points in 

which each control point has a position, given by (x, y) coordinates as below: 

( ) ( )),(),,(, tnihYtnihXYXX
n

i

n

i

n

i ∆∆==  

where i is the  control point index of the contour, n is the time index, and h is  the 

step size in space. Thereby, the partial derivative of X with respect to t, in equation 

2.4.16 can be written as follows: 

t
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Similarly the elastic energy term in equation 2.4.16 can be written as; 

[ ])()(
1

1112

n

i

n

ii

n

i

n

ii XXXX
hs

X

s
−++ −−−=








∂

∂

∂

∂
ααα

 

and let us call the elastic energy term n

iA .  
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The bending energy term can be written as; 
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and let us call the elastic energy term n

iB .  
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By setting the external force term as below, we obtained the discrete form of the 

equation-2.4.16 as in equation below .   
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C.2. Discretization of a Level Set Function 

 
The discretization of (2.4.36) is given as: 
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for more details about discretization of equation 2.4.37, the we refer the reader to 

[59] . The algorithm is below: 

 

Initialize 
µλλ ,,,, 21 ht∆

, 
0φ

 by initial contour 0φ
, n=0,  

For    total number of iterations 

  Compute )(1
n

c φ and )(2
n

c φ from (2.4.35)    

Compute 
1+nφ  from (2.4.36) 

End  

 
 
 
 
 
 
 
 


