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Supervisor

Examining Committee Members

Prof. Dr. Semih Bilgen (METU, EEE)
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ABSTRACT

RELIABLE REAL-TIME VIDEO COMMUNICATION IN WIRELESS SENSOR
NETWORKS

Ayran, Orhan

M.Sc., Department of Electrical and Electronics Engineering

Supervisor: Assoc. Prof. Dr. Özgür Bar�ş Akan

February 2007, 58 pages

Many wireless sensor network (WSN) applications require ef�cient multimedia

communication capabilities. However, the existing communication protocols in the

literature mainly aim to achieve energy ef�ciency and reliability objectives and do

not address the multimedia communication challenges in WSN. In this thesis, com-

prehensive performance evaluation of the existing transport protocols is performed

and it has been shown that the existing proposals achieve very poor performance in

terms of large set of metrics such as packet delivery rate, end-to-end packet delay,

bandwidth and energy ef�ciency, frame peak signal-to-noise ratio (PSNR), delay-

bounded frame PSNR, frame delivery probability, frame end-to-end delay and jitter.

Based on these results, an energy-ef�cient real-time and reliable video sensor com-

munication protocol (VSCP) is introduced for WSN. VSCP estimates video quality

perceived by sink using lost segments of video frames and aims to maintain the over-

all reliability at a given level with minimum energy expenditure. Source data rates

are adjusted in a quality adaptable manner according to the network conditions and
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the overall reliability computed by sink. QSC (quality scalable coding) encoding

technique is used to produce a nearly constant quality video at a given maximum

data rate during adjustment of source data rates. Performance evaluations show that

VSCP protocol signi�cantly outperforms the existing proposals in terms of multime-

dia communication performance metrics in WSN.

Keywords: Sensor Networks, Transport Protocol, Video Transport, Reliability, Con-

gestion Detection

v



ÖZ

TELS�IZ SENSÖR A �GLARINDA GERÇEK ZAMANLI VE GÜVEN�IL�IR V�IDEO
�ILET�IM�I

Ayran, Orhan

Yüksek Lisans, Elektrik ve Elektronik Mühendisli�gi Bölümü

Tez Yöneticisi: Doç. Dr. Özgür Bar�ş Akan

Şubat 2007, 58 sayfa

Birçok TSA (Telsiz Sensör A�g�) uygulamas�, verimli ço�gulortam iletişimine ih-

tiyaç duymaktad�r. Ancak, mevcut iletişim protokolleri temelde enerji verimlili�gi

ve güvenilirlik konular�n� ele al�rken TSA'daki ço�gulortam iletişim zorluklar�na de-

�ginmemektedir. Bu tezde, TSA için tasarlanm�ş olan taş�ma katman� protokolleri-

nin ço�gulortam iletişimindeki başar�mlar� incelenmiş ve mevcut protokollerin, paket

aktar�m h�z�, uçtan uca paket gecikmesi, bant ve enerji kullan�m verimlili�gi, çer-

çeve sinyal gürültü oran� tepe de�geri (PSNR), zaman s�n�rl� çerçeve PSNR'si, ba-

şar�l� çerçeve aktar�m olas�l��g�, uçtan uca çerçeve gecikmesi ve se�girmesi gibi ba-

şar�m metrikleri aç�s�ndan çok düşük başar�m sergiledikleri gözlemlenmiştir. Bu

sonuçtan yola ç�karak TSA'da gerçek zamanl�, enerji etkin ve güvenilir video ile-

timini hede�eyen bir iletişim protokolü (VSCP) tasarlanm�şt�r. VSCP protokolü,

kaybolan çerçeve parçalar�n� kullanarak, al�c� taraf�nda elde edilen video kalitesini

yaklaş�k olarak hesaplamakta, uyguluman�n ihtiyac� olan güvenilirli�gi enerji ve a�g

etkin bir biçimde istenilen seviyelerde tutmaya çal�şmaktad�r. Yaklaş�k olarak sabit
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bir video kalitesi elde etmek ve gönderici veri h�zlar�n� ayarlamak için de�gişken

kaliteli kodlama tekni�gi kullan�lm�şt�r. Yap�lan başar�m testleri, ço�gulortam başar�m

metrikleri aç�s�ndan, VSCP'nin mevcut protokollerden çok daha iyi sonuç verdi�gini

göstermektedir.

Anahtar Kelimeler: Sensör A�glar�, Taş�ma Katman� Protokolü, Video �Iletimi, Güvenilirlik,

T�kan�kl�k Sezimlemesi
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CHAPTER 1

INTRODUCTION

Wireless Sensor Networks (WSN) are, in general, multi-hop ad hoc networks

composed of small sensor nodes with limited capabilities in terms of power, process-

ing, memory and communication ranges. Recently, considerable amount of research

efforts have yielded many promising communication protocols to address the chal-

lenges posed by the WSN paradigm. However, these research results mainly address

the reliable and energy-ef�cient communication problems of the WSN applications

which primarily require conventional data communications. Nevertheless, there ex-

ist many proposed WSN applications such as target tracking, source localization,

discovering and following rare animal species, controlling the vehicle traf�c in high-

ways and railways which may also involve in collecting information in the form of

multimedia such as audio, image, and video; and hence necessitate ef�cient multi-

media communication in WSN [3].

Wireless Multimedia Sensor Network (WMSN) is a sensor network composed

of small sensor nodes with multimedia sensing capability such as video and au-

dio. Traditional Wireless Sensor Network (WSN) applications are based on simple

scalar measurements of sensor nodes and require low bandwidth due to limitations of

sensor nodes in terms of power, bandwidth, processing, memory capabilities. How-

ever, recent advances in multimedia hardware such as small and inexpensive CMOS

cameras, low-power, high-performance processors, and improvements in embedded

device technology promise a wide range of new WSN applications involving area
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surveillance, environmental monitoring, tracking etc. [11].

The need for multimedia delivery in WSN brings extra communication chal-

lenges which are not suf�ciently studied yet. Multimedia applications require strict

quality of service (QoS) guarantees of high bandwidth, short inter-packet and end-

to-end delays. In addition to limited capabilities of sensor nodes, due to event-based

and multi-sender nature of WSN, high bandwidth demand itself brings a set of chal-

lenges. Huge amount of traf�c generated by multiple sources within an event area

increases probability of network congestion. If sources are deployed close to each

other in the �eld, there will be a contention bottleneck around the event area causing

source node queues to build-up resulting a congestion event. Congestion not only

causes packet losses due to queue over�ows, but it also increases delay of packets

that are successfully forwarded towards sink. This causes late losses which waste

sensor nodes energy since packets having long delays are dropped by application.

Another challenge is due to temporally and spatially correlated nature of multimedia

data. For example, a wide range of video encoders perform predictive coding which

exploits spatial correlation of inter-frames. In such a case, quality of a received frame

depends on successful reception of the previous one. Hence, burst of packet losses

is another problem which decreases application reliability at the same time wasting

sensor node resources.

In addition to challenges of multimedia communication itself, there are other

dif�culties posed by WSN in multimedia communication. In WSN, information

needed by sink is formed by collective effort of a number sensor nodes within an

event area. Hence, communication protocols should provide an event-to-sink reliable

transport mechanism instead of an end-to-end reliability [2]. There are two main

challenges of event-to-sink reliability for multimedia delivery in a WSN;

• In-network processing of data gathered from multiple sensors in order to ex-

tract relevant information needed by sink. First, multimedia data such as video

is two dimensional and different images captured by sensors at different time

instants makes the aggregation process very challenging. Although many re-

search studies have been done such as image registration [13], fusion of images
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with non-linear, locally dependent geometric distortions is an open issue and

needs further research effort. Second, complex in-network processing of mul-

timedia data decreases battery-limited sensor lifetimes due to huge amount of

data exchanges between sensor nodes.

• Successful processing of spatially and temporally correlated received data at

sink in order to provide reliable results to the end-user. It is inevitable to have

powerful algorithms at sink to pre-process multimedia data gathered from mul-

tiple sensors to give relevant information required for application. However,

challenges discussed for in-network processing are also valid for sink-based

processing when exploiting spatial and temporal correlation of multimedia

data.

In terms of communication protocol stack, event-to-sink reliability can best be

provided by exchanging data between various communication layers in a WSN, thus

using a cross-layer approach. Indeed, reliable data transport is the main objective of

transport layer. However, reliable collective multimedia delivery depends on various

parameters such as different delays, different quality levels of received data from

multiple sensors, energy consumption and packet loss rates and the only way to

obtain an overall reliability measurement is combining information gathered from

different layers of protocol stack such as MAC layer for queuing delays, application

layer for quality of decoded multimedia data, network layer to obtain statistics of

different data �ows and so on.

Clearly, reliable multimedia delivery techniques are imperative to realize ef�-

cient multimedia communication in WSN. With this regard, the main focus of this

thesis is to comprehensively evaluate the performance of the existing WSN transport

layer protocols in multimedia communication scenarios and to design a communi-

cation protocol for WSN to achieve reliable and ef�cient real-time video delivery

in terms of application-speci�c reliability requirements such as aggregated received

video quality, delay and energy consumption. To this end, �rst a wide range of sim-

ulations are performed and results are presented to clearly assess the performance

and point out the shortcomings of the currently proposed transport protocols in mul-
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timedia communication, and then a protocol, VSCP (Video Sensor Communication

Protocol) is proposed that overcomes these shortcomings in an ef�cient way.

The rest of this thesis is organized as follows. In Chapter 2, a brief overview of

the existing transport protocols and results of performance evaluation experiments

are presented. Design and performance evaluation of the VSCP protocol are given

in Chapter 3. Concluding remarks are given in Chapter 4.
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CHAPTER 2

PERFORMANCE EVALUATION OF EXISTING TRANSPORT
PROTOCOLS

2.1 Overview of Existing Protocols and Multimedia Challenges

Currently, there exist several transport protocols [2, 6, 7, 8, 9, 10] proposed to

achieve congestion control and/or energy-ef�cient reliable data delivery for conven-

tional data communication in WSN. Main properties of these protocols are summa-

rized in Table 2.1. Although these protocols provide congestion detection or reliable

transport functionalities, none of them supports real-time (RT) communication or

provides quality-of-service (QoS) guarantees in terms of delay and minimum band-

width requirements. RMST [8] performs strict (i.e., 100%) packet-based reliability

which only leads to waste of sensor resources due to loss-tolerant nature of mul-

timedia. ESRT [2] provides reliable event detection, however it neither considers

nor addresses the requirements of multimedia delivery in WSN. On the other hand,

GARUDA [10] and PSFQ [9] provide energy-ef�cient reliable delivery of sensing

commands and queries over the reverse path, i.e., from the sink to the sensor nodes,

which is irrelevant to the problem of multimedia communication from the sensor

�eld to the sink, thus, GARUDA and PSFQ are not included in the experiments.

2.1.1 ESRT (Event-to-Sink Reliable Transport)

ESRT [2] aims to achieve reliable event detection with minimum energy ex-

penditure and congestion resolution. It provides both congestion and reliability con-

5



Table 2.1: Summary of Existing Transport Protocols for WSN

Name Direction Congestion Reliability QoS or RT
Detection Support Support

ESRT [2] Forward Passive Application -
CODA [6] Forward Active - -
SenTCP [7] Forward Active - -
RMST [8] Forward - Packet -
PSFQ [9] Reverse - Packet -
GARUDA [10] Reverse - Packet -

trol schemes. ESRT is a sink-based protocol where the sink computes event reliabil-

ity (i.e., number of data packets received divided by desired number of data packets

expected to be received) periodically at each decision interval. Intermediate sensor

nodes monitor their buffer level for congestion detection. When sensor nodes realize

that their buffer will over�ow in the next decision interval, they notify the sink by

setting congestion bit of data packets forwarded towards sink. The sink knowing

the current reliability and congestion existence in the whole network, updates the

reporting (sending) rates of all source nodes in order to maximize the reliability with

minimum energy usage. Under no congestion and low reliability, sending rate of

source nodes are increased multiplicatively, while when congestion exist and relia-

bility is low, an exponential decrease policy is used. ESRT provides reliable event

detection, however it neither considers nor addresses the requirements of multimedia

delivery in WSN.

2.1.2 CODA (Congestion Detection and Avoidance)

CODA [6] aims to provide an energy ef�cient congestion control scheme for

sensor networks. It has three key mechanisms:

• Congestion detection.

• Open-loop, hop-by-hop back-pressure.

• Closed-loop, multi-source regulation.
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Intermediate sensor nodes perform buffer level monitoring and channel status sens-

ing in order to detect congestion. Channel status is sampled periodically during

back-off to save energy. When the sensed channel load (i.e., number of times chan-

nel is busy) exceeds a threshold, a node broadcasts a suppression message as a back-

pressure signal and at the same time exercises the local congestion policy. When

source nodes receive the suppression messages, they decrease their sending rates.

In closed-loop multi-source regulation, if the event rate of a source exceeds some

fraction of the maximum theoretical throughput, it triggers sink regulation by setting

a regulate bit in the event packets it forwards to the sink which causes sink to send

ACKs at certain times. If a source node receives a prescribed number of ACKs dur-

ing an interval, it maintains its rate, otherwise the source node decreases its sending

rate.

CODA is speci�cally designed for congestion detection/avoidance and does

not de�ne how source data rates are decreased/increased for reliable event detec-

tion. Since real-time multimedia data packets, especially video packets are highly

correlated, packet based multiplicative decrease or additive increase methods de-

crease �nal reliability perceived by sink. Secondly, both hop-by-hop back-pressure

signalling and closed-loop multi-source regulation require the reverse channel to be

available when congestion occurs, which may not be the case when congestion is

due to huge amount of multimedia data traf�c.

2.1.3 SenTCP (Sensor Transport Control Protocol)

SenTCP [7] is a hop-by-hop congestion control protocol. Each intermediate

sensor node monitors packet arrival and service times to detect congestion. It uses

hop-by-hop congestion control such that each intermediate sensor node issues feed-

back signal backward and hop-by-hop. The feedback message, which carries local

congestion degree and the buffer occupancy ratio, is used for the neighboring sensor

nodes to adjust their sending rate in the transport layer.

SenTCP's congestion control mechanism is reactive, each intermediate sensor

node issues a feedback signal backward and hop-by-hop whether or not congestion
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exists. When there is no congestion, feedback signal is sent periodically while when

there is congestion it is sent at each packet arrival which has a side effect of decreas-

ing performance of multimedia communication where there is high data traf�c. In

addition to contention caused by high data rates of neighbor nodes, periodically sent

congestion detection packets increase the network load. SenTCP has no reliability

or QoS support which are needed for multimedia communication.

2.1.4 RMST (Reliable Multi-Segment Transport)

RMST [8] aims to provide reliable data delivery along the forward path (i.e.,

from sources to sink). It is designed to run above Directed Diffusion (to use its

discovered path from sensors to sink) in order to provide guaranteed reliability from

sensors to sink (delivery and fragmentation/reassembly) for applications. RMST is a

selective NACK-based protocol. RMST basically operates as follows. Firstly, RMST

uses timer-driver mechanism to detect data loss and sends NACK on the way from

detecting node to sources (Cache or non-Cache mode). Secondly, NACK receivers

are responsible for looking for the missing packet, or forward NACK on the path

towards sink if it fails to �nd the missing packet or in non-cache mode.

RMST is designed in order to provide 100 % guaranteed data delivery which

is not needed for multimedia delivery especially for real-time applications. It has no

congestion control, no energy conservation mechanism and application-level relia-

bility.

2.1.5 PSFQ (Pump Slowly Fetch Quickly)

PSFQ [9] aims to distribute data from sink to sensors by pacing data at a rel-

atively slow-speed, but allowing nodes that experience data loss to fetch (recover)

any missing segments from immediate neighbors very aggressively (local recovery,

�fetch quickly�). PSFQ provides reliability in the reverse path (i.e., sink-to-sensors)

and mainly aims to deliver the queries requested by the sink to the sensor �eld so it

is not suitable for multimedia communication that originates from sources towards

sink.
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2.1.6 GARUDA

GARUDA [10] aims to provide reliability in the reverse path (i.e., from sink to

sources). It has three primary components. Firstly, GARUDA uses WFP (Wait-for

First -Packet) pulse transmission to guarantee success of single/�rst packet deliv-

ery, in order to choose and construct Core sensors. Secondly, GARUDA performs

core election such that only sensors with hop-count of the form 3 ∗ i are allowed

to elect themselves as core sensors. GARUDA performs two phase loss recovery

(loss recovery for core and non-core sensors) using out-of-sequence NACK. Like

PSFQ, GARUDA provides reliability in the reverse path and hence not suitable for

multimedia communication in WSN.

2.2 Performance Evaluation

2.2.1 Simulation Environment

Simulation experiments are performed using ns-2 [19]. 50 nodes are randomly

placed in 200m X 200m �eld. 4 source nodes are randomly selected within an event

area of radius 70 m. Sink is randomly located within the �eld. Each node has a

queue size of 50, radio range of 40m, 2Mbps 802.11 MAC where link layer ARQ

and RTS/CTS exchange mechanisms are disabled. In [14] it is shown that using

shorter size packets, a better goodput can be obtained in a sensor network. However,

802.11 RTS/CTS exchange decreases throughput when packet size is small, so basic

access mechanism provides better performance. Directed Diffusion [5] is used as the

routing protocol. Simulations are performed for 25 times using random deployment

and the results are averaged. ESRT [2], CODA [6], SenTCP [7], and RMST [8]

(i.e., RMST is only included in video streaming simulations to observe the effect of

100% reliability objective on multimedia delivery performance) are included in the

experiments.

2.2.2 Data Traf�c With High Load

Traf�c originating by a multimedia event occurring in a densely deployed sen-

sor �eld yields high network load. Number of nodes positioned in the event area that
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are involved in the communication determines the level of the offered load. Here,

each source node is assumed to start transmission with the initial sending rate of 200

packets/sec and a packet size of 200 Bytes. Note that this corresponds to a multi-

media delivery scenario where the generated traf�c rate is 320 Kbits/sec per source.

Total data traf�c originating from 4 sources results 1.28 Mbps (800 packets/sec).
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Figure 2.1: Packet delivery rate.

As shown in �gures 2.1 and 2.2 number of dropped packets are always greater

than number of delivered packets for each protocol. SenTCP does not wait for con-

gestion to happen in order to notify the sources, since it does this periodically even if

no congestion occurs in network. There is always an increase in packet drop rate and

the protocol can not cope with congestion. In SenTCP when buffer ratio of a sen-

sor node exceeds some value, it tries to send feedback signal at each packet arrival,

which does not work under such multimedia scenarios where network is congested

because of high number of packets injected to the network. While sources are al-

ready trying to send high number of data packets to the sink, intermediate sensor

nodes are injecting the same number of packets to the reverse channel which makes

the situation worse. As a result, number of dropped packets increases with time, up

to a value more than 375 packets/sec.
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Figure 2.2: Packet drop rate.

CODA's open-loop hop-by-hop back-pressure mechanism needs the interme-

diate sensor nodes to detect congestion and notify the sources, but not only this

mechanism does not work when sources are not so close to each other but also un-

der congestion, reverse channel is not always available to forward these suppression

messages towards sources. Number of dropped packets are in the order of 250 pack-

ets/sec up to 100 sec, while it increases up to 300 packets/sec after on. Neither open-

loop nor closed-loop control mechanisms of CODA does not help with decreasing

the packet drop rate of the network to an acceptable value.

In ESRT, packet drop rate is at about 200 packets/sec and does not change

much until end of the simulation. First, ESRT does not need intermediate sensor

nodes to send extra messages (i.e., it uses the headers of packets that are to be for-

warded along sink) for congestion detection, not causing extra waste of energy at

these nodes, secondly all control mechanisms are provided by sink.

As shown in data traf�c simulation results, network is congested and works at

the full capacity when the data traf�c load is high as will be the case with multimedia

delivery. It is observed that the number of dropped packets are signi�cantly greater

than the received packets for all protocols. This shows that sensor nodes waste most
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Figure 2.3: End-to-end packet delay.

of their power in the scenarios where the data delivery requires high bandwidth.

As shown in Figure 2.3 end-to-end packet delay performances are not satisfactory

especially for WSN applications that require effective interaction of sink and sources.

Consequently, results obtained indicate that these protocols do not achieve ef�cient

communication when the offered network load is high which will be the case in

multimedia communication scenarios.

2.2.3 Real-time Video (MPEG-4) Streaming

A sample MPEG-4 [16] video sequence (i.e., Waterfall [23] encoded with ffm-

peg [21] encoder) of 250 frames and 1850 Bytes average frame length is used for the

simulations of real-time video streaming in WSN. Average frame PSNR is 38 dB,

GOP size is 12 with IP...P pattern. The initial frame rate is 30 frames/sec and the

frames are packetized into 100 Bytes. When the protocol reduces the sending rate,

the source omits the frame which has a sending time less than that of the next frame

to maintain the real-time delivery objectives.

Results are extracted using a video quality evaluation tool named Evalvid [20]

providing the received packets at the sink as an input to the tool. The sample video
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is �rst streamed with UDP (i.e., MTU=100 Bytes) between a client-server over a

real network (local area network) and sent packets are recorded to a �le. This �le

is used as an input to ns-2 such that each source within the event area reads this

�le (i.e., packet id, length) and sends packets accordingly. Received packets are

recorded to a �le by sink. The received trace-�le, sent trace-�le and sample video

are given to Evalvid as an input and reconstructed video, PSNR, end-to-end frame

delay, cumulative jitter are get as output. Since each packet trace has a time-stamp,

late losses are also handled by the tool applying a default static play-out buffer size

strategy. Lost frames/packets are zero padded during reconstruction of the MPEG

video, however, when decoding the video into raw image sequence for performance

evaluation, lost sections are concealed from the previously reconstructed frames.

2.2.3.1 Energy and Bandwidth Ef�ciency
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Figure 2.4: Energy usage ef�ciency.

Fraction of lost packets is an indication of waste of energy in WSN. Energy

ef�ciency can be approximated as the fraction of number of packets received at sink

to the total number of packets sent by source nodes as shown in Figure 2.4. The

energy ef�ciency of protocols is very low due to huge amount of packet loss. CODA
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and ESRT provides better energy ef�ciency than SenTCP and RMST since their

congestion detection mechanisms (i.e., although congestion is not resolved at all)

detects congestion at certain times and source rates are decreased. Since less number

of packets are injected to the network, this causes the percentage of dropped packets

to decrease.
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Figure 2.5: Normalized bandwidth utilization.

The normalized bandwidth utilization, i.e., the ratio of source sending rate

to the required sending (initial) rate, is shown in Figure 2.5. SenTCP and RMST

preserve the initial source sending rates while ESRT and CODA try to regulate the

source sending rates to decrease the congestion level. Although SenTCP has conges-

tion detection scheme, it does not work when amount of traf�c injected by multiple

sources are very high. Congestion control schemes of ESRT, CODA and SenTCP

do not consider the multimedia requirements and hence cannot meet the expected

delivery rate. RMST on the other hand, congests the network by injecting extra re-

transmission packets resulting large amount of loss due to congestion. Therefore,

RMST has the least energy ef�ciency which is nearly zero.
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2.2.3.2 Probability of Successful Frame Delivery

The probability of successful frame transmission of each frame is shown in

Figure 2.6. None of the transport protocols provide a reasonable frame delivery rate.

RMST can only get the �rst frame across at the sink, since it loses the remaining

frames while trying to recover all of the lost packets of the �rst frame with retrans-

missions. Note also that for all protocols, the probability of successful frame delivery
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Figure 2.6: Successful frame delivery probability.

of initial frames is generally greater than the others as the network becomes severely

congested as more frames are injected to the network. It is to be noted that even if

data rate is regulated as a result of congestion resolution, due to packet based source

rate regulation of existing protocols which is not suitable for multimedia communi-

cation where packets following one another is highly correlated, a reasonable frame

delivery success can not be provided.

2.2.3.3 Frame End-to-End Delay and Cumulative Jitter

Frame end-to-end delay results in Figure 2.7 indicate that the observed delay

for successfully delivered frames are very high, e.g., more than 1 second.
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Figure 2.7: Frame end-to-end delay.
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Figure 2.8: Cumulative frame jitter.
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Note also that the delay of the �rst frame delivered by RMST is unacceptably

high, (i.e., 170 seconds), because of the extra time spent while retransmitting the lost

packets.

Cumulative frame jitter is de�ned as the variance of the inter-frame time. In

Figure 2.8, it is shown that only the initial frames have an acceptable jitter while

the jitter increases linearly along other frames. The frame loss gets bursty with time

since the congestion in the network increases as more frames are injected, which

increases the time difference between successfully delivered frames.

2.2.3.4 PSNR and Delay-Bounded PSNR
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Figure 2.9: Frame PSNR.

An important video quality measurement which indicates the actual video

quality perceived by the end-user is the peak signal-to-noise ratio (PSNR) of re-

ceived frames. Typical PSNR of a frame should be more than 30 dB to provide a

reasonable quality to the end-user. In Figure 2.9 the resulting PSNR of the received

frames are shown. The PSNR levels change between 5 and 20 dB, which indicates

poor received video quality.
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Figure 2.10: Delay-bounded frame PSNR (i.e. each point represents a received
frame).

Delay-bounded PSNR is also measured to observe the effect of real-time delay

bounds on the reliable communication objective for applications such as real-time

video target tracking. Here, PSNR of the received frame should be at a certain level

within a certain delay bound. In Figure 2.10, delay-bounded PSNR is shown for

various delay bounds for a duration of 60 frame transmission. When delay bound

is 2 seconds, most of the received frames satisfy the delay bound, so a certain level

of PSNR (10 dB) is achieved. Number of received frames with required reliability

level decreases with the application-speci�c delay bound. For a delay bound of 0.5

seconds, none of the protocols achieves delay-bounded PSNR objective.

In this chapter, simulation experimental results are presented for the perfor-

mance of the existing transport protocols developed for WSN in multimedia commu-

nication. It is shown that the existing transport protocols provide very poor perfor-

mance for real-time multimedia delivery in WSN. High bandwidth demand, energy-

ef�cient reliable multimedia delivery, and real-time delay requirements are the most
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important challenges that need to be addressed by the new multimedia communi-

cation protocols for WSN. In the next chapter, a communication protocol (VSCP)

is proposed that aims to overcome challenges of real-time multimedia delivery and

provide reliable real-time video communication in WSN.
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CHAPTER 3

VSCP: A REAL-TIME RELIABLE VIDEO COMMUNICATION
PROTOCOL FOR WSN

In Chapter 2, shortcomings of existing WSN transport protocols in multimedia

communication were presented in detail [1]. In this chapter, VSCP (Video Sen-

sor Communication Protocol) is introduced which aims energy-ef�cient and reli-

able real-time video communication in wireless sensor networks. To the best of our

knowledge, VSCP is the �rst proposal in this area that aims to achieve the objective

of providing a complete transport solution for real-time video delivery in wireless

sensor networks.

3.1 VSCP Overview

VSCP is a sink-based protocol with the main objective of; providing reliable

real-time video delivery from sensor nodes towards the sink in terms of required ap-

plication reliability (i.e., aggregate multimedia reliability in terms of received video

qualities and end-to-end frame delays as explained in Section 3.5.1) with minimum

energy expenditure.

In VSCP, when an event is detected by a number of source nodes, each source

node starts to stream its own captured video towards sink. In the �rst decision in-

terval (I1) sink determines and broadcasts target frame PSNR (ps) of each source

node i, i.e., ps
i to achieve desired aggregate multimedia reliability (R∗) in an energy-

ef�cient way. Source node i upon receiving its target frame PSNR, i.e., ps
i , encodes
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and sends new frames at that ps
i . Each intermediate sensor node monitors its buffer

level and queuing delay to detect congestion and notify the sink with the identi�ers of

source nodes causing congestion. In each decision interval sink measures the aggre-

gate multimedia reliability (R), performs congestion decision based on the feedback

from the intermediate nodes and updates ps of each source node to achieve R∗.

In a WSN, information needed by sink is formed by collective effort of a num-

ber of sensor nodes within an event area. Hence, communication protocols should

provide an event-to-sink reliable transport mechanism instead of an end-to-end reli-

ability [2]. From this point of view, a reliability de�nition is needed by sink that cov-

ers application-speci�c requirements such as aggregate video quality, delay, energy

usage and other parameters if any. However, this reliability de�nition is application

speci�c. For example, an application may need to receive a low quality video from

maximum number of sources, a limited number of but high quality video from some

of the sources, or a target average video quality. Although de�nition of that reliabil-

ity is application-speci�c, VSCP operates on the basis of the aggregate multimedia

reliability (R) given in Section 3.5 where

1− ε < R∗ < 1 + ε where 0 < ε << 1 (3.1)

is an indication of reliable communication. In each decision interval (Ii), sink calcu-

lates R and takes necessary actions to achieve R∗ (i.e., keep R close to 1).

For a video communication scenario, it is clear that aggregate multimedia reli-

ability depends on the per source received video quality at least. Hence, to compute

R at sink, a received video quality estimation is needed. During frame transmission

some packets are lost causing a decrease in the received frame PSNR (pr). During

decoding process which is performed at sink, pr is estimated from lost segments of

that frame and target frame PSNR (ps) sent by a source. Details of this estimation

is given in Section 3.3 where basic idea is to exploit the decoder side information of

lost pixels and decoder-speci�c error concealment process performed on lost pixels.

In VSCP, video encoding method used in sources (Section 3.2) is based on

hybrid constant quality and constant bitrate coding. Each source node starts encoding
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the raw video to have a constant frame PSNR of pe (i.e., ps = pe) which is the

required frame PSNR of the application per each received video stream. In each

decision interval sink estimates average PSNR of received frames (p̄r) of each video

stream and if R∗ can not be provided at current ps of source nodes, it decreases

or increases ps according to network conditions. When any frame that is encoded

at ps results a data rate greater than maximum allowed data rate (U(ps)), source

node performs constant bitrate encoding at U(ps). In such a case, average ps is kept

constant at the expense of increased standard deviation.

One of the major functionalities of a transport protocol is to detect and resolve

network congestion. In addition to huge amounts of data traf�c generated by mul-

timedia communication, multi-sender nature of sensor networks makes this feature

more important. VSCP performs passive congestion detection based on queue level

monitoring and average end-to-end frame delay, determines which sources are in-

volved in congestion and decreases ps of these source nodes in a controlled manner

until congestion is resolved. When congestion is resolved, it starts to increase ps

again in a controlled manner until R∗ is achieved. Details of this procedure is given

in Section 3.4.

Ef�cient energy usage is a critical issue for battery limited sensor nodes. Per-

centage of dropped packets is an indication of energy usage ef�ciency since power

consumed for lost packets is wasted. For real-time multimedia streaming applica-

tions packet loss may be caused by queue over�ows due to network congestion, late

losses due to strict delay constraints or channel loss due to wireless channel condi-

tions. In a densely deployed sensor �eld, as the number of source nodes involved in

event detection increases, the packet traf�c generated by source nodes generally in-

creases as packets are forwarded towards distant nodes (i.e., far from sink) to closer

ones (i.e., close to sink) as a result of multi-sender one-receiver nature of commu-

nication. In the �rst decision interval, VSCP sets ps of distant source nodes to a

smaller value than closer source nodes. Main advantages of this method for multi-

media communication in WSN can be summarized as;

• Decreasing congestion probability in the event area when traf�c generated by
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distant sources are forwarded along near sources (i.e., distant sources are par-

ent nodes of near sources).

• Balancing end-to-end frame delays of distant and near sources, thus providing

a better performance in terms of delay variance of different �ows.

• Providing the target aggregate reliability with decreased energy expenditure

since total end-to-end energy usage of closer nodes are less than distant ones.

VSCP provides the above functionality with Energy Ef�cient Rate Adaptation (EERA)

which is explained in Section 3.5.2.

3.2 Quality Adaptive Source Coding

As explained in Section 3.1, a combination of constant PSNR and constant

bitrate [12] encoding is used at sources to control R by adapting ps of source nodes

according to network conditions. Any type of source coding can be used at source

nodes as long as constant or nearly constant PSNR can be achieved at each frame.

Since we use MPEG streaming for the performance evaluation, we obtained a nearly

constant PSNR for each frame using a constant quantization parameter (QP), in order

to obtain better results (i.e., less PSNR standard deviation), quantization parameters

should be changed dynamically during encoding process. For each target frame

PSNR ps, there is a prede�ned maximum bit rate (U(ps)). This causes each sent

frame having a nearly constant PSNR (unless the resulting bit rate is greater than

U(ps)) while causing the resulting data rate �uctuating between 0 and U(ps).

In Table 3.1, coding parameters used throughout the simulations are shown.

The sample video (Foreman [23]) is a 300 frame, 176x144 size QCIF video which

is encoded with Berkeley MPEG encoder [22] at frame rate of 25 fps, 15 frame

GOP size, IP...P GOP pattern. Different PSNR levels are obtained changing the I

and P frame quality factors. Although quantization parameters should be changed

dynamically during encoding process, as it can be seen from the table, even when

the quality factors are chosen constant throughout the encoding process, a nearly

constant PSNR which has a tolerable standard deviation can be achieved.
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Table 3.1: Video Coding Parameters for Foreman [23] Sequence

QI, QP U(ps) Average Average ps Std.
(Kbps) Bit Rate (Kbps) ps (dB) Deviation

31, 31 90 50 23.65 2.28
26, 24 95 55 24.02 2.38
20, 18 115 75 25.00 2.55
15, 13 150 107 26.12 2.69
12, 11 180 134 26.88 2.82
12, 10 190 147 27.22 2.73

9, 9 215 175 27.94 3.00
9, 8 240 199 28.43 2.86
9, 7 270 231 28.87 2.72
9, 6 315 275 29.54 2.53
7, 6 335 285 29.87 2.85
6, 6 340 291 30.08 3.05

When ps is increased or decreased in a controlled manner, resulting source

data rate will increase and decrease also, providing the sink to adjust R at the same

time controlling the traf�c injected to the network. In VSCP, that feature is used by

sink while performing source rate adaptation which is explained in Section 3.5.2.

3.3 Estimation of Received Video Quality at Sink

In VSCP, target frame PSNR (ps) of each source node is determined by sink.

For each received frame a PSNR estimation is performed at sink using ps and lost

segments of that frame. In each decision interval average received frame PSNR (p̄r)

of each video stream i, i.e., p̄r
i is approximated and aggregate multimedia reliability

(R) is computed.

Frame PSNR can be estimated at sink using number of lost pixels per frame

and ps of that frame sent by source node. Decoder performs an error concealment

process to estimate pixel values of lost pixels which leads a difference between ex-

pected reconstructed pixel values and estimated values of those pixels. In [17] a

general class of MPEG error concealment algorithms are provided. The structure of

MPEG implies that if an error occurs within I-picture data, it will propagate through

all frames in the Group of Pictures (GOP). Similarly, an error in a P-picture will af-

24



fect the related P- and B-pictures, while B-picture errors will be isolated. Therefore,

effective concealment of lost data in I-pictures and P-pictures to avoid error propa-

gation effects is of critical importance in MPEG. 3 types of concealment algorithms

are proposed and compared for one-tier and two-tier systems in [17].

These studies show that approximation of concealment error is decoder-speci�c

and needs further research effort to obtain more accurate results. However, effect of

this error on the �nal quality perceived by the end-user can be formulated as follows.

Target frame PSNR (ps) of a source node is given by:

ps = 20 log10(
C√
T

) (3.2)

where C is a constant and T is total error between raw video frame (F ) pixels and

encoded source frame (S) pixels.

T =
X∑

i=1

Y∑

j=1

(Fi,j − Si,j)
2 (3.3)

where X and Y are number of rows and columns of frame and,

C =
2k − 1√

1
XY

(3.4)

where one pixel is represented by k bits.

If it is assumed that T is equally distributed over each sent pixel which is

denoted by e,

e = T/(XY ) (3.5)

and if λi,j is de�ned as the difference between (i, j)th sent and received pixel respec-

tively,

λi,j =





0 if pixel is correctly received

Si,j − S ′i,j if pixel is lost (concealment error)
(3.6)

then total per pixel error of received frame, i.e., T ′ can be formulated as:

T ′ =
X∑

i=1

Y∑

j=1

(Fi,j − S ′i,j)
2 = T +

X∑

i=1

Y∑

j=1

λ2
i,j + 2λi,j

√
e (3.7)
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ps is the target frame PSNR which is known to the sink and if errors caused by con-

cealment of lost pixels (λi,j) are approximately chosen, �nal frame PSNR perceived

by the end-user can be approximated as:

pr = ps − 10 log10(1 +
α

T
) (3.8)

where α is the total pixel error caused by concealment process:

α =
X∑

i=1

Y∑

j=1

λ2
i,j + 2λi,j

√
e (3.9)

Using (3.8) and (3.9), in �gures 3.1 (a) and 3.1 (b) receiver side average PSNR

approximation of a 300 frame length sample video sequence (Foreman) is shown for

different packet loss rates when a constant concealment error selection (i.e., 10) and

MPEG coding is used. To see the effects of estimation process on different quality

videos, sample videos used are coded at 30.08 and 23.65 dB respectively.
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Figure 3.1: PSNR approximation with constant λi,j (i.e., λi,j = 10) for 30 dB (a) 23
dB (b) sample video.

In �gures 3.2 (a) and 3.2 (b) approximate concealment error is increased lin-

early with number of pixels lost within a frame. Although selection of each conceal-

ment error (λi,j) is decoder speci�c, when packet loss is less than 10%, difference

between actual and approximated PSNR values do not exceed 1 dB even if a constant

concealment error is chosen.
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Figure 3.2: PSNR approximation with linearly increased λi,j for 30 dB (a) 23 dB (b)
sample video.

In VSCP, estimated received frame PSNR (pr) is used by sink in calculation of

aggregate multimedia reliability (R) and reliability adaptive rate control which are

explained in sections 3.5.1 and 3.5.2.
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3.4 Multimedia Congestion Detection

As explained in Chapter 2, the existing protocols use different methods to de-

tect network congestion. However, it is observed that especially active congestion

detection methods are not suitable for multimedia communication in WSN since they

waste limited network bandwidth and does not provide good results. VSCP uses a

passive congestion detection method speci�cally tailored for multimedia communi-

cation in WSN as outlined following.

Table 3.2: Video Packet

STREAM ID
QUEUE DELAY
CONGESTION FLAG
CONGESTION ID
END-TO-END DELAY
HOP COUNT
Payload

Algorithm 1: VSCP: Intermediate Nodes
qDelay = Average queuing delay1
qLevel = Ratio of queue length to queue capacity2
ω = Queue level threshold that implies congestion3
if a packet received then4

record STREAM ID5
end6
if a packet will be sent then7

if qLevel > ω then8
set CONGESTION FLAG9
set CONGESTION ID from recorded STREAM ID10

end11
if qDelay > QUEUE DELAY then12

QUEUE DELAY = qDelay13
set CONGESTION ID from recorded STREAM ID14

end15
END-TO-END DELAY = END-TO-END DELAY + packet's service time16
HOP COUNT = HOP COUNT + 117

end18

In Table 3.2 extra packet �elds used by VSCP is shown. It is assumed that

each packet has a video stream identi�er that it belongs to. If an intermediate
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Algorithm 2: VSCP Congestion Detection : Sink
congestedFrameCounter[STREAM ID]: A data structure that holds number of1
frames that are marked as congested of video stream identi�ed by
STREAM ID
frameCounter[STREAM ID]: A data structure that holds number of frames2
that are received from video stream identi�ed by STREAM ID
congestedStreams[STREAM ID]: A data structure that holds set of video3
stream identi�ers that are involved in congestion of video stream identi�ed by
STREAM ID
while not end of decision interval Ii do4

foreach received packet do5
if (CONGESTION FLAG is set) OR (END-TO-END DELAY > dmax)6
then

// Counters are incremented at most by 1 per
frame id

increase congestedFrameCounter[STREAM ID]7
increase frameCounter[STREAM ID]8
insert CONGESTION ID to congestedStreams[STREAM ID]9

end10

end11

end12
foreach STREAM ID do13

if congestedFrameCounter[STREAM ID]/frameCounter[STREAM ID]14
> τ then

Video stream identi�ed by STREAM ID is congested15
congestedStreams[STREAM ID] are the set of video streams involved
in congestion

end16

end17

node's average queuing delay (qd) is greater than received packet's QUEUE DELAY,

QUEUE DELAY �eld is set to qd and CONGESTION ID �eld is set to previously re-

ceived (i.e., whether or not the packet is destined to itself) packet's STREAM ID.

If queue level of a sensor node exceeds a threshold ω, CONGESTION FLAG is set

and CONGESTION ID �eld is set as explained. When sink receives a packet with

CONGESTION FLAG set, it marks currently receiving frame of video stream that

the packet belongs to, as congested and records CONGESTION ID which indicates

the video stream involved in congestion (i.e., if any). If during a time interval (deci-

sion interval, Ii), percentage of congested frames exceeds τ , sink decides that video
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stream is congested.

The second aspect of congestion is due to average end-to-end frame delay

of a video stream (END-TO-END DELAY) greater than dmax which is maximum

tolerable delay for the application. Although there is no queue over�ow along the

path between a source and sink, it is possible that END-TO-END DELAY > dmax.

In that case, sink is informed with maximum queuing delay along a path and video

stream identi�ers that cause this maximum delay. There is no time synchronization

needed between sources and sink to obtain END-TO-END DELAY of a packet since

every intermediate node increases that �eld by its service time of that packet.

Algorithm 1 runs at intermediate sensor nodes. The only function that an in-

termediate sensor node performs other than congestion detection is increasing the

HOP COUNT �eld which is used in source rate adaption described in Section 3.5.2.

Algorithm 2 runs at sink for congestion detection. Performing above congestion

detection method, sink has the knowledge of congestion events and video streams

which cause congestion.

There is a packet overhead of VSCP protocol. CONGESTION FLAG �eld is

one bit length. To obtain queuing delay and end-to-end delay with 10 msec precision

within [0-2550] msec range, 8 bit is suf�cient. If there are at most 1023 sources,

each stream identi�er can be coded with 10 bit. For a maximum of 255 hop-count

8 bit can be used. Under these assumptions a total of 45 bits, say 6 Bytes extra

per packet overhead is induced. In [18] an ef�cient header compression technique

is proposed for real-time services that achieves up-to 40:1 compression. Although

existing techniques are mainly specialized for IP networks, similar results can be

obtained by adapting these methods to sensor networks.

3.5 Reliability and Energy Usage Ef�ciency

3.5.1 Aggregate Multimedia Reliability

Reliable event detection is a crucial issue for a sensor network. However, not

only reliability depends on various parameters such as delay, different quality levels

of received data from multiple sensors, energy consumption and packet loss rates,
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it is also application-speci�c and different type of applications need different set of

guarantees. This brings a challenge on a generic de�nition of reliability. In VSCP

a reliability de�nition is introduced that covers aggregate video quality and end-to-

end frame delay. If desired reliability de�nition is different than the one proposed,

applying simple changes on the protocol stack can provide the desired result. VSCP

assumes that during a time interval (decision interval) if m distinct video streams are

received;

• Each received video stream i is expected to have an average frame PSNR, i.e.,

p̄r
i greater than minimum usable frame PSNR (pmin) while less than maximum

required frame PSNR (pmax).

• Average frame PSNR of all streams (i.e., (
∑m

i=1 p̄r
i )/m) is expected to be at a

certain level (pe)

• Average end-to-end frame delay of a stream denoted by di should not exceed

dmax.

In accordance with above assumptions, VSCP operates based on the aggregate

reliability which is calculated as;

R = (
1

m ∗ pe

m∑

i=1

p̄r
i Di)

m (3.10)

where m is the number of source node (video streams) and D[i] is a delay factor

de�ned as:

Di =





1 if di < dmax

dmax/di otherwise
(3.11)

According to equation (3.10) if each received video stream provides expected

video quality pe without exceeding the given delay bound (dmax), R equals to 1,

which is the required reliability to safely detect the event. If any received video

stream has a video quality less than pe or average end-to-end frame delay greater

than dmax, it will make the part of equation within parenthesis to be less than 1.

However, PSNR is itself a logarithmic measure and even when there is a big decrease
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in the received video quality, PSNR decreases more slowly which may result a value

(i.e., value within parenthesis) very close to 1. In order to better differentiate this

case from safe event detection, mth power of this value is performed to give R.

In order to have a reliability of 1 in such a case, some other source nodes should

provide more information (i.e., better quality video) to the sink, increasing R. On the

other hand, when received video quality of some streams are greater than pe without

exceeding the delay bound, this time the expression within parenthesis will result

a value greater than but close to 1. Again mth power of this value differentiates it

from 1. Distinguishing between required, high and low reliability is important since

high reliability is an indication of waste of energy due to extra packet transmission

while low reliability does not provide safe event detection. In that manner, R given

in (3.10) simulates an aggregate multimedia reliability obtained from m sources in a

WSN where

1− ε < R∗ < 1 + ε where 0 < ε << 1 (3.12)

is an indication of reliable event detection.

In a WSN, required reliability should be provided with minimum energy ex-

penditure and this requirement becomes more important for multimedia applications

where there is high bandwidth demand that requires more energy usage. In the fol-

lowing section energy ef�cient rate adaptation (EERA) feature of VSCP is introduced

which aims to obtain the desired aggregate multimedia reliability (R∗) in an energy

ef�cient way.

3.5.2 Energy Ef�cient Rate Adaptation

VSCP exploits a main property of sensor networks in order to maximize energy

usage ef�ciency, which is the collective effort of sensor nodes to gather the informa-

tion needed by application. Since there are more than one sources in the event area,

it is not needed each source to provide same amount of information to sink. Instead

of setting each source to send at same data rate, it is desired to give more chance, and

hence greater reporting frequency to sensors that can provide better quality informa-

tion to sink in terms of required QoS parameters such as end-to-end frame delay,
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jitter and received video quality. When densely deployed nature of sensor networks

is taken into account, sources that are closer to sink are best candidates to provide

better communication quality at the same time using less energy due to decreased

number of total transmissions along the path between source and sink. In a densely

deployed sensor �eld, as the number of source nodes involved in event detection in-

creases, the packet traf�c generated by source nodes generally increases as packets

are forwarded from distant nodes (i.e., far from sink) towards closer ones (i.e., close

to sink) as a result of multi-sender one-receiver nature of communication. Again

decreasing data traf�c generated at distant sources generally decrease the congestion

bottleneck that will arise around closer sources. Decreased congestion results less

number of dropped packets, hence energy usage ef�ciency in terms of lost packets

(i.e., energy is wasted for lost packets) increases.

Aggregate multimedia reliability (R) de�ned in Section 3.5.1 is obtained from

aggregate information quality (i.e., video quality and delay) received from source

nodes. Hence, target multimedia reliability (R∗) can be obtained with increased

energy usage ef�ciency by setting a higher target frame PSNR (ps) to the sources

closer to sink than the distant ones.

In VSCP, to achieve this goal,

• When an event is detected by m sources, sink is informed by end-to-end hop-

count between each source and sink.

• An energy-optimized source rate regulation is performed that sets ps of each

source node to achieve R∗ (i.e., R = 1).

If it is assumed that each wireless link is identical, has a constant bit error

probability and there is no congestion in the network, transmission energy usage per

received video stream can be approximated from number of transmitted bits along

the path from each source to sink. Let,

ζ Successful bit transmission of wireless channel.

hi Number of hops between ith source node and sink.

33



bi Data rate of ith source node in bits/second.

c Energy usage per bit transmission.

Total energy usage of ith video stream can be approximated as,

Ei = bic
hi−1∑

j=0

(ζ)j (3.13)

and if there are m sources, overall energy consumption resulting from transmitted

packets is;

ET =
m∑

i=1

Ei (3.14)

Consequently, the aim of VSCP is to provide target aggregate multimedia reli-

ability, i.e., R∗ with minimum energy consumption, so to maximize

R∗/Et where 1− ε < R∗ < 1 + ε (3.15)

In order to minimize ET in the above equation while having R∗ = 1, VSCP

performs the following rate adaptation to determine initial target frame PSNR of

source nodes when information from the event area is just started to be received by

sink.

3.5.2.1 Determination of Initial Target Frame PSNR

In the �rst decision interval after an event is detected, VSCP performs an en-

ergy ef�cient source rate regulation. Since each video stream has an identi�er and

each packet has a hop-count �eld, sink has the information of number of sources and

corresponding hop-counts between each source and sink.

We use the terms set and array interchangeable where for any set A, A[i] is the

ith element of A and M(A) is the mean (average) of elements of A.

In Section 3.5.1 we stated that each received video stream is required to have

an average frame PSNR greater than pmin and less than pmax. Let assume that the

sink selects target frame PSNR (ps) of each source from a �nite set (V ) of ps values

where pmin < V [i] < pmax. Hence, if there are m source nodes, any m element
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permutation of V denoted by V m
j is a candidate set of ps values that can be assigned

to source nodes where V m
j [i] is the ps of ith source node.

V m
j is the jth m element permutation of V (3.16)

V m
j [i] is the ps of ith source node (3.17)

When the event is �rst detected by m source nodes, each source node starts to

encode the frames at pe dB which is the expected average received PSNR of all video

streams. Hence, at start-up we can assume that there is a default set (i.e., m element

permutation of V ) of ps values assigned to source nodes where each element equals

to pe. If we denote that set by D,

(∀i) D[i] = pe (3.18)

In Section 3.2 we de�ned U(ps) as the maximum allowed bit-rate that will

result while coding a video stream at ps dB PSNR. For a given set of ps values

denoted by H , we de�ne B(H) as the maximum source bit-rate when target frame

PSNR of each source node i is assigned according to ps
i = H[i],

B(H) =
m∑

i=1

U(H[i]) (3.19)

In Section 3.5.2, equation (3.13) we proposed a method to estimate total end-

to-end energy usage for a given source bit-rate and end-to-end hop-count. For a given

set of ps values denoted by H we de�ne W (H) as the maximum total energy usage

when target frame PSNR of each source node i is assigned according to ps
i = H[i],

W (H) =
m∑

i=1

Ei (3.20)

where bi = U(ps
i ) in Ei formula given in equation (3.13)

According to the R de�nition given in equation (3.10), if ps of each source

node is set to pe using the default set D, expected value of R will be 1. However this
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setting is not ef�cient in terms of energy usage ef�ciency as explained in Section

3.5.2 and it is required that sources that are closer to sink should send at a higher

data rate than others. In order to perform an energy ef�cient source rate adapta-

tion (EERA) in the �rst decision interval we need the following requirements to be

satis�ed by the desired set of ps values denoted by H∗:

M(H) = pe (3.21)

B(H) < B(D) + σ (3.22)

(∀set H that satis�es equations (3.21) and (3.22)) W (H∗) <= W (H) (3.23)

First requirement (equation (3.21)) sets average target frame PSNR to pe, thus ex-

pected value of R is set to 1 which is the required aggregate multimedia reliability to

safely detect the event. Second one (equation (3.22)) guarantees that network traf�c

is not more than (i.e., σ << B(D)) the one that results when each source encodes

the frames at pe dB. Finally, when third requirement (equation (3.23)) is satis�ed,

the target set of ps values (set H∗) is found where total energy usage is minimized,

desired aggregate multimedia reliability, i.e., R∗ is set to 1 and total source data rate

(i.e., network traf�c) is bounded with the one that will result when ps of each source

node is set to expected average frame PSNR (pe).

VSCP searches throughout each m element permutation of V and �nds the

desired set of ps values (H∗) that satis�es equations (3.21), (3.22) and (3.23) and

sets initial target frame PSNR of each source node accordingly (i.e., ps
i = H[i]).

3.5.2.2 Source Rate Regulation During Congestion

As explained in previous section, initially (i.e., in the �rst decision interval,

I1) the sink assigns target frame PSNR (ps) of each source node to achieve target

reliability (R = 1) in an ef�cient way. In each decision interval except �rst one

(Ii, i > 1), the sink �rst checks if there is congestion in the network. When there

is congestion along a path between some source nodes towards the sink, sink is

informed by the identi�ers of source nodes (video streams) that are involved in con-
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gestion as explained in Section 3.4. In such a case, sink decreases ps of these source

nodes setting the new ps value between average of received frame PSNR (p̄r) and ps.

Algorithm 3: VSCP Congestion Resolution
// p̄r

i: Average received frame PSNR of ith video
stream

// ps
i: Target frame PSNR of ith video stream

if there is congestion then1
foreach source node id (i) involved in congestion do2

ps
i = p̄r

i +
(

ps
i−p̄r

i

2

)
3

end4

end5

Since p̄r
i < ps

i when there is congestion, setting new target frame PSNR as

given in Algorithm 3 provides a better quality video in the next decision interval due

to decreased packet loss caused by congestion. If congestion persists in the following

decision intervals, VSCP just re-applies Algorithm 3. When congestion is resolved

but aggregate multimedia reliability is not suf�cient (R < 1− ε), it starts to increase

ps of each source node in an energy ef�cient way which is explained in the next

section.

3.5.2.3 Determination of Incremental Target Frame PSNR

In Section 3.5.2.1, we de�ned H as a set of target frame PSNR (TFP) values

that can be assigned to source nodes (i.e., ps
i = H[i]) by the sink and H∗ is the

desired set of ps values for ef�cient initial TFP setting of source nodes. We de�ne

H ′ as the set that includes average frame PSNR of each video stream that is received

during a decision interval when ps of each source node is assigned according to set

H .

(∀i) H[i] = ps
i , H

′[i] = p̄r
i (3.24)

When there is no congestion in the network, R may be less than target relia-

bility (R < 1 − ε). It means that average PSNR of frames received from all source

nodes (M(H ′)) is less than expected per stream average frame PSNR, pe. In order
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to increase R in a controlled manner (i.e., not causing network congestion), aver-

age ps of source nodes (M(H)) can be increased by β where β << pe. In Section

3.5.2.1 we have already described how to assign initial ps of each source node to have

M(H) = pe. We can use the same method to have M(H) = M(H) + β. However,

this method directly searches a set of ps values that sets ps of sources closer to sink a

greater value than others. If during congestion resolution the source nodes that were

involved in congestion are these closer nodes, the method given in Section 3.5.2.1

tries to �rst increase ps of these closer source nodes which increases probability of

a congestion event in the next decision intervals. In order to prevent this case, it is

required that ps of each source node is increased. We de�ne following requirements

to be satis�ed by the target set of ps values denoted by L∗ to increase M(H) by β:

M(L) = M(H) + β (3.25)

(∀i)L[i] > H[i] (3.26)

(∀L satisfying equations (3.25) and (3.26)) W (L∗) <= W (L) (3.27)

When �rst requirement (equation (3.25)) is satis�ed, average ps is increased

by β, thus expected value of R is increased. Second one (equation (3.26)) indicates

that ps of each source node is increased. Finally, when third requirement (equation

(3.23)) is satis�ed, the target set of ps values (set L∗) is found.

As in the case in Section 3.5.2.1, VSCP searches throughout each m element

permutation of V (i.e., the set of PSNR values) and �nds the set (L∗) that satis�es

equations (3.25), (3.26), (3.27) and sets new target frame PSNR of each source node

accordingly (i.e., ps
i = L∗[i]).

3.5.2.4 Overall Rate Adaptation Algorithm

In Section 3.5.2.1 determination of initial target frame PSNR (TFP) were pre-

sented. During a time duration of length decision interval, VSCP records stream

identi�ers (i.e., stream identi�er can be used as source identi�er) and number of
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hops between each source node and sink. At the end of any decision interval if

number of hops of a source node that was recorded in the previous decision interval

changes or number of source nodes within the event area changes, VSCP treats this

decision interval as the �rst one and performs initial TFP assignment. After on, in

each decision interval Algorithm 4 is run at sink.

As it can be understood from Algorithm 4, after �rst source rate regulation if

there is congestion in the network VSCP just regulates source nodes that are involved

in congestion until congestion is resolved. If there is no congestion VSCP checks if

R is close to 1 and if not, it performs related source rate regulation accordingly. In the

next section performance evaluation results of VSCP in real-time MPEG streaming

scenarios are presented.
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Algorithm 4: VSCP Rate Adaptation Algorithm
// p̄r

i: Average of frame PSNR received from ith video
stream

// ps
i: Target frame PSNR of ith video stream

// H: The set of ps values such that ps
i = H[i]

// getInitialConfiguration(pe): A function that
returns the set of initial ps setting as
explained in Section 3.5.2.1

// getConfiguration(H,β): A function that returns
the set of incremental ps setting as explained in
Section 3.5.2.3

// broadcastConfiguration(H): A function that
broadcasts ps of each source node according to
ps

i = H[i]
// Ii: ith decision interval
if decision timer expired then1

if Ii = I1 then2
H = getInitialCon�guration(pe)3
broadcastCon�guration(H)4

end5
else6

if there is congestion then7
foreach source node id (i) involved in congestion do8

ps
i = p̄r

i +
(

ps
i−p̄r

i

2

)
9

H[i] = ps
i10

end11
broadcastCon�guration(H)12

end13
else if R < 1− ε then14

H = getCon�guration(H ,β)15
broadcastCon�guration(H)16

end17
else if R > 1 + ε then18

H = getInitialCon�guration(pe)19
broadcastCon�guration(H)20

end21

end22

end23

40



3.6 Performance Evaluation

3.6.1 Real-time Video (MPEG-1) Streaming

The aim of performance evaluation performed in this section is to introduce

VSCP with all its operational aspects. Hence, sensor node capabilities are chosen

carefully (i.e., increased bandwidth and queue size) to enter the protocol in each

state. Otherwise, at start-up there would be congestion and we could only observe

congestion detection and resolution features of VSCP. VSCP parameters used dur-

ing real-time MPEG streaming simulations are shown in Table 3.3. Again applica-

tion speci�c VSCP parameters such as minimum usable, maximum required and ex-

pected average frame PSNR values are chosen to preserve that objective. In Section

3.6.2 where VSCP is compared with existing transport protocols, sensor capabilities

(i.e., bandwidth and queue size) are decreased and expected average frame PSNR pa-

rameter is increased to the values used in Section 2.2 where performance evaluation

results of existing protocols are presented.

Table 3.3: VSCP Simulation Parameters

ω 0.75
τ 0.15
ε 0.3
dmax 600 msec
pmin 23.65 dB
pmax 30.08 dB
pe 26 dB
β 1 dB
ζ 1− 10−5

σ 100 Kbps
I 12 sec

Simulation experiments are performed using ns-2 [19]. 120 nodes are ran-

domly placed in 200m X 200m �eld. At start-up, 4 source nodes are randomly

selected within an event area of radius 70 m. After two decision intervals, two ad-

ditional sources are involved to the event detection. Sink is randomly located within

the �eld. Each node has a queue size of 200, radio range of 40m, 10Mbps 802.11

MAC where link layer RTS/CTS exchange mechanisms are disabled. Directed Dif-
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fusion [5] is used as the routing protocol. Simulations are performed for 25 times

using random deployment and the results are averaged. Each decision interval is 12

seconds. Simulations are carried for 10 decision intervals.

The sample video (Foreman) is a 300 frame, 176x144 size QCIF video which

is MPEG-1 [15] encoded at frame rate of 25 fps , 15 frame GOP size, IP...P GOP pat-

tern. Different PSNR levels are obtained changing the I and P frame quality factors

as explained in Section 3.2. The sample video is repeated to obtain a longer video

sequence. Due to limitations of our simulation environment, the decision interval

(I) duration is set to 12 seconds which is the duration of the sample video. At the

end of each decision interval the sample video is re-encoded for each source node

according to the new target frame PSNR set determined by VSCP and during next

decision interval those videos are streamed by the source nodes.

Berkeley MPEG encoder [22] is actually an MPEG-1 encoder and provides

per-slice encoding such that each row of an MPEG frame is self-decodable. This

feature provides better quality videos in real-time video streaming applications in

WSN since when there is packet loss due to channel errors or congestion, success-

fully received slices of a frame can be decoded without corruption (i.e., independent

of lost slices). Hence, instead of using MPEG-4 [16] encoding we preferred using

MPEG-1 [15] encoding during simulations.

3.6.1.1 Aggregate Multimedia Reliability

In Figure 3.3 aggregate multimedia reliability (R) obtained in each decision in-

terval is shown. In the �rst decision interval, reliability is below required value. This

means some sources provide average end-to-end delay greater than dmax while some

others provide poor video quality. Since this is the �rst decision interval, VSCP

determines initial TFP of each source node. It is observed that, after �rst source

rate regulation, R is increased and it is within the required bounds. This simply

shows that, although network capacity is suf�cient to provide the target reliability,

when each source node sends at the same TFP, R drops below 0.3 because of in-

creased end-to-end frame delays of distant sources and increased congestion. How-
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ever, VSCP's energy ef�cient rate adaptation (EERA) feature decreases initial TFP

of distant source nodes while increasing near ones, thus balancing the end-to-end

frame delays and decreasing congestion.
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Figure 3.3: Aggregate Multimedia Reliability.

Between second and third decision intervals 2 more source nodes are involved

to the event detection. It is observed that in the third decision interval R is nearly zero

because of high network congestion level. In the third decision interval VSCP ob-

serves that 2 more source nodes are involved to the event detection, again it performs

its initial source rate regulation. As a result of this �rst regulation it is observed that

R is increased in the next decision interval, but there is congestion in the network.

VSCP starts to decrease TFP of each source that is involved to the congestion. It is

observed that when TFP is decreased during congestion, R increases in each deci-

sion interval. In the sixth decision interval congestion is resolved but R is below the

minimum required reliability which is 0.7. VSCP increases each TFP in a controlled

manner and in the next interval required reliability is provided to the application.
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3.6.1.2 Energy Usage Ef�ciency

In Figure 3.4 total energy usage of sensor nodes are shown for each decision

interval. While initial source sending rates result a more energy usage (i.e., intervals

1 and 3), VSCP provides more than 10 % energy saving as a result of its �rst source

rate regulation (i.e., intervals 2 and 4). Is is observed that at start-up, VSCP de-

creases overall energy usage while increasing the aggregate multimedia reliability.

As it can be seen from �gures 3.3 and 3.4, during congestion resolution (i.e., 5. and

6. decision intervals) energy usage is decreased at the same time resulting a better

reliability.
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Figure 3.4: Energy usage (1 µJ per bit energy assumed).

In Figure 3.5 percentage energy saving of VSCP is shown with respect to initial

source sending rates. It is observed that VSCP provides up-to 15% energy saving

with 4 source nodes, while up-to 35 % during congestion resolution when there are

6 source nodes. After target reliability is provided, energy saving is about 10 %

because of increased source rates.
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Figure 3.5: Energy saving.

3.6.1.3 Average Frame Delay and Cumulative Jitter

In Figure 3.6 average end-to-end frame delay is shown for each decision inter-

val. In the �rst decision interval with 4 source nodes, average frame delay is greater

than dmax. After initial TFP determination, delay is dropped below dmax. This obser-

vation shows that, not only overall energy consumption but also average end-to-end

frame delay is decreased by VSCP's initial TFP determination. In the 3. decision

interval where there are 6 source nodes within the event area causing a network con-

gestion, average frame delay is about 2dmax. This time after �rst rate regulation (i.e.,

4. decision interval), average frame delay is higher than dmax. This shows that when

there is high level of congestion, VSCP may not provide required delay guarantee at

�rst attempt.

After congestion is resolved, VSCP guarantees that there is no video stream

with average frame delay greater than dmax since this condition is treated as conges-

tion as described in Section 3.4. Hence, in the 6. decision interval where congestion

is resolved, average end-to-end frame delay is decreased below dmax. This obser-

vation is important in terms of delay-bounded reliability since for a real-time video
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Figure 3.6: Average end-to-end frame delay.

streaming application there is a maximum delay bound on received frame delays

which causes frames having larger delays to be useless for the application. VSCP

aims to provide the target reliability in a time duration less than that delay-bound.

In Figure 3.7 cumulative frame jitter is shown for each decision interval . For

a given time instant cumulative jitter shows the variance of frame jitter starting from

�rst received frame until that time. It is observed that in 2. and 4. intervals where

�rst source rate regulation is performed, cumulative jitter is decreased. Although that

decrease is not much when there are 4 source nodes, there is a reasonable amount

of decrease in cumulative jitter when there are 6 source nodes in the event area such

that initial TFP of source nodes cause a network congestion. During congestion

resolution (i.e., 5., 6. intervals) cumulative jitter is decreased down to acceptable

levels. Finally, in 7. interval, where TFP of source nodes are increased to provide

target reliability, cumulative jitter increases within acceptable bounds.
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Figure 3.7: Cumulative end-to-end frame jitter.

3.6.1.4 Successful Frame Delivery Probability

In Figure 3.8 successful frame delivery probability (SFD) is presented for each

decision interval. Since network capacity is suf�cient when there a 4 source nodes,

until 3. interval SFD is more than 0.9. However, when number of source nodes in-

creases, SFD drops to 0.5 immediately. SFD is increased up-to 0.8 due to decreased

congestion after initial TFP assignment. Since VSCP detects congestion in the next

interval, it decreases TFP of sources involved in congestion, thus increasing the SFD

up-to 0.91. In the next interval TFP of each source node is increased to increase R

which decreases SFD to 0.9.
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Figure 3.8: Probability of successful frame delivery.

3.6.2 Comparison of VSCP with Existing Protocols

The aim of performance evaluation performed in this section is to compare

VSCP with existing protocols. The simulation scenario and sensor node capabilities

are set same with the one used in Section 2.2 where performance evaluation results

of existing protocols are presented. Same VSCP parameters given in Section 3.6.1

are used with an increased required average frame PSNR (i.e., pe = 38 dB) since

this is the initial video quality and for each protocol we expect to receive that video

quality.

3.6.2.1 Average Received PSNR Comparison

In Figure 3.9 average received PSNR is shown for each protocol. In the �rst

decision interval time of VSCP (i.e., t=10), each protocol provides a poor video qual-

ity changing between 15 and 20 dB. Indeed 10 second is suf�cient for other protocols

to enter a stable state, so after on, their average frame PSNR does not change much.

However, VSCP just starts its operation by its �rst source rate regulation. As a result

of this regulation, in the second decision interval it provides a 5 dB better average

video quality than other protocols which is a reasonable amount of quality increase.
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Figure 3.9: Average received PSNR comparison (Foreman video sequence).

Network is congested and cannot carry that much traf�c, so VSCP decreases source

sending rates in the second and third decision intervals. After congestion is resolved,

VSCP increases each source rate in a controlled manner, however, in each attempt

the network is again congested, hence it again decreases source sending rates. This

process continues providing an average of 25 dB video quality.

In order to see the effect of different video characteristics on received PSNR,

we performed same simulations one more with a different sample video which is

Coastguard [23]. In Figure 3.10 average received PSNR is shown for Coastguard

video sequence. When two sequences are encoded to obtain same average PSNR,

Coastguard sequence results more bandwidth than Foreman sequence, hence VSCP

can provide 22 dB video quality which is smaller than the one obtained with Fore-

man sequence. However, there is a signi�cant amount of quality difference between

VSCP and other protocols since increased bandwidth demand causes other protocols

to provide very poor video quality.
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Figure 3.10: Average received PSNR comparison (Coastguard video sequence).

3.6.2.2 Energy Usage Ef�ciency Comparison

In Chapter 2 energy usage ef�ciency of protocols are presented by comparing

ratio of received and total sent packets in the network. In Figure 3.11 energy usage

ef�ciency of VSCP is compared with existing transport protocols. While other pro-

tocols cause most of the packets to be lost (i.e., loss due to congestion, late losses)

wasting sensor nodes' energy, after second decision interval VSCP resolves the con-

gestion in the network and provides a 90 % energy ef�ciency. This observation

shows that VSCP's multimedia speci�c congestion detection and resolution method

and energy ef�cient source rate regulation outperforms existing protocols in terms

of energy usage ef�ciency.
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Figure 3.11: Energy usage ef�ciency comparison.

3.6.2.3 Average End-to-End Frame Delay & Cumulative Jitter Comparison

In �gures 3.12 and 3.13 average end-to-end frame delay and cumulative frame

jitter are shown. Since other protocols can not resolve congestion effectively, they

provide high end-to-end frame delay and jitter. VSCP detects congestion and de-

creases source rates accordingly. After 3. decision interval, it satis�es required max-

imum delay requirement of application. Although congestion is resolved in the 3.

decision interval, when VSCP tries to increase the aggregate multimedia reliability,

it causes a tolerable increase in frame delays.

Guaranteed maximum delay (dmax) feature of VSCP is important in terms of

delay-bounded PSNR, since frames having end-to-end delay greater than dmax are

useless and dropped by the application. As shown in Section 2.2.3.4 when delay-

bound is decreased below a certain threshold which is nearly 1 sec, none of the

existing protocols provide a reasonable frame delivery. In Figure 3.12 it is observed

that in VSCP nearly all frames are delivered to sink with an end-to-end average delay

less than dmax, thus preserving the average PSNR observed in Figure 3.10.
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Figure 3.12: Average end-to-end frame delay comparison.
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Figure 3.13: Cumulative jitter comparison.
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3.6.2.4 Successful Frame Delivery Comparison
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Figure 3.14: Probability of successful frame delivery probability.

In Figure 3.14 existing protocols are compared with VSCP in terms of suc-

cessful frame delivery probability (SFD). After two decision intervals VSCP out-

performs existing protocols and provides a SFD of 0.92. As discussed in previous

sections VSCP's reliability adaptive source rate adaptation and multimedia-speci�c

congestion detection methods decrease contention bottleneck in the event area in-

creasing SFD. Secondly, VSCP performs multimedia-speci�c source rate adaptation

by changing the quality of encoded video instead of decreasing frame rate which

guarantees to stream the video at a given frame-per-second.
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CHAPTER 4

CONCLUSIONS

Real-time multimedia streaming in wireless sensor networks exposes a wide

range of new WSN applications such as target tracking, remote surveillance, envi-

ronmental monitoring, discovering and following rare animals, source localization.

However, in addition to limitations of sensor nodes especially in terms of processing

power, battery and communication bandwidth, reliable multimedia communication

brings extra challenges due to its strict QoS requirements such as high bandwidth

demand and end-to-end delay bounds. Therefore, communication protocols should

provide these strict multimedia requirements with minimum energy in order to in-

crease network lifetime.

Sensor networks are generally event-based and information required by sink is

obtained by collective effort of sensor nodes within the event area. Hence, in order

to provide reliable communication to the undergoing application, communication

protocols should be reliability-aware and provide aggregate reliability obtained from

source nodes involved in communication. Since real-time multimedia data received

from different source nodes differs in end-to-end delay, bandwidth, jitter, power con-

sumption, signal-to-noise ratio, etc. which effects application reliability, it is crucial

for the communication protocol to manage each source-to-sink �ow to provide reli-

able communication.

In terms of communication protocol stack, event-to-sink reliability can best

be provided by exchanging data between various communication layers, thus us-
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ing a cross-layer approach. Indeed, reliable data transport is the main objective of

transport layer. However, reliability depends on various parameters such as delay,

different quality levels of received data from multiple sensors, energy consumption

and packet loss rates and the only way to obtain an overall reliability measurement

is combining information gathered from different layers of protocol stack such as

MAC layer for queuing delays, application layer for quality of decoded multimedia

data, network layer to obtain statistics of different data �ows and so on.

Video Sensor Communication Protocol (VSCP) which is proposed in this the-

sis, is a sink-based, cross-layer protocol that aims to provide reliable real-time video

communication with minimum energy in wireless sensor networks. It estimates each

received video quality using lost segments of frames, computes aggregate multime-

dia reliability using received video qualities, end-to-end frame delays and overall

energy usage of sensor nodes. It aims to provide target reliability with minimum

energy performing an energy ef�cient source rate regulation. It uses queuing delays

and queue levels to detect congestion. Whenever congestion is detected it regulates

source rates in a controlled manner until congestion is resolved. After congestion

is resolved, it increases source rates in an energy ef�cient way, thus increasing the

observed reliability with less energy expenditure.

Although simulation results show that VSCP outperforms existing protocols

especially in terms multimedia communication metrics, some operational blocks can

be improved to obtain better results. For example, in the �rst decision interval the

protocol performs an initial source rate regulation according to number of hops be-

tween each source node and sink. If there is a contention bottleneck around the

source nodes that are closer to sink, initial source rate regulation may cause an in-

creased contention. As it can be seen from the simulation results, in such a case

VSCP resolves the congestion but only after a number of decision intervals have

passed. Hence, initial target frame PSNR assignment can be improved by combining

the hop-count information with identi�cation of source nodes at contention bottle-

necks, thus improving protocol robustness. Secondly, VSCP assumes that there is

no background traf�c in the network. However, this is not the case when there are
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different type of traf�cs. Therefore, congestion detection and resolution methods can

be improved to handle background traf�c. Thirdly, VSCP does not handle multiple

events and assumes that all video streams are sent from same event area. And lastly,

during source rate regulation VSCP only changes video qualities of source nodes.

However, there may be some other application requirements such as frames per sec-

ond and frame size which can also be changed to provide the required reliability.

Again as stated in Section 3.3 estimation of received frame PSNR depends on the

encoding method used and decoder speci�c error concealment process, hence needs

further research effort. These improvements are left as future study.
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