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ABSTRACT

RADIATIVE-CONVECTIVE MODEL FOR ONE-
DIMENSIONAL LONGWAVE CLEAR SKY ATMOSPHERE

Aydin, Guzide
M.Sc., Department of Chemical Engineering
Supervisor: Prof. Dr. Nevin Selguk

Co-Supervisor : Assist. Prof. Dr. Gorkem Kilah

September 2008, 144 pages

Climate models are the primary tools used for ustdeding past climate
variations and for future projections. The atmosjghediation is the key component
of these models. Accurate modeling of atmosphecessitates reliable evaluation of
the medium radiative properties and accurate swlubf the radiative transfer
equation in conjunction with the time-dependent tivdimensional governing
equations of atmospheric models. Due to difficulty solving the equations of
atmospheric and radiation models simultaneouslgliation equations have been
solved when input data such as concentration, teatyre etc. were made available
upon solution of equations of atmospheric modelendgally, time step of
conservation equations are 10-30 minutes but radiatansfer equation is called
only once every 1-3 hours. However, there is inemoy due to the fixed radiation
fluxes over the intervening time steps. To overcdhe problem, the equations of
atmospheric and radiation models have to be sdiredltaneously and the solution

methods have to be compatible. For this purposadiative-convective model with



radiation model based on method of lines (MOL) 8oiu of discrete ordinate
method (DOM) with wide band correlated-k (WBCK) wdsveloped. To achieve
this objective, a previously developed MOL solutiohDOM with WBCK model
was adapted to 1-D longwave clear sky atmosphedetarpredictive accuracy and
computational efficiency was examined on the tesblem by using benchmark
solution obtained from Line-by-line Radiative Tréers Model (LBLRTM). The
radiation code was then coupled with radiative-emtive model and the predictive
accuracy of this model was examined for severapliog intervals. Comparisons
reveal that as coupling interval increases, althotlge computation time of the
model decreases, the predicted temperature prafilesge from the one obtained
when equations of radiative-convective model aral ddiation model are solved
simultaneously and percentage relative error inpeature increases an order of
magnitude when coupling time between radiative-eative model and the radiation
model increases from 2 to 10 hours. Thereforggntloe concluded that the equations
of the radiation model have to be solved simultasgowith the equations of the
climate model.

Overall evaluation of the performance of the radratmodel used in this
study points out that it provides accurate and agatmnally efficient solutions and
can be used with confidence in conjunction with¢henate models for simultaneous

solution of governing equations with radiation star equation.

Keywords: Radiative-Convective Model, Atmospheriadiation, Method of Lines,
Discrete Ordinates Method, Nongray Media, Wide Ba&airelateck (WBCK)
Model.
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Iklim modelleri, gecmi iklim degisikliklerini ve gelecge ait tahminlerde
kullanilan birincil araglardir. Atmosferik sinim bu modellerin ana gésidir.
Atmosferin  d@ru modellenmesi ortamin sinim  Ozelliklerinin  glvenilir
degerlendiriimesini ve atmosferik modellerin zamangslbagok boyutlu problemi
tanimlayan denklemlerle birliktginim 1si transfer denkleminin ga ¢ézulmesini
gerektirmektedir. Atmosfer vesinim modellerinin  denklemlerinin se zamanl
¢ozilmesindeki gucluk nedeniylginim denklemi, atmosferik model denklemlerinin
¢bzumleri konsantrasyon, sicaklik gibi girdilergsaligi zaman ¢ozulir. Genellikle,
korunum denklemlerinin zaman agalil0-30 dakikadir ancaksinim isi transfer
denklemi sadece 1-3 saatte bir ¢ozulir. Lakin, dédaemdeki zamandagimim
akilarinin sabit tutulmasindan dolayr hata olmaktaBu problemin Ustesinden
gelinmesi icin, atmosfer vesinim model denklemlerinin sezamanh ¢ozilmesi

gerekmektedir. Bu amacla, gerbantli b&dasik-k ile belirli yonler yénteminin
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cizgiler metoduyla c¢6zimiune dayalsinim modeli ile ginim-tginim modeli
gelistirilmi stir. Bunu sglamak icin, 6nceden getirilmis olan gery banth b&dasik-
k ile belirli yonler yonteminin c¢izgiler metoduylgdzim modeli bir boyutlu, uzun
dalga, bulutsuz hava kaluna uyarlanmgtir ve modelin 6ngérme @oululugu ve
bilgisayar zamani acgisindan verimi LBLRTM'in ¢cozi@myle kasilastirilarak test
problemi Uzerinde dgerlendiriimistir. Daha sonra sinim kodu ginim-taginim
modeliyle birlgtirilmistir ve bu modelin 6ngérme @olugu c¢esitli birlesme
araliklan icin incelenmgtir. Karsilastirmalar, birlgtirme aralgl arttigl zaman,
modelin hesaplama zamani azalmasirgmen, ongorulen sicaklik profiliginim-
tasinim modelinin ve sinim modelinin denklemlerininsezamanl ¢dztlmesinden
elde edilenden sagtni; ve sinim-tginim modeli ile $inim modelinin arasindaki
birlestirme aralgl 2 saatten 10 saate cikargdezaman, sicakliktaki ylizde hatalarin
bir blyuklik kertesi kadar argini gostermgtir. Bu nedenle, sinim modelinin
denklemleri iklim modellerinin denklemleriylesezamanl c¢ozilmesi gerekti
sonucuna varilabilir.

Bu calsmada kullanilansinim kodunun dgerlendirmesi sonucu bu kodun
dogru ve bilgisayar zamani agisindan verimli ¢ozingegladigi ve sinim Isi
transfer denklemiyle problemi tanimlayan denkleimlegs zamanli ¢6zimi igin

iklim modelleriyle ile birlikte glivenle kullanilalecegi goralmustr.

Anahtar kelimeler: ginim-Tainim Modeli, Atmosferik ginim, Cizgiler Metodu,

Belirli Yonler Y6ntemi, Gri Olmayan Ortam, GeriBantli Bazdasik-k modeli.
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CHAPTER 1

INTRODUCTION

The question of global climate change has been jarntam on the media
and the political agenda for several years now. Huavclimate has varied since the
ice age is of importance in understanding todaglsavior of the climate. In order to
understand the climate change, the components eofclimate system and their
interaction in between must be investigated. Aciogrdio the reports prepared by the
Intergovernmental Panel on Climate Change (IPCE)the global temperature has
increased by approximately 0’16 over the last century and this increase is
attributed to increased concentration of greenhgases (carbon dioxide, methane,
etc.) in the atmosphere. However, researchers e debating whether this is true
or not. Climate models have been and being devdlapenderstand the past climate
variations and to enable future projections [2].

Atmospheric radiation model is the key componentcbimate models.
Therefore, atmospheric radiation models were d@ezxloin isolation from the
climate models. The simplest radiation models a®etl on the assumption of 1-D
clear sky atmosphere containing absorbing-emittimedium for which radiative
transfer equation (RTE) is solved analytically. fidfere, many investigators have
used 1-D clear sky model to determine the effectanbon dioxide, water vapor and
temperature on the fluxes in the atmosphere andutiace of the earth.

To understand anthropogenically generated increagethe atmospheric
carbon dioxide concentration on the atmospheregsitiyators applied longwave
clear-sky radiation models to investigate effectdouibling of CQ concentration
without any change in the profiles of temperatunel avater vapor concentration
throughout the atmosphere on the net flux for ntildide summer atmosphere. Table

1.1 shows the range of investigation, gases coreziden the model range of the



wavenumber, database, method used for propertya&sbin and solution method in
the literature. These studies have shotlat the atmosphere is warmed when
concentration of the carbon dioxide is doubledhalgh their models and input
parameters are not exactly same.

Brindley and Harries [3] have investigated the iotpaf changes in the
atmospheric compositions on the outgoing long weadiation by using GENL2
line-by-line radiative transfer code and concludledt the percentage increases in
column water vapor required to produce the sametisdly integrated forcing as that
given by a doubling of Care 12 and 25 % for tropical and subarctic wicises
respectively.

Buehler et al. [4] have used tropical and subaretioter scenarios to
visualize the impact of large scale changes of Hityi carbon dioxide, and
temperature on outgoing longwave radiation. Fos fiurpose modified version of
standard atmosphere given by McClathey et al. [Srew generated. The
modifications were: (i) water vapor mixing ratiocnreased by 20 % throughout the
column, (ii) water vapor mixing ratio decreased0y% throughout the column, (iii)
carbon dioxide mixing ratio increased by 10 % tlylmaut the column (double-GD
(iv) temperature increased by 1 K throughout thieiroo keeping absolute humidity
fixed, and (v) temperature increased by 1 K thrawgtthe column keeping relative
humidity fixed. The rationale for this set of madétions was to compare the
sensitivity of outgoing longwave radiation showitige net flux at the top of the
atmosphere (OLR) to humidity changes to the seitsitto carbon dioxide and
temperature changes. It was found that in the ¢edase 20% humidity increase
has a larger impact on OLR than the Qfubling; in the subarctic winter case the
CO, doubling has slightly larger impact. However, OlsRalso strongly sensitive to
changes in temperature because of the positiveetieryye dependence of the Planck
function. For the tropical case a 1 K temperatunereament throughout the

atmosphere produces roughly the same effect on &L&20 % humidity decrease.



Table 1.1 Conditions of the studies about the effect of dmgbtarbon dioxide
concentration in midlatitude summer

Mlawer Clough Feigelson  Morcrette Ridgway
[9]
et al. [6] and lacono et al. [8] et al. [10]
[7]
Range of
investigation 1000— 0.1 1000— 0.1 1000— 0 1006- 0 1000— 0.1
(mbar)
Gases 140,00, HO,CO, HOCO, H0,CO  HO,CO,
considered CH. N.O o o o o
in the model 4 2 3 3 3 3
Range of the
wave
number 10-3000 10-3000 0-2600 0-2620 0-3000
(cm™)
HITRAN 92 HITRAN 92 1980 1980 AFGL 1980 AFGL
Database AFGL*
[11] [11] catalog [12] catalog [12] catalog [12]
Line-by-
';/(I)?th%d erted Correlated-k Line-bv-line  Line-bv-line Narrow line and
E’. pt. Y methods y y band
estimation Broad band
h/lse()tlrzjél((j)gf Analytical Analytical Analytical Analytical  Analytical
RTE solution solution solution solution solution

* AFGL: Air Force Geophysical Laboratories



For the subarctic winter case the +1 K temperaéifect is even roughly
twice the -20 % humidity effect. The OLR senstiyvio a 1 K temperature increase
under fixed relative humidity is much smaller thara pure temperature increase due
to water vapor feedback.

In reality, the atmospheric radiation model in lamy atmosphere is used to
evaluate radiative energy balance of the earth-gpimere containing atmospheric
gases, clouds and aerosols, etc. For atmosphetiatiom model consisting of
atmospheric gases, clouds and aerosols, RTE cahensbtlved analytically due to
absorbing-emitting scattering medium. Therefore ERMm the model is solved by
using numerical methods. Moreover, in the atmospheodel containing clouds
one- and multi-dimensional radiative transfer emumatan be used to evaluate cloud-
radiation interactions. Spherical harmonic methad been used to solve one- or
multi-dimensional radiative transfer model in plerg atmospheres [13, 14]. Evans
[15] developed the spherical harmonics discreténatd method, in which spherical
harmonics are employed for computing the sourcetfon including the scattering
integral and discrete ordinate method is usedtegmte RTE spatially, and applied
this model to multi-dimensional media [15, 16]. MenCarlo Method has been
utilized to study radiative transfer model in nuimensional atmosphere [17-19].
This method has a reputation as being rather stowdsults with good accuracy
[15]. Maruyama and his co-workers [20] have devetbp radiation element method
by the ray emission model, REMand have investigated this method in different
atmospheric radiative problems for one- and thiesedsional geometry [20-25].
Discrete Ordinate Method (DOM) is the most wide$ed method for the solution of
RTE due to its accuracy and computational econd&6y, |t is also considered as the
best for representing the streaming of radiatid].[IDOM has been used to solve
the radiative transfer equation for homogenous amhhomogeneous 1-D
atmosphere [27-38]. In addition to usage of digretdinate method in 1-D
atmosphere, this method has been used in multirdimeal atmospheric models
(i.e. [39, 40] ). Li et al. [41] have developed enndiscrete ordinate algorithm based
on the discrete ordinate scheme with an infinitetgall weight (DOS+ISW) for
computing the radiative transfer in 1-D atmosplard found that DOS+ISW needs

usually higher order discrete ordinate quadratets & achieve the same precision



as that of DOM.

However, the components of atmospheric model imatie models are
transient multi-dimensional conservation equatiexcept radiation transfer equation
which is an integro-differential equation. Due tffidulty in solving the equations of
atmospheric and radiation models simultaneouslgijat®n equations have been
solved when input data such as concentration, teatyre etc. were made available
upon solution of equations of atmospheric modelendgally, time step of
conservation equations are 10-30 minutes but RTEaied only once every 1-3
hours [42]. There is inaccuracy due to the fixedia@gon fluxes over the intervening
time steps.

Only a limited number of studies were carried auinvestigate the effect of
coupling interval of radiation field on the accuauf the climate model. Morcrette
[43] has compared the use of coupling interval &o8rs with 20 minutes by using
10 days and four month seasonal observation détavas found that in 10 day
forecast, temperature errors display a strongeremidgnce on the temporal
representation and the difference increases witphheparticularly in the tropical
areas where interactions among convection, clondsradiation dominate; and the
anomaly correlation of geopotential shows littlensggvity to more complete
representation of the cloud-radiation interactibmvas concluded that in four month
seasonal simulations, the small errors seen inalOfarecast build up and a better
temporal resolution of the radiation produces aeolistratosphere through cloud-
radiation-convection interactions [43]. Venema aiglcoworkers [44] have studied
two cases. In the first one, coupling interval walgen as 1 hour. In the second one,
the coupling interval was taken as 5 minutes. s #tudy, a correlation for net
fluxes obtained from regression analysis of thremtms atmospheric data (July to
Sep. 2004) was used instead of the solution of RiTthe difference between the
fluxes obtained by the correlation and the onesutaled upon solution of RTE was
large,é-two stream method for the solution of RTE was dggtl. The results found
from coupling every hour and every 5 minutes amagared with those found from
coupling every 2.5 minutes. Comparisons reveal that mean square error in the
net solar flux at the surface decrease from 77 $Mén#3 W/nf and the error in the

infrared net flux at the surface reduce from 15 Won9.1 W/nfas coupling interval



decreases from 1h to 5 minutes [44]. The root nmszprare for solar net radiative
flux was still high even when 5 minutes couplingeival is used. Therefore, it can
be concluded that instead of using correlationiatae fluxes should be calculated
with solution of radiative transfer equations.

Consequently, accurate and efficient solution tephe for climate models
requires compatibility between radiative transfeguation and partial differential
equations (PDEs) governing other transport prosesbBéoreover, compatibility
necessitates representation of the equations isdahee form and use of the same
numerical solution technique. Conservation equatiare in the form of PDEs and
the equation modeling radiation field can be repnésd by a PDE with the use of
discrete ordinate method. Conservation equatiomsbeasolved accurately with a
high computational efficiency using Method of linésIOL) solution. To be
compatible equation modeling radiation field shoudd solved with the same
solution technique which is Method of Lines soluatiof Discrete Ordinate Method
(MOL solution of DOM). MOL solution of DOM has bearsed for several test
problems to test its accuracy. It was found to poedgood agreement with exact
solutions, Monte Carlo, zone method solutions aedsurements [26, 45-53].

Accuracy of the radiation model is very sensitieethe radiation property
estimation model utilized. Line-by-line (LBL) mettidi.e. [7, 10, 54] ) , which is a
direct evaluation of the contribution of the indiual lines of atmospheric absorption
bands, is the most accurate of all. However, diapglication of LBL calculations is
unsuitable in numerical atmospheric models dueatgel computation times and at
present, these calculations are most useful ashbear&s for testing and improving
approximate techniques [8]. The significant compatel burden required by LBL
model has necessitated the use of band models vanécklesigned to approximate
the nongray gas behavior over wavenumber interwatlsin which the radiative
properties are assumed to be constant [53]. Bartdklm@re categorized as narrow
band [55-57] and wide band [58-62]. Disadvantagehefse models is that they
provide gas transmissivities or absorptivities east of absorption coefficients,
which are required for the solution of RTE and #fiere there has been an increasing
effort for the development of gas spectral rad@pvoperty estimation models which

yield absorption coefficients and so they becomtable for incorporation into any



RTE solution technique [53]. k-distribution meth¢@3, 64] assumes that the
transmission within a relatively broad spectratéimal depends on the k-values rather
than the spectral ordering of k-values and thishagthas been demonstrated to be
more accurate than band models but, more impoytantllows for the treatment of
multiple scattering by aerosol and cloud particl€®]. Moreover, numerical
procedures have been employed to calculate thélatal k-distribution functions
[61, 65-69]. However, like other band-model methdlds k-distribution approach is
developed for homogenous path and therefore, fohmmogenous atmosphere, the
one-parameter scaling approximation must be useuchwcan lead to large
deviations from results computed from the LBL [7The correlated k-distribution
method is an extension of the k-distribution to mamogeneous paths first proposed
by Lacis et al. [71] and this model has been w@tiizn modeling of atmospheric
radiation [70, 72, 73]. This model neglects theaton of blackbody intensity over a
band and therefore enables the replacement ofrapedegration over wavenumber
within band by a quadrature over the absorptiorffiodent [53]. Correlated-k model
has been extended to wide bands for combustioremysyielding wide band
correlated-k (WBCK) [74-77]. In the WBCK model, theave number spectrum is
re-ordered to yield a smooth function of the absompcoefficient around the band
centers within the wide band, so that for a cert@ave number interval, a set of
mean values of the absorption coefficient can b®diced [78]. For the re-ordered
wave number, Denison and Fiveland [76] developedlased form function.
Implementation of this function to WBCK model wasntbnstrated on solution of
RTE by DOM [78]. MOL solution of DOM was utilizedottreatment of one-
dimensional parallel plane and two-dimensional yarisetric cylindrical non-grey
media for combustion system by using WBCK as radiaproperty estimation
model and its results were found to be in agreematht LBL results. Moreover,
WBCK is computationally efficient [53, 79, 80] aitd correlation parameters are
suitable to atmospheric conditions.

Therefore, the first objective of the present gthds been to investigate the
effect of carbon dioxide, water vapor and tempeeatin the radiative fluxes in the
atmosphere and earth’s surface. To achieve thecie, Line-by-line Radiative
Transfer Model (LBLRTM) developed by Clough et B1] based on analytical



solution of RTE with LBL was utilized for 1-D longwe clear sky atmosphere. The
second objective of the present study has beerevelap a radiative-convective
model with radiation model based on MOL solution @®M with WBCK for
determining the effect of coupling interval on tlaecuracy of the radiative-
convective model. To achieve this objective, MOlluson of DOM with WBCK
developed by Cayan and Selguk [79, 80] was adajteldD longwave clear sky
atmosphere and its predictive accuracy and comiputdtefficiency was examined
on the test problem by using benchmark solutioraiobtl from LBLRTM. The
radiation code was then coupled with radiative-emtive model and the predictive

accuracy of this model was examined for severaplog intervals.



CHAPTER 2

BACKGROUND

In this section, various issues associated witthEEaatmosphere and climate

are briefly overviewed to understand climate chamgenomenon.

2.1 Earth’s Atmosphere

The Earth is the third planet from the Sun andfifile in the solar system in
terms of size and mass. Its single most outstanfdiature is that its near-surface
environments are the only places in the universavknto harbour life [82].

It is widely accepted by both geologists and astnoers that the Earth is
roughly 4.6 billion years old. This age has beetaioied from the isotopic analysis
of many meteorites as well as of soil and rock dasfsom the Moon by such dating
methods as rubidium-strontium and uranium-lead. edegr, The Earth and
meteorites have had similar lead-isotope histo@®sl so it is concluded that they
condensed or accreted as solid bodies from a pahwoud of interstellar gas and
dust—the so-called solar nebula from which therengolar system is thought to
have formed—at about the same time. Particles énstblar nebula condensed to
form solid grains, and with increasing electrostatnd gravitational influences they
eventually clumped together into fragments or clsurf rock. One of these
planetesimals developed into the Earth [83].

2.1.1The Early Atmosphere

Earth’s very earliest atmosphere probably was swpt space by a solar
wind, a vast stream of particles emitted by the. &umEarth slowly cooled, a more
enduring atmosphere formed. The molten surfacalifietil into a crust, and gases

that had been dissolved in the molten rock werdugaty released, a process called



outgassing. Outgassing continues today from hursdretl active volcanoes
worldwide. Thus, geologists hypothesize that Eartriginal atmosphere was made
up of gases similar to those released in volcamiss&on today: water vapor, carbon
dioxide, nitrogen, and several trace gases [84].

As the planet continued to cool, the water vapardemsed to form clouds
and great rains commenced. At first, the water v@vaporated in the hot air before
reaching the ground, or quickly boiled away upomtaoting the surface. This
accelerated the cooling of Earth’s crust. When sh&face cooled below water’s
boiling point (100°C or 212°F), torrential rains slowly filled low areas, fomgj the
oceans. This reduced not only water vapor in thduat also the amount of carbon
dioxide, for it became dissolved in the water [84)].addition, much of the carbon
became locked up in sedimentary rocks [85]. In,featbon dioxide must have been
a good a deal more abundant than it is now. Ifeleasbon-containing sediments are
converted back into carbon dioxide and distributetiveen ocean and atmosphere in
the ratio 60:1 that prevails today, the carbon idiexcontent of the atmosphere
should have been more than a 100 times greaterttday [86]. Therefore, the
chemically inactive gas nitrogen gradually camddminate the Earth’s atmospheric
composition [85].

Oxygen was a later arrival, only reaching 10 percai present
concentrations about 1 billion years ago, probabbinly as a result of the sun’s
energy splitting water vapor molecules into thengtituent elements. The hydrogen,
being light, could escape more easily to spaceyiriga oxygen in small
concentrations behind. Due to the thinness of #ygen layer, ultraviolet radiation
could penetrate down to the surface, inhibitingdeeelopment of life forms, unless
they were shielded by a considerable depth of od@aly slowly did photosynthesis
raise the concentration of oxygen to present lewglabout 300 million years ago, by
which time terrestrial life forms were establistj88]. The Precambrian rock record
suggest that much of the first free oxygen did reobain free because it combined
with (oxidized) other substances dissolved in watespecially iron. Iron has
tremendous affinity for oxygen, and the two elersezdmbine to form iron oxide
(rust) at any opportunity. Then once, the availata satisfied its need for oxygen,

substantial quantities of oxygen accumulated inatimeosphere. By the beginning of
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the Paleozoic era, about 4 billion years into Eamgxisting, the fossil record reveals
abundant ocean-dwelling organisms that require emygo live. Hence, the
composition of Earth’s atmosphere has evolved tagewith its life forms, from an
oxygenless envelope to today’s oxygen-rich envirenfid4].

2.1.2The Atmosphere Today

Consequently, present atmosphere contains mo&lyithogen and oxygen,
although its compositions vary from time to timedgrlace to place. According to
NASA updated date [87], the composition of the diyby volume can be seen in
Table 2.1. NASA obtained data from the Earth Ohiggr&ystem (EOS) which is a
coordinated series of polar-orbiting and low ination satellites for long-term global

observations of the land surface, biosphere, &idh, atmosphere, and oceans [88].

Table 2.1 Compositions of the Earth’s atmospherg [8

Major Gases

Gas Formula % by volume
Nitrogen N 78.084
Oxygen Q 20.946

Minor Gases
Gas Formula ppm
Argon Ar 9340
Carbon Dioxide Co 380
Neon Ne 18.18
Helium He 5.24
Methane CH 1.7
Krypton Kr 1.14
Hydrogen H 0.55
Water HO 0-10000
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2.1.3Measurement Techniques of the Atmospheric Profile

The basis for modern weather and climate netwoiks haid during the later
part of 19" century as governments realized that mapping eeathstems could
provide valuable public information, especially farral decisions and safety of
shipping. The observations systematically carrietdat fixed times of the day, were
recorded in field books that were regularly forweddto headquarters for the
compilation of climate statistics. As can be seeRigure 2.1, at the beginning of the
20" century there were quite extensive meteorologitaserving networks covering
the lands of both hemispheres, although with sicgmiit gaps and by the end of the
20" century, these were mostly filled. The weathemoeks that evolved have had
an emphasis on rapid collection of essential elésnéor forecasting, particularly,
temperature, pressure, humidity, wind speed arettiom, and precipitation. A wide
range of different observation systems, on landgat in the air and from space can
be seen in Figure 2.2 [89].

At sea the challenge of building up a complete atim picture was more
demanding. Nevertheless, from the middle df ¢&ntury in many parts of the world,
arrangements were made to obtain systematic re¢amasships. The collection of
these data and their analysis provided guidaneeataners on a range of conditions
at sea. Information gathered included air and seface temperature, air pressure,
wind speed and direction, wave height, the extérdea ice and visibility. All of
these were used initially to assist navigation angrove safety, but have since
proven invaluable for research into the climataesys New technologies have made
more observations possible and so the nature ofnteasurement systems has
evolved over time. However, it was not until thes@8 & 1960s that some national

weather services started to record these datanipate-compare forms [89].
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Greater than 50% coverage for temperature observations, 1891 through 1910
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Figure 2.1 At the beginning of the 2@entury there were large gaps in the global
network for regularly observing and reporting saefdemperature, but by
the end of the century these were mostly filled:egt for the inhospitable

polar regions [89]
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Figure 2.2 Monitoring the Earth’s weather and buaidup the best possible picture
of the climate involve a wide range of differentsebvation systems, on
land, at sea, in the air and from space [89]

Upper air observations were much more difficultriake. Although manned
balloon flights were carried out occasionally, theproved dangerous and
occasionally fatal. Kites became a favored altéveafTethered kites were routinely
used to carry an instrument package aloft by tlilearil9th century. But the height
these could reach was only about 3 km and obsenstiould only be made in good
weather conditions with relatively light winds [83)uring the 1920s aircrafts were
used to measure conditions in the lower atmospl@&je These could reach higher
altitudes, but again could be grounded in poor hexatTheir data also could only be
analyzed some hours after they had been madeD)8sjhg World War Il, as aircraft
were flying higher, pilots discovered exceptionafifrong winds at 6 to 7 km
altitudes. These first encounters with the jetastreand the realization that it was
linked with large-scale atmospheric circulationt@ats controlling many features of

the weather, was an eye-opener to meteorologtstémplications for safe air travel
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created an urgent demand for routine observatiohsomditions aloft. This
accelerated the development of new technologiesdasure the upper atmosphere
and regular balloon-borne measurements (radiosdmesme a part of meteorology
[89]. The radiosonde is a small expendable setsifuments hung from a helium or
hydrogen filled balloon. Sensors for temperatuamsmit pressure and temperature
continuously back to a base station as the balts@s. A radar reflector attached to
the balloon enables the ground station to trackhisight and rate of ascent of the
balloon and also the wind direction and speed gbwa heights. A profile through
the atmosphere is provided until the reductioniinpeessure results in the balloon
expanding to bursting point, or atmospheric condgi cause the ground station to
lose contact. Some balloons reach 40 km beforetibgrand parachute allows a
gentle descent to occur [85].

Since 1960s, meteorological observations of the ogpinere have
increasingly been carried out from orbital platfstnSome of these satellites are
located in geostationary orbits 36,000 km above sihdace. As they orbit at the
same rate the earth turns, they are therefore @pélbmaging the same area below
them on continuing basis. Others are polar orbidgrgeh image different areas on
their pole-to-pole journey as the earth rotatesehinthem. Most of these platforms
involve passive systems whereby electromagnetidatiad being emitted or
reflected from the atmosphere or surface is medsume specific wavebands,
particularly in visible and infrared wavelengthsages in the atmosphere selectively
absorb both incoming and outgoing radiation atipalgr wavelengths and by
measuring how much radiation are occurring at &iqudar wavelength, temperature
and atmospheric composition may be inferred. A sddorm of sensing depends on
active generation of electromagnetic energy atipegavelengths. By measuring
the return flow of pulses of generated energy, Hagellte can also enable
atmospheric composition to be inferred. Passivesisgnis particularly useful for
cloud analysis due to the high reflectivity of alisu[85]. Now, satellites measure a
whole host of different features of climate systeimcluding the temperature
throughout the depth of the atmosphere and ofulface of the land and the oceans
[89].

15



2.1.4Vertical Structure of the Atmosphere

The atmosphere is vertically divided into five legyeon the basis of
temperature, chemical composition, movement anditjeas illustrated in Figure
2.3. Each of the layers are bounded by "pauses'tevti® maximum changes in

thermal characteristics, chemical composition, moset and density occur [90].

Aurora

@H@ Weather Balloon

Mount Everest

Figure 2.3 Layers of atmosphere [90]
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2.1.4.1 Troposphere

The troposphere begins at the Earth's surfacexdedds up to 4-12 miles (6-
20 km) high. The height of the troposphere variesnfthe equator to the poles. At
the equator it is around 11-12 miles (18-20 kmhhigt 50°N and 50°S, 5% miles
(~9 km) and at the poles just under 4 miles (~6 kigh [90]. About 75% of the
mass of the atmosphere and almost all the waterram aerosols are contained in
this layer [85]. Almost all weather occurs in théger. As the gases in this layer
decrease with height, the air becomes thinner [Biogrefore, the temperature in the
troposphere also decreases with an increase todatand the temperature falls by
an average of 6.5°C/km [84]. The temperature dse®@ the troposphere is called
the environmental lapse rate. In troposphere,dimpéerature drops from 62°F (17°C)
to -60°F (-51°C) [90].

The transition boundary between the tropospherdtamthyer above is called
the tropopause. Both the tropopause and the trbpospare known as the lower

atmosphere [90].
2.1.4.2 Stratosphere

The Stratosphere extends from the tropopause uplteniles above the
Earth's surface. This layer holds 19 percent ofatineosphere's gases, but very little
water vapor. Temperature increases with heighadsiion is increasingly absorbed
by oxygen molecules which lead to the formationoabne. In stratosphere, the
temperature rises from -76°F (-60°C) to 5°F (-15°Che transition boundary which
separates the stratosphere from the mesospheaied the stratopause. The regions
of the stratosphere and the mesosphere, alongtietistratopause and mesopause,

are called the middle atmosphere by scientists [90]
2.1.4.3 Mesosphere

The mesosphere extends from the stratopause ta &3owmiles (85 km)
above the earth. The gases, including the oxygeleaules, continue to become
thinner and thinner with height. As such, the dffeCthe warming by ultraviolet
radiation also becomes less and less leading éxi@edse in temperature with height.

However, the gases in the mesosphere are thickgartouslow down the meteorites
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hurtling into the atmosphere, where they burn eaying fiery trails in the night sky.
In mesosphere, the temperature drops from 5°F GIL5G -184°F (-120°C). The
transition boundary which separates the mesosgtmarethe thermosphere is called

the mesopause [90].
2.1.4.4 Thermosphere

Thermosphere extends from the mesopause to 438 (6 km) above the
earth. This layer is known as the upper atmosphiére.gases of the thermosphere
are increasingly thinner than in the mesospherdy @ higher energy ultraviolet
and x-ray radiation from the sun is absorbed. Batause of this absorption, the
temperature increases with height and can readfighsas 3600 °F (2000°C) near
the top of this layer [90]. However, such tempemduare not comparable to those
experienced near Earth’s surface. Temperature fisadkin terms of the average
speed at which molecules move. Because the gagbe tfiermosphere are moving
at very high speeds, the temperature is very Hgh.the gases are so sparse that,
collectively, they posses only an insignificant quiy of heat. For this reason, the
temperature of a satellite orbiting Earth in therthosphere is determined chiefly by
the amount of solar radiation it absorbs and nahleyhigh temperature of the almost
nonexistent surrounding air. If an astronaut insigge to expose his or her hand, it
would not feel hot [84].

2.1.4.5 Exosphere

Exosphere is the outermost layer of the atmosphack extends from the
thermopause to 6,200 miles (10,000 km) above tindn.eln this layer, atoms and
molecules escape into space and satellites orbiEdrth. The transition boundary
which separates the exosphere from the thermospbelew it is called the
thermopause [90].

In the atmosphere, temperature and pressure vatigally as a function of
height. As can be seen in Figure 2.4, pressureedses rapidly near Earth’s surface
and more gradually at greater heights. The avesagdevel pressure is slightly more
than 1000 millibars. At 3 km high in the atmosphehe air column above is 3 km

shorter than the surface. Air pressure is thusaediconsiderably to about 700 mbar
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that height. At 10 km elevation, it is less tharD3@bar [85]. In Figure 2.5, the
temperature as function of altitude is decreasimegkly in troposphere from T at
the surface to -53C and then increasing in stratosphere t8G.3It decreases again

in mesosphere to -9C and rises in thermosphere up to 260490].
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Figure 2.4 Atmospheric pressure variation withtadte [84]
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Temperature 'C

Figure 2.5 Average temperature profile of the ajphese [90]

2.2 Climate

Climate derived from the Greek wordkltma” is defined as the average
weather in terms of the mean and variability ofex&int quantities over a period of
time ranging from months to thousands or milliofig@ars.The classical period is
30 years, as defined by the World Meteorologicajd@ization (WMO) [85]

2.2.1Climate System

Climate is the end product of a multitude of intti@ns between several
different subsystems - the atmosphere, oceans,phlwos, land surface and
cryosphere - which collectively make up the climatstem. As can be seen in
Figure 2.6, each subsystem is coupled in some wvélyet others such that changes in

one system may give rise to changes elsewhere [91].
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Figure 2.6 Schematic diagram of major componentsthaf climate system.
Feedbacks between various components play an iargorble in
climate variations [91]

Of the five principle subsystem, the atmospherthésmost variable. It has
relatively low heat capacity and responds to esemfluences most rapidly. It is
coupled to other components of the climate systewugh energy exchanges at the
surface as well as through chemical interactionst tmay affect atmospheric
components [91]. The water bodies of the worldhyuirosphere, store and relocate
the sun’s energy and respond also to changes inamgosition in the atmosphere
[85]. Surface layers of the ocean respond to eatenfluences on a timescale of
months to years, whereas changes in the deep oaeamsuch slower; it may take
centuries for significant changes to occur at depdtause water has a much higher
heat capacity than air, the ocean store very lgigmtities of energy, and act as a
buffer against large seasonal changes of temperg.

The oceans play a critical role in the chemicabbeé of the atmospheric

system, particularly with respect to atmospheridboa dioxide levels. Because the
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oceans contain very large quantities of,G®solution, even a small change in the
oceanic CQ balance may have profound consequences for thaticadbalance of
the atmosphere and hence climate. The role of¢bars in global COexchanges is
of particular importance, not only for an undergiag of past climatic variations but
also for insight into future CQrends in the atmosphere [91].

The cryosphere, ice bodies of the world, respoed slowly to external
changes, on the timescale of decades to centliies. influence the reflectivity of
the surface to solar radiation and also the operaif deep ocean circulations. Land
surface, lithosphere, interacts with other comptheaf the climate system on all
timescales [91]. It moves to rearrange place owelg Itimescales and provides
mechanisms, such as volcanoes, which affect theposition of the atmosphere
[85]. The final component of the climate systenthis biosphere, consisting of plants
and animals in the world, though vegetation coved dype are mainly of
significance for climate. Vegetation affects thebealo, roughness and
evapotranspiration (the combined loss of water fribva soil and surface to the
atmosphere by evaporation and plant transpiraticimracteristics of a surface and
also changes the atmospheric composition throug/hetmoval of carbon dioxide and

the production of aerosols and oxygen [91].

2.2.2Energy Budget of the Earth

To understand how the Earth’s climate system fonetiit is needed to know
how the sun’s energy drives the whole system. Atrttost fundamental level these
processes are all about how much solar energysisrlaéd by the Earth and how this
energy is re-radiated at longer wavelengths toespathe form of infrared terrestrial
radiation. Over time the Earth’s climate system a@rs largely stable because the
energy received is equal to that lost [89].

The sun emits radiation as if its surface tempegatvere about 5700C.
However, the intensity of its radiant heat decrsasigh distance and so the Earth is
bathed in an average solar influx of 1370 watts sgprare meter. As the Earth is
spherical, each square meter receives on averagdoonth of this, or, about 342
W/m? [89]. As can be seen in Figure 2.7, this amountlma simplified to represent

as 100 units of energy.
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Figure 2.7 The Earth’s energy budget asthfrom [92]

6 units of this amount are scattered upward bynbé&cules and particulates
in the atmosphere, 20 units of this amount arecedd by clouds and 4 units of this
amount are reflected by Earth’'s surface. In tod8l,units of the incoming solar
energy reflected and scattered by earth-atmospbigsteem play no role in the
warming the earth. However, the remaining ener@yurits of the solar energy, are
absorbed by clouds and other atmospheric const#y&f units) and particularly by
surface, including land and oceans, (51 units) ared converted into heat which
warms the earth-atmosphere system [85]. Energeisdiated from the Earth’s
surface at longer wavelength [91]. 6 units are dfiyelost to space through the
atmospheric window in the region of 8-14m. 15 units are absorbed by the
atmosphere, clouds and atmospheric gases suchtaswagor and carbon dioxide.
Although solar and thermal radiations dominate gynéxalance of earth-atmosphere

system, conduction and convection are also impbriamnits are transferred from
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the surface by conduction and convection and 23sucarried to clouds and
atmosphere by latent heat in water vapor. 64 angsradiated to space from clouds

and atmosphere [85].

2.2.3Climate Forcings

The climate system is a dynamic system in transbedance. A climate
forcing is a change imposed on the planetary eneaignce that causes a change in
global temperature. Forcing imposed on the clinsgitem can be considered in two

separate categories: external forcing and intdanaeing [42].

2.2.3.1 External Forcings

External forcings are caused by variations in agemitside the climate
system such as Milankovitch variations, solar raginfluctuations. Milankovitch
theory is an attempt to relate climatic variatioms change in parameters of Earth’s
orbit around the Sun. The orbit of Earth is amps# around the Sun. The Earth’s
orbit becomes more eccentric (elliptical) and tiheore circular in a pseudo-cyclic
way, completing the cycle in about 110 000 yeatse Thean annual incident flux
varies as a function of eccentricity of the orkit,There is a smaller incident annual
flux for a larger value of eccentricity of the drbrhe current value of E is 0.017. In
the last 5 million years, it has varied from 0.08840 0.060791, resulting in changes
in the incident flux of +0.014 % to -0.170 % frohretcurrent value [42].

The obliquity or the tilt of Earth’s axis rotatios the angle between the
Earth’s axis and the plane of the elliptic. Changeshe obliquity affect seasonal
variations. If the obliquity is large, seasonal isaons are greater, resulting in
warmer summers and colder winters. Obliquity rarfges) about 22to 24.5 and
current value is 23% The point of the Earth’'s elliptical orbit close&t sun,
perihelion, moves into space due to gravitatiom#&raction with other planets so
that the ellipse is moved around in space. Thigtgobecession may cause a
progressive change in the time equinoxes. Thesagesaaffect its temporal and
spatial distribution. The variations in these ab@omponents can be seen in Figure
2.8 [42].
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Figure 2.8 Schematic diagram showing the variatiais the three orbital
components: obliquity (axial tilt), orbital eccenity and precession of
the perihelion [42]

Variations in the climate during historical timeavie been linked with the
sunspot cycle, which is a second possible causmlaf-produced climatic change.
This cycle occurs with a 22 year periodicity: th¢ale’ double sunspot cycle. The
overall amplitude of the cycles seems to incre&selg and then fall rapidly with a
period of 80-100 years and also there appears t dueasi-cyclic fluctuation of the
order of 180 years [42].

2.2.3.2 Internal Forcings

Internal forcing, such as that due to volcanic #oms, ice-sheet changes,
CO; increases and deforestation, are variation in @orapts of the climate system.
Internal forcings are caused by two major groupscbanges: human-induced

changes and natural changes [42].

2.2.3.2.1 Human-induced Changes

Today’s climate concern centre on the possible atgpaf human activities
such as the emission of greenhouse gases and laerbanges in land-use and
depletion of stratospheric ozone. After the indaktrevolution, concentration of a

number of greenhouse gases such as carbon diaxieilhane and nitrous oxide
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increased. Apart from the water vapor, carbon diexs the major component of the
natural greenhouse effect [42]. The greenhousesgabsorb outgoing long wave
radiation. This is trapped and reradiated backeocRarth’s surface [85].

The emission of aerosols is also believed to atfex climate. The influence
of volcanic aerosol on climate has long been reizegh but the influence of
tropospheric aerosols associated with industrillpon has only recently been, to
some extent, quantified. Solid sulphate partickesuit from the oxidation of sulphur
dioxide emitted when fossil fuels are burned. Otldlustrial processes also
contribute droplets and particulate material to tteposphere. These aerosols are
localized and have two effects on the climate syst&he direct effect of most
aerosols is to reflect some solar radiation bat¢& Bpace and so act to cool the
affected area, although some particulates, susbats are dark in color and have the
opposite effect, causing local warming. Therel$® @n important indirect effect of
tropospheric aerosols. They act as additional cloaiedensation nuclei and cause
more, smaller, drops to form in clouds, increasihg reflectivity of the clouds,
further cooling the planet [42].

The depletion of stratospheric ozone is a resultcllorofluorocarbons
(CFCs) and hydrochlorofluorocarbons (HCFCs) emitteth human activities. Since
CFCs are practically inert in the lower atmospharportion of these gases gradually
makes its way to the ozone layer, where sun-lightsates the chemicals into their
constituent atoms. The chlorine atoms released whaig, through a complicated
series of reactions, have the net effect of rempwome of the ozone. Because
ozone filters out most of the ultraviolet radiatitom the Sun, decrease in its
concentration permits more of these harmful wawgles to reach Earth’s surface
[84].

Humans also change the character of Earth’s suffigcdesertification, re-

and deforestation, urbanization and river, lake dant engineering [42].

2.2.3.2.2 Natural Changes

Volcanoes influence climate system by projectinggda quantities of
particulate matter (dust, ash, condensed waterleig)pand gases (water vapor,
carbon dioxide and sulphur dioxide) into the atninesp [42]. Some gases and the
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heavier particles only reaching levels below 10Hame a short residence time in the
atmosphere [85] and are quickly removed by graemad fall-out or rain-out [42].
However, gases, which are light, especially sulptioxide, can linger for much
longer if they are injected to heights beyond tpdsphere, into lower stratosphere.
Recall that unlike the troposphere, the stratosplimrcomes warmer with height.
This means it is quite stable and material injedtgd it is not subject to rapid
dispersion. The sulphur dioxide emissions from rgdaexplosive event react with
water vapor in the presence of sunlight to forny tieflective sulphate droplets and
particles which can remain suspended in the atnesspfor lengthy periods [85].
The residence time is in the order of a year foos@ of radii 2-5um whereas it is
12 years for smaller aerosols of radii 0.5-if. These aerosols increase the albedo
of the atmosphere and reduce the amount of saligtian that reaches the surface
[42].

The ocean is one of the main constituents of theaté system. Therefore,
any changes in the ocean directly affect the cknststem. The El Nifio Southern
Oscillation (ENSO) phenomenon is one of the befikrdd modes of so-called
internal climate variability. It has an oceanic | Eifio and La Nifia — and an
atmospheric — the Southern Oscillation — compofasit

An ENSO event is a large-scale ocean-atmosphetemsyis the Pacific that
switches mode periodically from a warm phase Elo\gpisode to a cold phase La
Nifia episode. Under ‘normal’ conditions in the Raccold water, high pressure and
low rainfall are found in the central and eastezgions, while warm water, low
pressure and wet conditions prevail in the westegions as illustrated in Figure 2.9
(a). El Nifio events change the ‘normal’ conditiand are recognized by the
development of anomalously warm water over therakmaind eastern Pacific (seen
in Figure 2.9 (b)). During an El Nifio, warm waterddow pressure over the central
and eastern part of the Pacific Basin bring wetdd@ns to countries like Tahiti,
Peru, and Ecuador, while cool water and high preseuer the western part of the
basin encourage low rainfall in Australia and Inelseia. A La Nifia is the converse of
an El Nifio with very cold water, strong high pragsand very dry conditions in the
eastern Pacific and very warm water, severe lowsu@ and very wet conditions in

the western Pacific (seen in Figure 2.9 (c)). EN&S@nts involving the switch from
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El Nifilo to La Nifia conditions alter not only locahd regional climate (droughts,

intense rainfall) but also climate patterns at tf@bal scale [85]. The change in

tropical temperatures is sufficient to affect glelvean temperature, creating a rise
and fall of a couple of tenths of a degree Celsusry few years (can be seen in
Figure 2.10) [93].

Evidence shows that ENSO events have become mteasan and more
frequent in the last 30 years or so, and it is @btd that such a trend will continue in
the future. It is difficult to separate out the iwidual effects of EIl Nifio events and
those attributed to global warming since many efrtimpacts are similar (i.e. global

heating, greater storminess) [85].
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Figure 2.9 An ENSO event showing three stages@ae@tmosphere coupling: (a)
standard condition; (b) warm phase El Nifio; (cHdqohase La Nifia [85]
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Figure 2.10 Global-mean monthly temperature for peeod 1980-1999, showing
the effects of El Nifio (EN) and La Nifia (LN). Atetylobal scale, the
effects of the Pinatubo eruption masked the warmmuyced by the
1991/92 EIl Nifio event, although the regional impauft that El Nifio
event did occur. The upper graph shows the comp&ibal-mean
temperature record as context [93]

2.2.4Climate Feedbacks

Interactions within the climate system often inlomplex and non linear
relationships. Changes in one subsystem may inva@empensatory changes
throughout the entire climate system. These changay amplify the initial
disturbance or dampen it. Interactions that terahtplify the disturbance are termed
positive feedback mechanisms or processes; theyatgpen such a way that the
system is increasingly destabilized. Interactiohat ttend to dampen the initial
disturbance are termed negative feedback mechanfSdls Among the most
significant of feedbacks are the ice albedo, wasgror and cloud feedback effects
[85].

The ice-albedo effect is a positive feedback whachurs because ice/snow
coverage changes enhance themselves [85]. For éxaifrgome external or internal
perturbation acts to decrease the global surfanpdeature, additional areas of snow

and ice are likely to be formed. Since the albeafosnow and ice are high due to
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their brightness and color, they reflect almostthé solar radiation incident upon
them. This results in a decrease in the temperatufarther increase in snow and
ice results from this decreased temperature andptbeess continues. At higher
temperatures, the areas of snow and ice are likelye reduced, thus reducing the
albedo and leading to further enhancement of teatpess [42].

Positive feedback also occurs when water vapor ggmim the atmosphere
occur. For example, a warming which produces meaperation produces more
water in the atmosphere. But water vapor is a kigffective greenhouse gas which
traps outgoing longwave radiation [85]. The domingmeenhouse gas in the Earth’s
atmosphere is water vapor, although carbon dioaidetrace gases, such as methane
and chlorofluorocarbons are becoming increasinghpdrtant. The additional
greenhouse effect of the extra water vapor enhativestemperature increase.
Similarly, if temperature falls, there will be legster vapor in the atmosphere and
the greenhouse effect is reduced [42].

Cloud feedback is more complex and exhibits botkitp@ and negative
characteristics [85]. Clouds are both highly reflex (thus contributing to the
albedo) and composed of water and water vapor @bosibuting to the greenhouse
effect, because of their control of the longwavdiation). Generally, the albedo
effect dominates over the greenhouse effect fordod middle level clouds and so
that increased cloudiness results in an overallimpoOn the other hand, cirrus
clouds which are fairly transparent at visible wawngths have a smaller impact
upon the albedo so that their overall effect isveom the system by enhancing the

greenhouse effect [42].

2.2.5Climate Records

2.2.5.1 Techniques for Reconstructing Past Climates

There are two major techniques that are used tnstct former climates.
These include the use of meteorological instruméhesrmometer, barometer etc.)
that measure the weather relativalirectly and the application of methods that
estimate the weather or climatadirectly, i.e. using documentary sources or
environmental sources (tree rings, ice cores, sddake sediments etc.) [85].

The most satisfactory means of comparing past thighpresent climate is by
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using instrument exposed under standard conditiiosvever, problems with the
quality of the early instruments and with the manimewhich they were deployed
often rendered their results unreliable [85].

Long before instrumentation was available, indigldu made written
comments about the weather in diaries and joui8&ls These data are particularly
important as they deal with short term climaticctliations during the most recent
past. It should be noted that the use of histord@uments to reconstruct past
climates is intimately linked with the debate otlkee extent to which climate and
climatic fluctuations have played role in humantdmg. The historical climatologist
is often faced with the difficulty of ascertainiegactly what qualitative description
from the past are equivalent to in terms of modap-observations. For example, it
is not always clear what the terms ‘drought’, ‘ftpsr ‘frozen over’ mean or how
the qualifying terms like ‘extreme’ frost can beerpreted. An approach to solving
this problem has been to use content analysissesasn quantitative terms and as
rigorously as possible, climatic information in thstorical source. Historical
sources rarely give a complete picture of formématic conditions. Commonly,
they are discontinuous observations and are veagelli towards the recording of
extreme events. As with all proxy data, historichservations need to be calibrated
in some way in order to make comparison with receata possible. This is
commonly done by utilizing early instrumental ddtat may overlap with the proxy
record to develop an equation relating the two data [91].

The climatic conditions can also be inferred fromasurements of natural
phenomena. However, without an ability to date thaterial concerned, it is
impossible to construct a chronology or calibrateeord [85]. Dating methods fall
in to four basic categories: (i) radioisotopic nueth, which are based on the rate of
atomic disintegration in a sample or its surrougdamvironment; (ii) paleomagnetic
(correlation) methods, which rely on past reversélthe Earth’s magnetic field and
their effects on a sample; (iii) organic and inaerigachemical methods, which are
based on time-dependent chemical changes in thglesaan chemical characteristics
of a sample; and (iv) biological method, which da&sed on the growth of an
organism to date the substrate on which it is fol@id. Natural proxies for climate

also exist whereby past climates can be inferrethftree ring thicknesses, pollen
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deposits, beetle remains or the oxygen in ice ersédiments. The oxygen isotopic
composition from ice cores or shells in oceanidreedts shows strong correlations
with global temperature and has enabled the temyperzhanges of the past two

million years to be reconstructed [85].

2.2.5.1.1 Longer-term Climate Change: Ice Age

Much of the knowledge about how the climate camgeahas been built on
the study of the huge changes that occurred ddini@dast ice ages. Although those
may seem remote events, they are important mesgagbe present [89].

Ocean and ice core records show that from 2.5anilfiears ago till about
10,000 years ago, the earth has been in an icelragkis period, the temperature
changes of up to a maximum of°@6between alternating hot and cold periods within
the ice age event have been recorded. Figure Bdvssthe temperature and carbon
dioxide concentration fluctuations over Antarcteh&ing the last 400,000 years over
the Earth history. As can be seen in this figunere are four main glacial cycles of
the Earth cooling (ice advance) and warming (wanterglacial (between glacial)
retreats). Each glacial cycle, lasting about 100,§8ars, is asymmetrical in the
shape with a long period of cooling followed by aah shorter warming event.
During the last glacial maximum which occurred alit®,000 years ago, the average
surface temperature of the planet fell by abdi@ 8ompared with today and large
ice sheets spread out from the poles over both dpmares, but especially over the
northern hemisphere where there is a greater lasslmegent. These glacial cycles
can be explained by two broad categories of fac{grexternal forcing factors such
as changes in the amount/distribution of sunlighirig on the Earth; and (ii) internal
forcing factors such as ocean currents,, @&els, ice extent, that are part of the

natural climate system [85].
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Figure 2.11 Ice core records of (a) £evels and (b) temperature from Antarctica
(Vostok) over the last 400,000 years (i.e. fourcmlhinterglacial
cycles). (Source: Adapted from Petit et al. [94]).

External variations in the amount of sunlight reeeli by the Earth can result
directly from changes in the sun’s radiation outpumore indirectly from changes
in the orbital characteristics of the Earth in tiela to the sun. Milankovitch theory
involving Earth orbital variation around the sunncaxplain about 60 % of
temperature variations during an ice age. The eftécEarth orbital variation
(eccentricity with 100,000 year cycle, obliquityi@ tilt) with 41,000 year cycle and
precession with 23,000 year cycle) on the tempegasuillustrated in Figure 2.12.
As can be seen from the figure, the three factorpasitively to increase or decrease
the amount of insolation to produce a warm or quidse. However, Milankovitch
theory can not explain the existence or the detddenperature variations of an ice
age and has been subject to criticism for thessoreaa It is believed that there were
certain environmental prerequisites before ice dmgpgan. These include (i)
continental drift resulting in landmass effects dimlited warm ocean circulation
across both polar regions, (i) tectonic activitiecfonic uplift) causing more
extensive highland zones with colder climates, &yl enhanced geochemical

weathering resulting in low global atmospheric 0ncentrations [85].
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Figure 2.12 Possible combined effect of the Mitarntch orbital cycles on ice age
temperatures [85]

Tectonic uplift episodes can change the climate(yaising regions above
the regional snowline/glaciation limit allowing glation to be initiated; (i)
modifying global and regional atmospheric circwatipatterns; and (iii) increasing
the rates of chemical (and physical) weatherinthénelevated areas encouraging the
sequestration of Crom the atmosphere [85].

Atmospheric carbon dioxide concentrations can bieerdened by various
geochemical processes such as the physical andicdleneathering of rocks that
are rich in silicate minerals, outgassing of LC&nhd other gases from volcanic
activity, and biological productivity involving thieurial of organic plant and animal
remains in sediments. Chemical weathering processksto reduce COlevels in
the atmosphere. Rain removes LCftom the air as dilute carbonic acid. At the
surface, this acid combines with silicate minetalgonvert the C®to bicarbonate.
These bicarbonates are then dissolved in watecarréed to the oceans where they
are incorporated into shells of living creaturesirtfon dioxide is returned to the
atmosphere by tectonic activity. Great temperatarespressures deep in the Earth’s

moving crust compress, buckle and melt the sediangayers, releasing GOThe
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CO, outgassed back to the atmosphere at mid-oceaasrigigd volcanoes. Normally,
during warmer wetter geological periods more chamigeathering occurs, with
more CQ being lost from the atmosphere to the sedimentaris. This loss of CO
has a regulatory cooling effect on the Earth-atrhesp system. During cooler
geological periods, less chemical weathering predwnet return of GQo the air,
thus raising global temperatures. The strong caticel between levels of
atmospheric C@and ambient temperatures during the last four rgkdnier cycles
can be also seen in Figure 2.11. However, thedilisuncertainty about precise
cause and effect mechanisms of this relationshigs &till not clear which event
comes first: do ambient temperatures change firgtet followed and reinforced by
altered CQ concentrations, or do GQOevels change first, helping to drive the
temperature [85].

The terrestrial biosphere stores more carbon duntegglacial periods than
during glacial periods. Therefore, the terrestoiasphere is unlikely to be the source
or cause of differences in atmospheric@@tween glacial and interglacial periods.
The cause must lie therefore in the ocean. Two rhgjotheses are used to explain
glacial-interglacial variations in the atmosphe@®,. These are (i) dissolution and
outgassing of C@in the ocean, (ii) nutrient enrichment of marimegystems in high
latitudes [85].

2.2.5.1.2 Historical Climate Change

Historical documentary records are invaluable sesiraf proxy data but are
notably important owing to dealing with short-teatimatic fluctuations during the
most recent years. The sources of the historidabplmatic information are ancient
inscriptions, annals, chronicles, governmental mso private estate records,
maritime and commercial records, personal papedssaientific or protoscientific
writings. Bradley [91] quote Bell [95] and Henfljrand Pflaumbaum [96] that the
longest records come from Egypt, where stone ipgonis relating to the Nile flood
levels are available from about 5000 years B.Picaithg higher rainfall amounts
from East African summer monsoons at that timehe @ocuments described the
climate fluctuation related with in terms of droaginost, frozen so that is difficult to

compare qualitative description from the past vitesent observations. To perform
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the statistical analyses on the documentary dataercal values are given the range
of the descriptive terms that were used in the dmnt such as “severe frost”,
“devastating frost” and “mild frost” [91].

The regional synthesis of paleoclimatic conditiémsEast Asia and Europe
can be made from historical data by the large nurobetudies. In East Asia, the
documentary data from China, Korea and Japan gveriant sources of information
about past weather events. In China, the data bas bbtained from the lower
Yangtze River basin and regions to north. Tempesattnomalies evaluated from
historical data in East China and North China &#testrated in Figure 2.13. The
coldest period in the last 600 years were in nodlate seventeenth century and in
the early to mid-nineteenth century. The tempeeataached the highest level of the
last 500 years in the period 1920-1940 [91].

Evidence for significant changes in the climateEofope over the last few
centuries is abundant. In Europe, the climate médron is based on the writings
from Romans times. In the last millennium BC, clieg in the eastern
Mediterranean is estimated colder and moister tbday. By the first century, the
climate warmed but after AD 400 it slowly returmsdooler conditions in much of
Europe. From AD 900 to 1200, warmer condition wasuored in northern Europe
which is known as the Medieval Warm Period. Thenalic condition was cold from
around 1510-1850 in the northern hemisphere, affhahe starting point of this
period is not clear by the scientists. This timeival is known as Little Ice Age.
The main factors causing climate change are exmogblcanic eruption and solar
variability until 1850 [91].
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Figure 2.13 Ten-year mean annual temperature depar{from 1880-1979 means)
based on historical documents from East China @pb@nd North
China (below) [91]

2.2.5.1.3 Contemporary Trends in Assessment of Global Tempetare

According to last IPCC report (AR4) [1], the lineaarming trend over the
last 50 years (0.13°C [0.10°C to 0.16°C] per deraleearly twice that for the last
100 years. The total global temperature increase ft850-1899 to 2001-2005 is
0.76°C [0.57°C to 0.95°C]. In IPCC reports, thebglbmean temperature is defined
as the global surface temperature which is an estirof the global mean surface air
temperature. However, for changes over time, ongnaalies, as departures from the
area-weighted global average of the sea surfacpdetureand land surface air
temperature, are used. The sea surface temperetutee temperature of the
subsurface bulk temperature in the top few metetheocean, measured by ships,
buoys and drifters. From ships, measurements oémsdamples in buckets were
mostly switched in the 1940s to samples from engmieke water. Satellite
measurements of skin temperature (uppermost laygction of a millimeter thick)
in the infrared or the top centimeter or so inffierowave are also used, but must be
adjusted to be compatible with the bulk temperatlitee surface air temperature is

measured in well-ventilated screens over land @i above the ground [1]. Figure
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2.14 shows the global sea surface temperaturealglolrine air temperature and
land surface temperature change from the 1850s $ingumeteorological
instrumentals. As can be seen from the figure, al@ea surface temperature and
land surface temperature have been increasing 4i860 and also land surface
temperature change is higher than the sea temperatter the last ten years.
However, researches debate about the accuracyailaizons of the global surface

temperature and also the reasons of the globatémperature change.
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Figure 2.14 Annual anomalies (°C) of global aver&f&T (blue curve), NMAT
(green curve) and land-surface air temperature ¢rede), relative to
their 1961 to 1990 means. The smooth curves shoadd¢ variations.
Inset shows the smoothed differences between thd-darface air
temperature and SST anomalies [1]

2.2.5.1.3.1Problems of the Calculation of Global Surface Tempature
Essex et al. [97] stated that physical, mathemladicd observational grounds

are employed to show that there is no physicallpmregful global temperature for
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the Earth in the context of the issue of globalmiag. While that statistic is nothing
more than an average over temperatures, it is dedaas the temperature, as if an
average over temperatures is actually a temperatsedf, and as if the out-of-
equilibrium climate system has only one temperatBrg an average of temperature
data sampled from a non-equilibrium field is ndemperature. Moreover, it hardly
needs stating that the Earth does not have justemeerature. It is not in global
thermodynamic equilibrium-neither within itself navith its surroundings. Also
temperature is an intensive variable. Intensiveabdgs are independent of system
size and represent a quality of the system. In¢age combining two systems will
not yield an overall intensive quantity equal t@ ttum of its components. For
example two identical subsystems do not have & tetaperature or pressure twice
those of its components. A sum over intensive Wemmcarries no physical meaning.
Dividing meaningless totals by the number of congms cannot reverse this
outcome. In special circumstances averaging migigraximate the equilibrium
temperature after mixing, but this is irrelevant ttee analysis of an out-of-
equilibrium case like Earth’s climate [97].

When it is considered that the global surface tmanpire can be calculated,
there are some problems such as instrumental emoertainties, urbanization effect
and analysis error.

The observed data include instrumental errors.td&s€gO8] stated that The
IPCC temperature record for the globe is basedhenntometers on the ground,
usually on the land and in growing urban areasysiemn which is not accurate
enough to detect changes as small a¥0.3ince 1979 temperature measurements of
lower troposphere have been made by satellite la@datcuracy of the radiometer
measurements is G which is considerably better than the accuracy of
thermometer measurements made on the surface oEdh [98]. Moreover,
Lindzen [99] said that the determination of thebglity averaged temperature of the
Earth’s surface is difficult task. It is commonlydwn that temperature can vary
markedly over short distances; urban areas areudrdly warmer than the
countryside; water surfaces differ in the tempemtinom adjacent land surfaces;
temperatures vary in the course of a day, and inbrtday to day; and seasonal

changes are large. Moreover, there is what iscatiatural” climate variability from
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year to year; because it is expected to occur gvére absence of external causes. It
is not clear that network of surface-temperatureasneements is adequate to
completely eliminate these sources of uncertaidbwever, such averages as we are
able to form actually show remarkable constancynfrgear to year. Estimated
changes over the last 150 years are less tf@an\Vie can not be at all sure that these
small changes are not, in significant measure, tdumadequate and/or improper
sampling [99].

The other problem of calculation of global surfatemperature is
urbanization. Until recently, measurements of glakia temperature change were
based entirely on measurements taken on the grddodification of the surface by
human activity can have a significant effect onmalie near the ground. The best-
document example is the ‘urban heat island’ eff@ctyhich data from urban stations
can be influenced by localized warming due to alé@rad concrete replacing grass
and trees. This can account for an urban area lasimguch as £& warmer than its
rural surroundings [98]. Moreover, Khandekar e{HDO] stated that for large cities,
the urban heat island effect has been shown tosbeigh as 1% (temperature
difference between the city center and remote $asutocation) in the studies by
Oke [101] and others. However, in IPCC reportgsitstated that urban heat island
effects are real but local, and have a negligibfguéence (less than 0.006°C per
decade over land and zero over the oceans) on vaéses [1]. And also, Khandekar
et al. [100] stated that several recent studie® haken a closer look at the land-use
change impact on mean temperature calculationshesg and other studies strongly
suggest the impact to be significantly more thanwhlue 0.08C per hundred years
used by IPCC TAR [2]. Therefore, it can be said tha impact of urbanization and
land-use change on the mean temperature calculafipears considerably more
significant than that which has been assumed ®[d80].

There are some analysis errors of calculation obal surface temperature.
The example of the analysis error can be seenantdmperature anomaly at the
lower troposphere. Figure 2.15 shows the globalaspheric temperatures measured
from weather balloon and orbiting satellite betwd®79 and 1996. As can be seen
form the figure, the trends are slightly downwaidce 1979 [102]. However,

Raisédnen [103] said that new sources of error hmeen found from satellite and
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radiosonde records used to estimate the tempera@nés in the lower troposphere
[104]. It now appears likely that the free troposmh has been warming at
approximately the same rate as the surface sing®, 1ghere as radiosonde records
suggest a slightly larger warming in the lower trgphere than at the surface since
1958 [103]. In IPCC report [1], it is explained theew analyses of balloon-borne
and satellite measurements of lower- and mid-trppesc temperature show
warming rates that are similar to those of the aangftemperature record (Figure
2.16) and are consistent within their respectiveeatainties, largely reconciling a

discrepancy noted in the TAR [2].
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Figure 2.15 Global radiosonde balloon temperafareasurements of global lower
tropospheric temperature at 63 stations betwedudas 90 N and 90
S) (light line) and global satellite MSU temperatdark line) with 6-
month smoothing. Both sets of data are graphe@waatibns from their
respective means for 1979 to 1996. The 1979 to $89%s of the trend
lines are minus 0.060°C per decade for balloonraimdis 0.045°C for
satellite [102]
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eruptions are indicated by vertical blue dashedsli, .t : lower
troposphere , T, : MSU channel 2,T,.una : MSU channels 2
conducted by the University of Alabama in Hunt®4ill ,.rss: MSU
channels 2 conducted by Analyses of and by RemaesiSg
Systems, To.v.c2: MSU channels 2HadAT2: HadAT2 (Hadley
Centre Atmospheric Temperature Data Set VersiorRRTPAC:
Radiosonde Atmospheric Temperature Products for egsisg
Climate; RATPAC, NOAA: National Oceanic and Atmospheric
Administration, NASA/GISS: National Aeronautics and Space
Administration’s (NASA) Goddard Institute for Spac8tudies
(GISS),UKMO/CRU (HadCRUT2v): Climatic Research Unit CRU
with the United Kingdom Meteorologicdffice (UKMO) Hadley
Centre in the UK [1]
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Another study of the analysis error of calculatminglobal temperature is
about the proxies’ data analysis. MciIntrye and Mgk [105] showed that the data
set of proxies of past climate used in Mann et[B06] for the estimation of
temperatures from 1400 to 1980 contains collativars, unjustifiable truncation or
extrapolation of source data, obsolete data, gebgral location errors, incorrect
calculation of principal components and other duatontrol defects. They [105]
detailed these errors and defects and then aplléeth et al. [106] methodology to
the construction of a northern hemisphere averagwérature index for the 1400-
1980 period, using corrected and updated sourca. ddie temperature profile
obtained by two studies can be seen in Figure 2Tl major finding was that the
values in the early f5century exceed any values in thé"2@ntury [105]. In IPCC
report, this was reported to be due to the fact Melntyre and McKitrick [105]
reported that they were unable to replicate thelt®f Mann et al.. Wahl and
Ammann [107] showed that this was a consequencdiftdrences in the way
Mclintyre and McKitrick [105] had implemented the ttmed of Mann et al. [106] and

that the original reconstruction could be closelyplicated using the original proxy
data [1].
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Figure 2.17 Temperature change (with respect tsgmtemean temperature) over the
last six centuries by Mann et al. [106] (thin lire)d as recalculated by
Mclintyre and McKitrick (thick line) [105]
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2.2.5.1.3.2The Reasons of the Global Surface Temperature Charg

Earth’'s temperature does not change monotonicéllyises and falls in
highly irregular cycles and the amplitude of change highly variable [100].
Researches debate about the reasons of the gladaktes temperature change.
Generally, some scientists have explained that \thrgation can be due to solar
activity, changes in the equator-to-pole tempeeatdifference or the increasing

atmospheric carbon dioxide concentration.

Solar Activity

The sun is the source of the energy that causesttien of the atmosphere
and thereby controls weather and climate. Any changthe energy from the sun
received at the surface of Earth will thereforeeetffthe climate [108]. The effect of

the sun on the Earth system can be seen in FigLée 2

Solm / \ Solar Wind
Irradiance Shiclding
\ Indarevi ﬁa»;h +

Driévvce
Changes uyv lonisation
Ozone Aerosols

Figure 2.18 Possible routes for a solar influemcelimate. TSI: Total solar
irradiance and GRC: Galactic cosmic ray [109]




The variation in the total solar (wavelength-imtgd) irradiance (TSI)
directly produces a terrestrial temperature respoegionally or globally, or both, on
time scales of years to centuries [110]. Stott let[hl1l] stated thatsatellite
measurement of solar irradiance have only been resde 1978 and show a clear
11-year cycle with variations in total irradiandeapproximately ~ 0.1 %. Currently
this is believed to be too small to significantipfluence observed surface
temperatures directly, although this may have baeyer back in time [112]. Figure
2.19 shows the relation between solar irradian@mnmagnetic field and global
temperature change. As can be seen from the fighetween 1900 and 1980, the
tendency of solar irradiance and geomagnetic f@lthe Eskdalemuir (ESK) and
Sitka (SIT) observatories are the same as the pteb@perature change, but since
1980s, solar irradiance and geomagnetic field dvdpere as global mean

temperature arises [113].
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Figure 2.19 Time evolution over the 20th century tbé eleven-year running
averages of magnetic indices based on modulus eofgdfomagnetic
field at the Eskdalemuir and Sitka observatorieSKEand SIT)
compared to solar irradiance (S(t)) and global ntearperature (Jone
[113]

45



Variations in solar activity can be used to underdtthe effect of sun on the
Earth’s climate. Solar activity can not be charaegsl by a simple number. Different
solar activity parameters (i.e. solar cycle) shaffecent solar cycle variations and
different long term trends. Therefore it is notiging that studies dealing with
different climate and solar activity parameters i always agree [108]. Friis-
Christensen [114] compared the length of the salale with the Northern
Hemisphere land air temperature anomalies. Thethenfj the sunspot cycle is
known to vary with solar activity so that high adt implies short solar cycles
whereas long solar cycles are characteristic far dativity levels of the sun [114].
The relationship between the length of the solatesyand the temperature anomaly
can be seen in Figure 2.20. As can be seen frorfigiee, the variation of the solar
cycle length closely matches the long-term varretiof the Northern Hemisphere
land air temperature during the period from 1862980 [114]. Moreover, Khilyuk
and Chilingars [115] claimed that the greater thiarsactivity, the greater the sun’s
radiation and, consequently the Earth’s surfaceréssmore radiation from the sun;
and this leads to an increase in the surface teathperand a consequent warming of
the atmosphere by convection, water vapor condemsand radiation.

Laut [116], however, claimed that the strong iel&hip between solar
activity and climate displayed in Figure 2.20 wel®#ained by incorrect handling of
the physical data and illustrated that the lasto#ts in the smoothed solar cycle
curve in Figure 2.20 ha not been filtered like tinst 20 points from the curve. His
revised calculations demonstrated that the lastidtpis a flat curve (Figure 2.21)
not a curve with increasing tendency as shownguréi 2.20.

A change in solar ultravioleirradiance indirectly affects on the Earth’'s
atmosphere (seen in Figure 2.19). This part oktiar irradiance spectrum is mostly
absorbed in the Earth’s stratosphere, resultingstimtospheric heating which
influence temperature and circulation of the ssphere. Hence, variations of the
mean tropospheric temperature must include stragsptroposphere interaction. A
detailed mechanism effectively transferring strpb@sic heating into the troposphere
is yet not clear [109, 117]. The UV region of tludas radiation spectrum is observed
to vary by up to 10 %, although satellite measurgmef total solar radiation over

the past 20 years have revealed that the totatraelioutput of the sun varies by 0.1
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% over a solar cycle (approx. 11 years) [112].
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Figure 2.20 Variation of the sunspot cycle lendéfit{hand scale) determined as the
difference between the actual smoothed sunspoerexim and the
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indicated with different symbol (*) which representhe Northern
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Figure 2.21 An update of the original solar curmeFigure 2.20 with points 1-4
calculated applying correct arithmetic to the otedrand predicted
data used by Thejll and Lassen [118], [116]

Another indirect effect of the Sun on the Earthlisnate is the solar wind
shielding Galactic Cosmic Rays (GCR) which is ilfated in Figure 2.19 [109].
Solar wind is known as energetic particles emitbsdthe solar surface [112].
Although the energy in the solar wind is negligilclempared to the energy in the
ultraviolet and visible spectral bands, the rehltivariations are considerable.
Mazzarella [119] investigated the long term geonegignforcing of global air
temperature through the turbulence of the solardwithhe Earth’'s rotation and
atmospheric circulation. He concluded that if théas corpuscular activity behaves
in the same way in the future as it has in the, p&ss60-year cycle might suggest a
forecast estimate for a gradual cooling of the lEar@tmosphere up to around 2030
[119].

One of the effects of the varying solar wind is thedulation of the galactic

cosmic ray flux [108]. Cosmic rays consist mainfypootons (90 %) and of alpha-
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particles (9 %) plus a smaller amount of heaviemants [120]. The cosmic ray
intensity shows the well-known inverse relationstopthe sunspot cycle. This is
caused by the interplanetary medium which has getashielding effect on the
cosmic rays during high solar activity [120]. Theud formation is related to the
variation of the cosmic ray fluxes [109, 120]. Howe there is at present no detailed
understanding of microphysical mechanism of thigtienship [120]. As solar
activity decreases, incoming cosmic rays to thethEarcreases and this leads to
increase ionization of the troposphere and altexlhysical properties so that it
affects cloud formation [117]. Cloud properties prgentially important for Earth’s
radiation budget, but sign and magnitude will beedwrined by cloud types affected
[112]. An increase of clouds at low altitude clowdd result in cooling, whereas an
increase of high altitude clouds will warm the @an

In order to understand the relation between thedcckormation and cosmic
rays, satellite data taken during different periotlime and normalized cosmic rays
fluxes were plotted against time [120]. As can &éersin Figure 2.22, the variation of
cloud data is the same as the change in the cofmicfrom 1980 to 1995.
Moreover, Svensmark [121] compared the cloud datia variations in GCR flux
and the 10.7 cm radio flux from the sun and fouhdt tEarth’s cloud cover
underwent a modulation more closely in phase wighgalactic cosmic ray flux than
with other solar activity parameters from 1980 #93. However, some scientists are
against this correlation as illustrated in Figur232[116]. This figure is a corrected
and updated version of Figure 2.22. The correctomsists in removing the
irrelevant DMSP data, and the update consists dingddata for total cloud cover
presented on http://isccp.giss.nasa.gov/climanail.fISCCP D2 data for period
1983-1999, smoothed applying a bandwidth similaFigure 2.22) together with
galactic cosmic ray intensity as observed at stdfibmax in Colorado. It shows that
the two parameters agree fairly well from 1985 ®84 but disagree strongly
thereafter [116] .
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Figure 2.22 Composite figure showing four satelikeud data sets and normalized

cosmic rays fluxes from Climax (thick curve). Trig@s are the
Nimbus-7 data, squares are the ISCCP-C2 data, didsnare the
DMSP data, and crosses are the ISCCP-D2 data. ared displays the
data smoothed using a 12 months running mean, Tinbus$-7 and the
DMSP data are total cloud cover for the Southermidphere over
oceans, and the ISCCP data have been derived frerggostationary
satellites over oceans with the tropics exclud&d]1
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Figure 2.23 Squares denote ISCCP data and the dolict curve shows galactic
cosmic ray intensities as measured at Climax, @dmrand smoothed
as in KristjAnsson and Kristiansen [122]. The updainsists in adding

new ISCCP data as available from http://isccp.g&ssa.gov/
climanall.html [116]

Changesin the Equator-To-Pole Temperature Difference

Major climate changes in the pashave been characterized
by large changes in the equator-to-pole temperatifference (ranging from about
19°C to 60C; the present annually averaged value is abofE€)@Gnd relatively
constant equatorial temperatures (with abdl@ 2f the present). Changes in the
mean temperature of the Earth appear to have bédsnrpeaoduct of these changes
rather than cause. The cause(s) for the near cmystaf equatorial temperatures
constitutes an additional major question. The 8talof equatorial temperature is
particularly remarkable when one considers thatctienges in heat flux out of the
tropics implicit in the changes in equator-to-ptmperature difference are likely to
have been far larger than any proposed externatnael forcing. Indeed, given the

stability of the tropics, it is hard to see how ggaxternal radiative forcing, which
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does not affect meridional heat fluxes in any ewideay, can substantially alter the

mean temperature of the Earth [52].

Increasing Atmospheric Carbon Dioxide Concentration

Some scientists believe that the global temperatmemaly in the last
centuries is caused by increasing the concentraifogreenhouse gases, mainly
carbon dioxide, in the atmosphere. Because morgi€&he atmosphere will trap
more outgoing longwave radiation and thus the Earturface will eventually
become warmer [100The carbon dioxide annual change is illustrateBigure 2.24
and according to figure; over last 100 years theceatration of carbon dioxide rises
and falls in large cycles over the years but itsrall trend rises. The five-year means
smooth out short-term perturbations associated stithng ENSO events in 1972,
1982, 1987 and 1997. Uncertainties in the five-yemans are indicated by the
difference between the red and lower black lined are of order 0.15 ppm. The
concentration of atmospheric @@as increased from a pre-industrial value of about
280 ppm to 379 ppm in 2005. Emissions of ,@f@m fossil fuel use and from the
effects of land use change on plant and soil cara@nthe primary sources of
increased atmospheric GOTable 2.2 shows the global carbon budget andén t
table, by convention, positive values are GlDxes (GtC yr) into the atmosphere
and negative values represent uptake from the gineos (i.e., ‘CQ@ sinks’). Fossil
CO, emissions for 2004 and 2005 are based on intestrmates. Due to the limited
number of available studies, for the net land-toesphere flux and its components,
uncertainty ranges are given as 65 % confidencenials and do not include
interannual variability. NA indicates that data ace available [1].

The reason behind the increase in the atmospharioe dioxide levels was
considered to be due to change in the solubilityGa), in the oceans with
temperature [115]. When the temperature increases td solar activity, the
solubility of the carbon dioxide in the ocean wadecreases, and, as per the Henry
Law, part of the carbon dioxide of the ocean wadransferred into the atmosphere
to restore a disturbed dynamic equilibrium betw#en carbon dioxide contents of
the ocean water and the atmosphere. Contemporagnmcwater contains 50—60

times more carbon dioxide than atmospheric air.aBse of the inverse dependence
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of the CQ solubility in the ocean water on temperature,itfteease in temperature

will cause an increase in the atmospherig C@hcentration [115].
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Figure 2.24 Annual changes in global mean, €@nhcentration (grey bars) and their
five-year means from two different measurement petw (red and
lower black stepped lines). The five-year meansamout short-term
perturbations associated with strong ENSO eveni®i®, 1982, 1987
and 1997. Uncertainties in the five-year means iadécated by the
difference between the red and lower black lines @ of order 0.15

ppm [1]
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Table 2.2 Global carbon budget [1]

1980s 1990s 2000-2005
(GtICyr™  (GtCyr™) (GtCyr™
Atmospheric increase 3.3£0.1 3.2+ 0.1 4.1+0.1
Fossil carbon dioxide emissions* 5.4+ 0.3 6.4+ 0.4 7.2+ 0.3
Net ocean-to-atmosphere flux  -1.8+ 0.8 -2.2+ 0.4 -2.2+ 0.5
Net land-to-atmosphere flux -0.3+ 0.9 -1.0+ 0.6 -0.9+ 0.6
Partitioned as follows
Land use change flux 1.4 1.6 NA
(0.4t02.3) (0.51t02.7)
Residual land sink -1.7 -2.6 NA

(-3.41t00.2) (-4.410-0.9)

*Fossil CQ, emissions include those from the production, distribbuéind consumption of fossil fuels

and from cement production. Emission of 1 GtC correspond$#HGtCQ.

Another cause of increasing concentration of,@0Osaid to be the rate of
outgassing determined by tectonic activity [123% @& universal measure of the rate
of global tectonic activity one can use the rateheft flux through the Earth’s
surface, because its level indicates the magnitid®tal energy generated in the
mantle. Main gasses generated in the mantle anth@rocean floor are: carbon
dioxide, methane, and hydrogen. Carbon dioxideotiss mostly in the oceanic
water and transforms to abiogenic methane jGiid carbonate (2MgGP These
transformation reactions are accompanied by a lamge amount of heat release.
This heat contributes considerably to the heat ffugugh the Earth’s surface. Thus,
the rate of abiogenic CHyeneration on the ocean floor in the spreadingz@an be
used as a measure of global tectonic activityuin,tthe rate of the Earth’s tectonic
activity can be used as a measure of the Earttligassing rate. CHgas enters the
atmosphere, contributing to the greenhouse efiedtdepleting ozone concentration
by reacting with ozone and solar radiation and eoied to carbon dioxide water
vapor and hydrogen. Due to a high level of curreatonic activity, there is a

pronounced increase in the current methane gasrajeme at the oceanic floor
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according to Yasamanov [124]. 5'1@/year of CH are currently released to
oceanic water at the spreading zones of mid-oddges only. It is believed that the
increasing concentration of methane leads to saamf increase in the atmospheric
carbon dioxide content that considerably amplififessatmospheric greenhouse effect
[123].

However, Robinson et al. [102] stated that so tgeea the magnitudes of
ocean (surface, intermediate and deep) and lanedgétation, soils and detritus)
reservoirs, the rates of exchange between them ttendincertainties with which
these numbers are estimated that the source ofettent rise in the atmospheric

carbon dioxide has not been determined with cegtgi®d2].

2.3 Climate Models

Climate models are used to represent the many gsdbat produce climate
[42]. Moreover, models provide forecast the futedavior of a climate system as a
consequence of actual or hypothesized disturbatwetbe present status of the
system. However, the level of skill of forecasts ukimately constrained by
understanding of system functioning [85]. Climaystem is described in terms of
basic physical, chemical and biological principfelaa numerical model can be used
to solve a series of equations expressing thess. IBwe to complexity of climate
system and not understanding completely, climatdatsomust be a simplification of
the real world. The important components of clienaiodel are radiation, dynamics,
surface process, chemistry and resolution in biotle and space. Different types of
climate model have been developed with varying I&ewé complexity. There are
main types of model; energy balance models, onexdswnal models and global
circulation model [42].

Energy balance models (EBMs) consider the surfaocepérature (strictly
sea-level) as a function of the energy balancehefEarth [42]. The simplest are
zero-dimensional energy balance of the Earth. Tihesaels include only incoming
and outgoing energy flows to the globe and compheresultant globally average
annual temperature at the surface. Energy balancdels are generally one-
dimensional models which consider the earth in $erof energy exchanged

latitudinally from one zone to the next by diffusifiorizontal heat transfer. Although
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one-dimensional energy balance models are simpé; have provided valuable
insight into the role of horizontal heat transpeedbacks as well as the fragility of
the equilibrium climate [85].

One dimensional models such as radiative-conveatislels and single
column models focus on process in the vertical. i®a@-convective models
compute the (usually global average) temperatucgil@rby explicit modeling of
radiative processes and a convection adjustmentchwhie-establishes a
predetermined lapse rate. Single column are siogi@énns extracted from a three-
dimensional model and include all the processeswbald be modeled in the three-
dimensional version but without any of horizontaéryy transfer [42].

General circulation models (GCMs) represent theakdimensional climate
system using four primary equations describing thevement of energy and
momentum, along with the conservation of mass aai@nmvapor [85]. The first step
in obtaining a solution is to specify the atmosphemd oceanic conditions at a
number of grid points, obtained by dividing the tBar surface into a series of
rectangles, so that a traditionally regular grisutes. Conditions are specified at each
grid point for the surface and several layers ia #imosphere and ocean. The
resulting set of coupled non-linear equations entkolved at each grid point using
numerical techniques. Various techniques are aMeilabut all use a timestep
approach. Although GCMs closely approach the realoapheric and oceanic
situation, there are a number of practical andrétexal limitations at present such as
long computational time and large storage capaciti&ince the accuracy of the
model partly depends on the spatial resolutiorhefgrid points and the length of the
timestep, a compromise must be made between tbtuties desired, the length of
integration and the computational facilities avaléa At present, atmospheric grids
are typically spaced betweefi @1d 5 of latitude and longitude apart and timesteps
of approximately 20-30 minutes are used. Vertieabtution is obtained by dividing
the atmosphere into between six and fifty levelghvabout twenty levels being
typical[42].
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CHAPTER 3

RADIATIVE-CONVECTIVE MODEL, RADIATION
MODEL AND THEIR NUMERICAL SOLUTION
TECHNIQUE

In this thesis study, a simple climate model, ragaconvective model, was
developed to determine the interactions betweetvibenost important components
of the climate system, i.e., the hydrosphere ardatmosphere, by following the
approach of Ramanathan et al. [125]. Since the spheric radiation is the key
component of the developed model, the radiativestex equation (RTE) had to be
solved in conjunction with the time-dependent gauey equations of the model and
the solution methods had to be compatible. Forpghipose, a previously developed
radiation code based on Method of Lines (MOL) dohlutof Discrete Ordinates
Method (DOM) with Wide Band Correlated-k (WBCK) waslapted and coupled
with the radiative-convective model. The model wasplied to 1-D clear sky
atmosphere containing absorbing, emitting, nontsdag radiatively non gray
medium.

In this chapter, the radiative-convective modeletbgr with the radiation
model is described. This is followed by the deswip of numerical solution

technique.

3.1 Radiative-Convective Model

Radiative-convective model is one of the simpldistate models. The model
was applied to a system consisting of the hydraspla@d the atmosphere. The
system is shown schematically in Figure 3.1. Theme two layers in the ocean,

ocean mixed layer and deeper ocean. The thickrigke ocean mixed layer is taken
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as 50 m and it is assumed that the interactiondmvthe ocean mixed layer and the
deeper ocean is negligible. The ocean mixed laywehanges energy with the
atmosphere through the boundary layer whose thgkietaken to be 40 m. The
atmosphere is approximated as a 1-D clear sky atnens containing absorbing-
emitting, non-scattering radiatively nongray mediurhe ocean and its atmosphere
absorb the shortwave (< @m) radiation coming from the sun and emit thermal
longwave (> 4um) radiation to space. In the model, only longweadiation is taken
into consideration. It is assumed that there islommgwave radiation but only
shortwave radiation incident on the top of the aphere and that shortwave

radiation reaches the bottom boundary, i.e. thamserface without any change.

Top of the atmosphere,
' z=10 km
Non-homogenous absorbing, emitting atmosphere
Az| Layers with constant temperature, pressure, absorption properties.
Atmosphere
Ts z=40m
- - Boundary Iayer Ocean, z=0m
AZMI Ocean mlxed Iayer
] z=-50m
Ocean ( //g///y‘é//
\

Figure 3.1 Schematic representation of the systeseruconsideration
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Since the water vapor concentration is nearly O ppound 10 km above the
ocean as shown in Figure 3.2, the atmosphere iisedeés the region extending from
the ocean to 10 km in altitude. Between 0 and 10dancentrations of participating
gases are negligible compared to the concentratibrsO and CQ. Therefore, it is
assumed that the contribution to radiative tranafiéin this region arises only from
H,O and CQ. As the water vapor concentration is influencedcbypdensation, its
concentration varies with altitude as can be seenFigure 3.3, where the
concentration profile of water vapor for mid-latiei summer is illustrated. This
profile is used as input data in the present stilitig. concentration of GQOs variable
in the planetary boundary layer (around 100 m altbeesurface of the Earth), but at
higher levels its mixing ratio is essentially cargt Therefore, in the model, GG
assumed to be mixed uniformly within the atmosplagra mixing ratio of 383 ppm
which is reported to be the present average coratemt according to NOAA
(National Oceanic and Atmospheric Administrationprth System Research
Laboratory [93]. As temperature, pressure and aanagon of water vapor changes
in the atmosphere, the atmosphere is divided ienwersl homogenous layers.

In the model, warming of the ocean mixed layer ttusolar radiation is also
taken into consideration. It is assumed that dtlardoes not change throughout the
atmosphere and the ocean absorbs all incoming eakengy. According to World
Meteorological Organization [89], the Earth is thn an average solar influx of
1370 watts per square meter and only 51 % of tbening solar energy is absorbed
by the Earth’s surface. Therefore, in the moddlkrsbeat flux at the ocean mixed

layer is taken as 698.7 Wirduring the day.
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MIXING RATIO

Figure 3.2 Vertical Profiles of mixing ratio of seted species at equinox [57]
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Figure 3.3 Concentration of,B profiles for midlatitude summer atmosphere [5]
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In the model, the temperature of the ocean mixgdr]aly, is evaluated by
the following [125]

,oMCp’MAZMaaLtM=—LH— SH+ S IF (3.1)

where p,,, C,,,, AZ,, are the water density, 1000 kginvater specific heat, 4.187

kJ/kgK, and thickness of the ocean mixed layer, S@spectively. S represents the
solar heat flux at the boundary layer. IF is theglwave radiative heat flux at the
boundary layer and is calculated by the radiatiateh The details of the radiation
model are given in section 3.2. The latent heat)(BHd sensible heat (SH) are

calculated by
LH = p.CoVL(G, - Q) (32)

SH=p,G,CMT,- D (3.3)
whereps is the boundary air density obtained from the lidges law,Cp is the drag
coefficient, 0.0014 [125)V is the surface wind, 5 m/s [125], L is the lateeat of
evaporation 2500 kJ/kgC, is the air specific heat, 1.005 kJ/kgKgq,, is the

saturation humidity evaluated af,Tgs is the boundary layer air humiditys 1§ the
boundary layer air temperature. The saturation Hitynat Ty is calculated in terms

of mass average mixing ratio as

. MW sat
G =~ ()
MW, P

air

(3.4)

where P is the total pressure ab¥V,, , and MW, are the molecular weight of the

ir

sat

water and air, respectivelyP**represents the saturation pressure of water vapor

which is calculated by using the Clausius-Clapeysdation as

sat — psat L i__l
P*(M)=P (273)[BX;{R(273 Tﬂ (3.5)

where P**(273)is the saturation pressure of water vapor at T 3 R7R is the gas

constant. The boundary layer humidity, ig calculated by using saturation humidity

at Tu, qy, [125]
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. T (3.6)

C,VH

w

where k denotes the eddy diffusion coefficient, 4.5%&@/s , H, is the BO scale

height above the boundary layer which is equahéothickness of the atmosphere.

Once qis calculated, the atmospheric relative humidiid, is calculated by
[125]

RH(=RH 7 B ®3 ppr (3.7)

The pressure of the water vapdg, ,, and atmospheric humidity profile,

g(z), are determined by using

Pio(2 = RH(30P( ¥ (3.8)

MW, P
(= Mo Puo(2

|leVair P( 3 (39)

After calculating the ocean mixed layer temperatilige and humidity profile
of the atmosphere, the temperature profile of theaphere is evaluated by
o(pC,T) _ _d

— _—d—Z(QC+S+IF)—LH @z=0 T=T, (a0)

where latent heat release, LH, in the atmosphevbtaned from the precipitation of
water vapor when the pressure of water vapor exceggedaturation pressure.. 9
the convective flux. An exact treatment for conuectflux would require the
solution of the equations of motion and continuityaddition to the solution of the
energy equation. This ambitious task was generalyattempted by the radiative-
convective models. Instead,. @ accounted for by semiemprical or emprical
techniques. The semiemprical techniques employnihéng length hypothesis to
treat the heat flux due to convective elements. mheéng length theory assumes that
the dominant mode of heat transport is by turbuéddies that have length scales
which are much smaller than the characteristictiersgales of the problem [126].

With this assumption, £an be can be expressed as
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Q =-pC,K (d—T+rj %TH‘S l
z z (3.11)
Q. =0 OI—T+r2 C
dz

wherel = g/Cp is the adiabatic temperature gradient and g isticeleration due to

gravity. Ky is the thermal diffusivity and is given by

dT/ dZ) + F| gjj/z (3.12)

K, :1.3222@(
=

3.2 Radiation Model

In this section, radiation model based on metholkhes (MOL) solution of
discrete ordinate method (DOM) is described. Equatirepresenting MOL solution
of DOM are derived starting from RTE for one-dimiensl system. This is followed

by the numerical solution procedure utilized for Méblution of DOM.

3.2.1Radiative Transfer Equation (RTE)

The basis of all methods for the solution of radiaproblems is the radiative
transfer equation (RTE), which is derived by witia balance equation for radiant
energy passing in a specified direction throughnalk volume element in an

absorbing-emitting, nongray medium and can be evriih the form

%:(Qm)lq(r,ﬂ):—/(,]l”(r,Q)+K,7Im() (3.13)

wherel,(r,Q) is the spectral radiation intensity at positioim the directiorQ. «j, is
the spectral absorption coefficient of the mediuml k, is the spectral blackbody
radiation intensity at the temperature of the medilihe expression on the left-hand
side represents the change of intensity in theispedirectionQ. The first term on
the right-hand side is attenuation through absompéind the second term represents
augmentation due to emission.

In a one-dimensional system, the directional dene of radiation intensity

can be expressed as
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dl dl
d—g:,uF';:—K,]I”(r,QHK”Im(r) (3.14)

where the direction cosing, can be expressed in terms of polar anfle as
K =cosf (Figure 3.4).

Figure 3.4 Coordinate system for one-dimensiorat@lparallel system

If the bottom surface which is the Earth’s surfexassumed to be black at a
specified temperature, and the downward radiasarero at the upper surface which
represents the top of the atmosphere (z = L), E4.3] is subject to the following
boundary conditions:

ot

1,0,)=l, T,,)= for ©u>0 (3.15)

I”(L,,u):O foru<0 (3.16)
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where |, (0, 1) is the spectral radiative intensities leaving sheface of the Earth (z
= 0) and the top of the atmosphere (z = L), respelgt 1, (T,,) is the black body

intensity at the bottom surface whélg is the temperature of the bottom surface.

In order to determine the radiative intensity mlsttion, the longwave region
of spectrum is discretized into wave number intesrwaithin which the radiative
properties are assumed to be constant. All wave beunintervals having an
absorption coefficient within a certain range aoenbined to a gray gas so the RTE
(Eq.(3.13)) is solved for each gray gas by modiythe Eq. (3.13) as follows:

dl

dl.
as A @k ) e

where subscript denotes the spectral division ard are the blackbody weights

determined from the standard blackbody distributionction in the Wide Band
Correlated-k (WBCK) model [76]. 1, (= o T*/m)is the blackbody radiation

intensity. This form of RTE in Eq. (3.17) is knovas the Weighted Sum of Gray
Gases (WSGG) RTE derived by Modest [127] from WS@@lel which was first
introduced by Hottel and Sarofim [128] for totaliesivity calculation. Estimation of
spectral properties will be discussed in detathmfollowing chapter.

Eq. (3.17) is solved for each gray gas with théoWing modified boundary

conditions:
1,0,1)=a,1, (T,,) for u>0 (3.18)
I, (L,u)=0 for <0 (3.19)

Once the radiation intensities are determineddlying Eq. (3.17) together
with its boundary conditions (Egs. (3.18) and (J)1Quantities of interest such as
radiative heat flux and energy source term carebdily evaluated. The net radiative

heat flux on a surface element is defined as:

Ghet=0 - (3.20)
where § and g are incident and leaving wall heat fluxes, respebt. For the

boundaries of the system, and ¢ are evaluated from:
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q° = mly,, =0T, (B)2
q =0 (3.22)

The radiative energy source term for problems whdemperature

distributions are available is expressed as

divq :fki [47731. l, —j I (r ,Q)dQJ (3.23)

A

3.2.2Discrete Ordinates Method (DOM)

In the DOM, the RTE is replaced by a discretecdetquations for a finite
number of ordinate directions. For the system umdesideration, Eq. (3.17) takes

the following form:
dlif "

,Umﬁzl(j(ajlb_lj) (324)
where 17"[=1; (z; 4)] is the total spectral radiation intensity at itios (z) in the
discrete directioru, (=cos@), m represents the discrete direction, m= 1, 2\l.and
M is the total number of directions used in theragpnation.

The resulting set of differential equations fidt is solved together with the

following boundary conditions
Ijm(onum)zajlb (rwl) for/'[m >O (325)
"L, 4,) =0 foru . <0 (3.26)

The accuracy of discrete ordinates method is afteddy the order of
approximation and the angular quadrature scheman linvestigation carried out by
Selcuk and Kayakol [129] on the assessment of flieeteof these parameters on the
predictive accuracy of DOM by verification agaiesgiact solutions, it was concluded
that the order of approximation plays a more sigaift role than angular quadrature

scheme in the accuracy of predicted radiative fiests and radiative energy source
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terms.

The order of approximation of DOM determines thi&ltnumber of discrete
directions, M. A sketch of the directions used iire @ctant of a unit sphere fos, &,
Ss and § order of approximations is shown in Figure 3.5.ca: be seen from the
figure, discrete directions are ordered in levetsétantd) and number of directions
is different at each level. Table 3.1 summarizes tbhtal number of discrete
directions, total number of levels for each ordémpproximation and number of
discrete directions on each level in one octara ohit sphere for one-dimensional
problems. When a discrete number of directionseduo approximate a continuous
angular variation, ray effect is unavoidable [130he increase in the number of
discrete directions would alleviate the ray effebgwever, at the expense of

additional computational time and memory requiretnen

TS

M = 8x1 M = 8x3 M = 8x6 M = 8x10

Figure 3.5 Orders of approximation
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Table 3.1 Total number of discrete directions djextiby order of approximation

Order of 1-D Number of Ievelsl\Iumber of points

at i" level
approximation M =N (=N/2) (= N/2 =i +1)
S 2 1 2-|
S 4 2 3-1
S 6 3 4-|
S 8 4 5-1

The angular quadrature scheme also affects therame of DOM. Solution
of RTE requires the specifications of ordina€®s (L, ¢m, ém) and corresponding
weightswy, .The choice of quadrature scheme is arbitraryoalgh restrictions on the
directions and weights arise from the need to pvessymmetries and invariance
properties of the physical system. Completely symimeangular quadrature
schemes, which mean symmetry of the point and seidi@out the center of the unit
sphere, also about every coordinate axis as wekwvasy plane containing two
coordinate axes, are preferred because of theiergbty and to avoid directional
biasing solutions. Therefore, the description efplints in one octant is sufficient to
describe the points in all octants.

The most frequently used angular quadrature scham8y, originally
developed by Carlson and Lathrop [131] and exténte higher order of
approximations by Fiveland [132] and ElI Wakil analc&dura [133]. Therefore, in
this study MOL solution of DOM calculations will bbased on $ angular
quadrature scheme. The quadrature ordinates andhtsefor one-dimensional

parallel plane of $approximations are tabulated in Table 3.2.

68



Table 3.2 Direction cosines and weights for oneeatisional systems

Order of Ordinates Weights
Approximation M, W,
S 0.5000000 1.0000000
0.2958759 0.6666667
S
0.9082483 0.3333333
0.1838670 0.4357983
S 0.6950514 0.4617364
0.9656013 0.1024650
0.1422555 0.3443658
0.5773503 0.4202803
S
0.8040087 0.1263415
0.9795543 0.1090122

69



Once the intensities at each ordinate are detedmiyesolving Eq. (3.24)
together with its boundary conditions, the netatide flux and source term can be

obtained from the following equations

NG M
G =0 =0 = EW(ZZ Wl I~ aﬂlbj (3.27)
j m
. NG M
divg=> k,(4ma |, = > w, 1M (3.28)
j m

3.2.3The Method of Lines (MOL) Solution of DOM

The solution of discrete ordinates equations witlOlMis obtained by
adaptation of the false-transients approach whighlves incorporation of a pseudo-
time derivative of intensity into the discrete oraies equations [45]. The false-
transient approach is adapted to Eq. (3.24) as:

ol ol

kta_,é:_luma_jz"'/(j(aj =17 (3.29)

wheret is the pseudo-time variable and the effect of dedime derivative added to
the equation vanishes at steady stltés a time constant with dimensig(m/s)?]
which is introduced to maintain dimensional comsise in the equation and it is
taken as unity.

The PDE for each direction with initial and boundgalue independent
variables is then transformed into an ODE initialue problem by using MOL
approach [134]. This transformation is carried bt illustration of the spatial
derivatives with the algebraic finite-differencepapximations.

Starting from an initial condition for radiatiamtensities in all directions, the
resulting ODE system is integrated until steadyestay using a powerful ODE
solver. The ODE solver takes the burden of timerdiszation and chooses the time
steps in a way that maintains the accuracy andligtadif the evolving solution. In
this thesis study, the same ODE solver, ROWMAPduse the solution of the
governing equations of the radiative-convective eloglas used in the radiation

model. Any initial condition can be chosen to sthé integration, as its effect on the
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steady-state solution decays to insignificancestbp the integration at steady state,
a convergence criterion was introduced. If thensiiges at all nodes and ordinates
for all gray gases satisfy the condition given belthe solution at current time is
considered to be the steady state solution andntiegration is terminated. The

condition for steady state is

M <O (3.30)
It-l

wherell represents the error tolerance, the substdphotes the solution at current
print time and subscrigt-1 indicates solutions at previous print time. Aseault,
evolution of radiative intensity with time at eaobde and ordinate is obtained.

Once the steady state intensities at all grid tgofor all gray gases are
available, the net radiative heat flux on enclosooendaries and radiative source
term at interior grid points can be evaluated byngisEgs. (3.27) and (3.28),

respectively.

3.3Numerical Solution Technique

In this study, for solution methods to be comgatitvith each other, the
governing equations of both the radiative-convectivodel and the radiation model
are solved by using the Method of Lines (MOL) tagae. In the following sections,
first the MOL is described. This is followed by tl®upling procedure of the
radiation model and the radiative-convective madel the algorithm of the coupled

code.

3.3.1The Method of Lines

The method of lines consists of converting theesysof partial differential
equations (PDEs) into an ODE initial value problém discretizing derivatives
together with boundary conditions via Taylor sewesveighted residual techniques
and integrating the resulting ODEs using sophistit@DDE solver which takes the
burden of time discretization and chooses the staps in such a way that maintains
the accuracy and stability of the evolving solutidhe most important advantage of
the MOL approach is that it has not only the sigipfiof the explicit methods but

also the superiority (stability advantage) of timpiicit ones unless a poor numerical
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method for the solution of ODEs is employed. Theaatages of the MOL approach
are two-fold. First, it is possible to achieve heglorder approximations of
discretization of spatial derivatives without amgnéficant increase in computational
complexity, and without additional difficulties wibboundary conditions. Second, the
use of highly efficient and reliable initial val@DE solvers means that comparable
orders of accuracy can also be achieved in the fmegration without using
extremely small time steps.

The most important feature of the MOL approacthét it has not only the
simplicity of the explicit methods but also the stiprity of the implicit ones as the
higher-order implicit time integration methods @&mployed in the solution of the
resulting stiff system of ODEs. The stiff ODE coptes well established and various
efficient and reliable stiff ODE solvers, havingethdvantage of the use of variable
time steps and order of the method, are availablthe open literature[134-137].
However, it is very important to select a suitatre considering type and dimension
of the physical system, desired level of accurany execution time. In the present
study, a higher-order and stable schemes embeddeduality ODE solver;
ROWMAP was used. ROWMAP is based on the ROW-metlubebrder 4 and uses
Krylov techniques for the solution of linear sysgerBy a special multiple Arnoldi
process the order of the basic method is presemtdsmall Krylov dimensions.
Step size control is done by embedding with a nuetikd order 6. Detailed
description of ROWMAP can be found elsewhere [138]

In this thesis study, two- and three-point upwimité difference schemes are
used as spatial discretization schemes [134, T3%. reason behind the choice of
upwind schemes is as follows: After the implemeatabf false-transients approach
discrete ordinates equations take the form of-érder hyperbolic PDEs and for
which it was demonstrated that upwind schemes eéiteithe numerical oscillations
caused by central differencing, as the directionpaipagation of the dependent
variables are taken into account in upwind schefh®4, 139]. The formulation and

order of accuracy of the selected schemes areniezsi Table 3.3.
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Table 3.3 Spatial differencing schemes [134, 139]

. _ Order of
Name of the scheme Stencil  Formulation, dI§l)/dA =
accuracy
2-point upwind (- 1) /AN o)
(DSS012) oe o
3-point upwind ,
o—0—e (Bli-4lia +1li2) 1 2A N O(AXY)

(DSS014)

3.3.2Coupling Procedure for Radiative-Convective Model

Coupling strategy between the radiative-convedive the radiation model is
mainly based on periodic transfer of temperaturd eoncentration distributions
calculated in the radiative-convective model toiaddn model which in turn
provides the radiative heat fluxes to be insertethé energy conservation equation
of the atmosphere and the surface . The schengpiesentation of the coupling

procedure is illustrated in Figure 3.6.
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3.3.2.1 Algorithm of Coupled Code

The algorithm of the radiative-convective modeliligstrated in Figure 3.7. The

whole procedure of coupled code can be summarizéaollaws:

1. Define the subdivision of the system, order of agpnation, spatial differencing

scheme, number of gray gases and number of eqeatidhe system of ODEs.

2. Read in input data specifying the physics of thebfam which are the dimension

of the plane parallel, grid boundary data, boundenyperatures and emissivities

3. Evaluate pressure and temperature at each grid; @vid average temperature,
pressure and specie density between consequemitv@ants by using INPUT

subroutine.

4. Read in input data related with the ODE integratbich are the initial time, time

of coupling interval, final time, print interval drihe error tolerance.
5. Set the initial conditions required for the ODEeigtator.

6. Initialize the intensities at all ordinates at gtld points for all gray gases and

temperature through the atmosphere.

7. Calculate radiation flux by using initial intensii at all ordinates at all grid

points for all gray gases

8. Set boundary conditions for the intensities leavihg boundary surfaces by
using Egs. (3.25 and 3.26) and for temperaturergathe boundary surface Eq.
(3.8).

Calculation of the Temperature Distribution

9. Specify a discrete location at the z direction.
10. Calculate spatial derivatives of convection andairéd fluxes in Eq (3.8)
11. Calculate the time derivative of temperature

12. Transform the 1-D arrays of temperature and tintévaves into 1-D arrays to

be sent to the ODE solver.
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13.Call the ODE solver subroutine to integrate theaesysof ODESs by using a time
adaptive method. The ODE propogates in time byiisglior the temperatures at
a time step |, calculating the time derivativesggrforming steps 8 to 11 and

integrating again to solve for temperatures antihe time step j+1.
14.Return to the main program at prespecified timerirdls.

15.Check if ODE integration has proceeded satisfdgtgorint an error message if

an error condition exists.
16. Transfer the solution at current print point frdme tL-D array to a 1-D array.
17.Set the boundary conditions at current time step.

18.Check the lapse rate for each grid points. Whesdagate is greater than the
stability conditions , repeat steps 9-16 until thpse rate is smaller than the

stability conditions.
19. Print solution

Calculation of the Surface Temperature

20. Set the time.
21. Specify a discrete location at the z direction.
22. Calculate the time derivative of surface terapge.

23. Transform the 1-D arrays of temeprature ane tifarivatives into 1-D arrays to

be sent to the ODE solver.

24. Call the ODE solver subroutine to integratesiistem of ODESs by using a time
adaptive method. The ODE propogates in time by isghfor the surface
temperature at a time step j, calculating the tileevatives by performing steps
20 to 23 and integrating again to solve for thdfas@r temperature at the new

time step j+1.
25. Return to the main program at prespecified imervals.

26.Check if ODE integration has proceeded satisfdgtoprint an error message if

an error condition exists.

27.Transfer the solution at current print point frame tL-D array to a 1-D array.
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28. Calculate atmospheric humidity and precipitatioroant of water vapor.
29. Print solution

Calculation of the Temperature Distribution Again

30. Set the time
31. Calculate temperature profile according to new thgteepaiting steps 8-19

32.Check the lapse rate for each grid points. Whesdaate is greater than the
stability conditions , go to step 30 until the lapate is smaller than the stability

conditions.

33.Check the precipitation amount of water vapordach grid points. When it is

greater than condition , go to step 30 until gnsaller than condition.

34.Check the coupling interval. If time is smaller théhe time of the coupling

interval go to 9
35. Print solution

Calculation of Radiation Fluxes

36. Calculate absorption coefficients and associatedht® at each grid point in the

medium for each gray gas using PROPERTY subroutine.

37.Set boundary conditions for the intensities leavihg boundary surfaces by
using Egs. (3.25 and 3.26).

38. Specify a gray gas, an octant, and an ordinate.
39. Specify a discrete location at the z direction.

40. Store the values of the intensities (at this dioecaind location for this gray gas)

which are 3-D arrays along z-axis in a 1-D array.

41.Call for spatial discretization subroutine whichcegts the 1-D array of
intensities as an input and computes the derivatiNle respect to z-axis as an

output over the grid of the number of points.

42.Transfer the 1-D array of spatial derivatives itite 3-D array of z-derivatives.
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43.Repeat steps 38-43 for all discrete locations direction, all ordinates and all

octants for all gray gases.

44 Calculate the time derivative of intensity at eadde for each ordinate of each
octant for each gray gas using Eq. (3.29) to fan8-D array of time

derivatives.

45. Transform the 4-D arrays of intensities and timewdgives into 1-D arrays to be

sent to the ODE solver.

46.Call the ODE solver subroutine to integrate theesysof ODEs by using a time
adaptive method. The ODE propogates in time byisglfor the intensities at a
time step j, calculating the time derivatives byfpaning steps 37 to 45 and

integrating again to solve for intensities at tleavriime step j+1.
47.Return to the main program at prespecified timerirgls.

48.Check if ODE integration has proceeded satisfdgtgorint an error message if

an error condition exists.
49. Transfer the solution at current print point frame tL-D array to a 3-D array.
50. Set the boundary conditions at current time step.
51.Print solution

52.Check for convergence by comparing the solutiormaent time step with those
at previous three time steps. If current solut®within the specified range of the

previous solutions, convergence is established gbeip 55.
53.1f convergence is not established, save the soldtoconvergence check.
54.Check the end of run time if final time is not read go back to step 38.

55.1f convergence is established or final time is hedt; calculate the parameters of

interest such as radiative heat flux and go to rpedgram.
56.Check the end of run time if final time is not read go back to step 9.

57.Stop.
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CHAPTER 4

ESTIMATION OF RADIATIVE PROPERTIES

Accurate determination of radiative transfer neates both accurate
solution of the RTE and reliable evaluation of thedium radiative properties. In
the preceding chapter, MOL solution of DOM as acuaate and efficient technique
for the solution of RTE was explained. In this cleapthe gas radiative property
model utilized in the present study will be desedb

4.1 Gas Radiative Property Models

The most fundamental radiative property of partitimgy gases is the
absorption coefficient or the absorption crossisaavhen the absorption coefficient
is normalized by the molar density [140]. The viaoia of absorption coefficient or
absorption cross-section of a gas with wave nuniberalled a spectrum, and it
consists of millions of spectral lines, which arequced by the vibrational-rotational
transitions in molecular energy levels. Absorptiaoefficient has a strong
dependence on wave number. Because of this factemcal simulation of radiative
heat transfer is a formidable task. A number of et®dvith varying degrees of
complexity and accuracy has been developed sofdahé estimation of the radiative
properties. Line-by-line (LBL) model [141], whicts ithe most accurate of all,
requires calculation of radiative properties fotlioms of vibrational-rotational lines,
and hence, its computational cost is extremely Haghclimate models as well as
practical engineering applications. The significapmputational burden required by
LBL model has necessitated the use of band modélEhware designed to
approximate the nongray gas behavior over wave eummtervals within which the

radiative properties are assumed to be constargemtng on the width of wave
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number intervals, band models are classified a®waband and wide band models.
Drawback of these models is that they provide gassmissivities instead of
absorption coefficients which are required for sioéution of RTE. This problem can
be alleviated by utilizing hybrid models such aatistical narrow-band correlated-k
(SNB-CK) [142] and wide band correlated-k (WBCK) deds [74-77]. K model was
chosen due to its compatibility with MOL solutioh[@OM as it provides absorption
coefficient as input to the RTE solver and its mmo\computational efficiency [53,
79, 80]. Another reason behind its selection is soiability of its correlation
parameters to atmospheric condition. The detailsthi§ model can be found
elsewhere [53]. However, for the sake of integrtyarief summary of the model will

be provides in the following sections.

4.2 Wide Band Correlated-k (WBCK) Model

WBCK model is based on re-ordering the wave numhmetlsin the wide
bands to yield a smooth, monotonic decreasing fomctvhich makes it possible to
introduce a discretized set of absorption coeffitse each representing a gray gas
that can easily be applied to the WSGG RTE (E4Q.7(3.[53].

For determination of monotonic decreasing functitthe wave numbers
within a wide band, Denison and Fiveland [76] haveposed a simple correlation
for the dimensionless wave numbér, as function of dimensionless absorption
coefficient, x ,by a fit to the four-region expression for widenbaabsorptance
developed by Edwards and his co-workers [143, 1Z49],

e

P

4.%)

£ ()= CLE(RK)+ G,

where &, ¥ and E;, exponential integral function of order 1, areided in
Equations (4.2), (4.3) and (4.4), respectively.

g=< (4.2)
w

/(* = K = Cabs (43)
palw M, alw
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*tﬂ

t (4.4)

E(pk’)=[e™
1

In Eq. (4.2),p andM,, are the density and molecular weight of the abagrb
gas, respectively. The coefficier@g, polesp andn, appearing in Eqg.(4.1) are given
as functions of line-overlap paramefeaind illustrated in Table 4.1. The exponential
wide band model parameters, f and w are evaluated for each wide band at the
average temperature and mole fraction of layersham medium. Moreover, the
detailed descriptions of the exponential wide bamatel parameters are given in
Appendix A.

Once the re-ordered wave numbefs,are evaluated from Eq.(4.1), the wave
numbers,7 , are calculated from the following equation depegdn whether the
band head is situated in the center, lower limigper limit of the band (see Figure
4.1) [53]

n +¢; () (lower limit)
nk)=:n.£&(()12  (centrg (4.5)
n,=¢;(K) (upper limit)
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Table 4.1 Polegy;, and coefficientsCi; [76]

0.001 << 0.0202256| 0.0202256%< 0.2003 0.2003 <1
Np 3 2 1
7.2782E-2 -1.3999%
6.7862E-4 +3.619378
+104.6593°-996.7435 1- B
P1 | -30.251482+2181.40 3 1+2.864| -—"12—
0.408986
133
+3117.65*
P2 1/ P 1/ P1 -
P3 1 - -
Ci1 p1 Co1 (p*-py)/ (p*-1) 1
0.952246 — 12.9578
Cz1| +877.6015%- 14851.1 (p1-1)/ (p2*1) -
ﬁS
Cs1 1-C11- G - -
Cl,2 0 0 p12- pl
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Figure 4.1 Discretization of representative re-oedeband [53]

Cabs appearing in Eq. (4.3) represents a constant ptigorcross- section

calculated and is calculated by [79]

C. .= exp{m(Cabs )+ IN(Care ”)} (4.6)

abs | =
: 2

where C is the supplemental absorption cross-sections wisitbgarithmically

abs,
spaced absorption cross-sections. In this study, abBorption cross-sections
logarithmically spaced between 65%.8nd 550 ffmol which are obtained by using
data of infrared cross-sections from Pacific NogktNational Laboratory (PNNL)

[145] were utilized. Once the absorption crossisaestfor each gray are obtained,

local absorption coefficients of each gray gascateulated from [80]
K, =NIC,,, 4.7)

where molar density, is evaluated from ideal gas equation of statehéenpgresent
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study. One gray gas is associated with zero abeorpoefficient and utilized to

account for the transparent regions and it is dallé&ransparent gas” [53].
The gray gas weights;, in Eqg. (3.17) are calculated as blackbody fractions

F(n,T) for re-ordered wavenumber intervals where the ighem coefficient lies

betweenk,,and x,,,, ( Figure 4.1) . The re-ordered wave numbers irh egide

band ,&, and the band center wavenumbgy,, provide the wavenumbers from

which these black body functions are calculated. &d&dand with symmetric band

head, gray weight is calculated as follows [79]

a, =Z{ F|:’70,k _Ek(Kj+1/2)/2’T:|_ F[’70k X (Kj-1/2)/2’T] 4.8)

+F[’70,k & K )/ZT}_ F|:’70k+fk K2 )/ZT}}

Similar expression can be written for bands witperdimit and lower-limit

band heads [79].

F(7,T) ineach band have been provided by Chang and RHAé¢

0 NV 2
F(/7,T)=gn2:;en (v3+l+g+—6J (4.9)

wherev = C,n/T and C,=14388um K. This series converges to exact result rapidly

for n=4 [147] . All weights including the one faahsparent gas sum to unity [53]

(4.10)

NG
Y.a =l
I
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CHAPTER 5

RESULTS AND DISCUSSION

In this thesis study, first, Line-By-Line Radiatifeansfer Model (LBLRTM)
developed by Clough et al. [81] based on analytstdiition of RTE was used to
investigate the effects of carbon dioxide, watempora and the temperature
distribution of the atmosphere on global warmingr&bver, the predictive accuracy
and computational efficiency of MOL solution of DOMth WBCK was assessed
by applying it to the predictions of radiative hdhixes for which benchmark
solutions were obtained by using LBLRTM. Furthermothe radiative-convective
model in conjunction with radiation model based M@®L solution of DOM with
WBCK was utilized to demonstrate the effect of theupling interval on the

accuracy of the radiative-convective model.

5.1 LBLRTM
LBLRTM developed by Clough et al. [81] was used applied to the

calculation of clear-sky longwave fluxes and cogliates of atmosphere including
CO, and water vapor. The model is based on analyd@atkion of RTE. Line-by-line
method is used as radiative property estimationehddLRTM has three relevant
features: (i) it has been and continuous to be nsktely validated against
atmospheric radiance spectra, (ii) it incorporatdsll water vapor continuum model
and, (iii) its computational efficiency mitigatdsetcomputational burden of the line-
by-line cooling rate calculation [7].

Detailed description of the LBLRTM can be foundesibere [7, 81]. The
source code of LBLRTM can be obtained from the rimé site:

http://rtweb.aer.com/Iblrtm.html
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5.1.1 Effect of Carbon Dioxide, Water Vapor and Temperatire
Changes on the Fluxes in the Atmosphere and the Hafis
Surface

In an attempt to see the effect of carbon dioxreer vapor and temperature
on the fluxes, LBLRTM was applied to a 1-D longwanlear sky atmosphere which
was approximated to be a nonhomogenous absorbiitgremn non-scattering
medium containing two main absorber gases: watpovand carbon dioxide.

The atmosphere was divided into 60 homogenousrdayeor each layer,
constant logarithmic mean temperature, pressure @esl concentration were
calculated and radiative property of gases wereluated. The spectral line
parameters were obtained from HITRAN 2004 [148]e Tbongwave spectral range
considered was from 10 to 3000 ¢nThe model was applied to midlatitude summer
and tropical atmospheres which are the referenowsyheres of the Air Force
Geophysical Laboratories (AFGL) [5]. The water viaponcentration profiles given
in the reference atmospheres of AFGL were utilicethis study. However, instead
of using their concentration of carbon dioxide,agd value of carbon dioxide which
is 383 ppm [149] was used. The top of the atmosphas assumed to be at nearly
100 km (O mbar). The emissivity of Earth’s surfacas taken as 1. It was assumed
that there was no incident longwave radiation atttp of the atmosphere.

Before investigating the effect of carbon dioxidelavater vapor on fluxes,
for verification of the code, the LBLRTM was exeedtby using the same input
parameters used in Clough and lacono [7]. As cansden in Table 5.1, the
predictions of the code were found to be in congpigreement with the findings of

Clough and lacono [7].
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Table 5.1 Comparison between the predicted nee$liy the code and the findings
of Clough and lacono [7]

Clough and This study Absolute %

lacono [7] relative error*
At top of the
atmosphere 76.6 76.7 0.13
(~ 100 km)
At tropopause
(13 km) 265.3 267.0 0.64
At surface 283.3 285.4 0.74

*Absolute % relative error Fredicted-LBLRTM / LBLRTM) x 100

In this study, in an attempt to see the effectafliding CQ concentration on
net fluxes, temperature, pressure and water vamorcentration profiles of
midlatitude summer atmosphere were kept constashtttaan CQ concentration was
increased from 383 ppm to 766 ppm. The findingthsef study were then compared
with the findings of previous studies, details dfieh are tabulated in Table 1.1. The
changes in the net fluxes in the atmosphere anddnth’'s surface due to doubling
CO, concentration in these studies are tabulated inleT&.2. Although different
models with different conditions were used in theialies, the findings were found
to be close to each other. As can be seen in TabJavhen the concentration of €O
was doubled, changes in the net flux at the tap@ftmosphere, at tropopause and a
the surface were all calculated to be negativellirstadies. This means that the
atmosphere becomes warmer due to more absorptwreraission of the medium.
Therefore, it can be concluded that the atmosphlarens up when the concentration

of the carbon dioxide is doubled.
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Table 5.2 Changes in the net fluxes (Vi)/in the atmosphere and the Earth’s surface inatitdbde summer atmosphere due

to doubling the C®

Ridgway et al. [10]

- Mlawer et al. Clough and Feigelson et al. | Morcrette
Thia study [6] Iacomno [7] [8] 9] Broad
. bhand
Change of conc.
of Ch 383—766 | 355710 355710 300—600 | 300—600 300600
(ppm)
At top of the
atmosphere -2.8 -31 -2.8 -33 -2.5 -3.0 -2.7
At tropopause
(13 km) -5.7 -5.8 =56 -6.0 -4.4 -5.7 -5.6
B gutare 19 17 18 23 12 18 07




As atmospheric radiation depends on concentratafnsvater vapor and
atmospheric temperature profile in addition to @rtcation of carbon dioxide, the
effects of change of these parameters on the uetdlwere also investigated in this
study. Buehler et al. [4] investigated the effeotslarge scale changes of water
vapor, carbon dioxide and temperature on the longwatmospheric radiation in
tropical reference atmosphere. Five different siesavere applied: (i) water vapor
concentration increased by 20 % throughout the spimere keeping concentration of
carbon dioxide and temperature constant, (ii) wagor concentration decreased by
20 % throughout the atmosphere keeping concentratio carbon dioxide and
temperature constant, (iii) carbon dioxide conaditn increased by 100 %
throughout the atmosphere (doubling Cé&ncentration) keeping concentration of
water vapor and temperature constant, (iv) temperancreased by 1 K throughout
the atmosphere keeping absolute humidity and cdrat@m of carbon dioxide fixed
and, (v) temperature increased throughout the gthwre keeping fixed relative
humidity and concentration of carbon dioxide fixed.

In this study, same scenarios were applied byzirditoday’s carbon dioxide
concentration (383 ppm). Changes in the net fluxése atmosphere and the Earth’s
surface due to changes in the conditions imposeshah scenario are tabulated in
Table 5.3. As can be seen from the table, whenvtter vapor was increased by 20
%, the changes in the net fluxes at three altitwek® all negative implying that the
atmosphere became warmer. Water vapor is one cdtiberbing emitting gases in
the atmosphere. When its concentration is increaseae water vapor molecules
absorb the energy emitted from the Earth’s suréawktherefore more energy in the
atmosphere is trapped which leads to warming oatheosphere. On the other hand,
when the water vapor concentration was decrease2Dl®, the changes in the net
fluxes throughout the atmosphere were positive xg®e@ed. Similar trend was
observed when the concentration of carbon dioxide increased. When comparing
the effect of the increasing water vapor conceiatnatvith the effect of increasing
the carbon dioxide concentration on the warminthefatmosphere, it can be shown
that the absolute value of changes in the net ffugughout the atmosphere for
increasing water vapor concentration was highen fioa increasing carbon dioxide

concentration. Therefore, it can be concluded thatropical atmosphere, 20 %
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relative humidity increase has a larger impact @mwng of the atmosphere than
doubling the carbon dioxide concentration.

When the absolute humidity was kept constant amd tdmperature was
increased, the changes of the net fluxes througlibat atmosphere were all
calculated to be positive values due to increaseidson of the atmosphere with its
increased temperature. However, if the temperaifitbe atmosphere was increased
when keeping the relative humidity constant, thanges in net fluxes were lower
than the ones obtained at constant absolute hymitiitis is due to the fact that
water vapor concentration also increases with asgein temperature in order to
keep the relative humidity constant. Therefore,itteeeased concentration of water
vapor in the atmosphere causes more energy t@pped in the atmosphere leading
to warming of the atmosphere. The value of charigeebflux at the Earth’s surface
becomes negative as the concentration of waterrvapmuch higher closer to the

surface. Similar conclusions were withdrawn by Beebt al. [4].

Table 5.3 Changes in net fluxes (Wjrin five different scenarios

Wwv wv  CO T T

Cases +20% -20% x2  +1K*  +1K,RHc**

At top of the atmosphere

(~ 100 km) 52 63 34 43 2.6
At tropopause

(18 km) 65 56 -60 3.9 2.1

At surface 131 171 -14 17 26

* keeping absolute humidity, and therefore watgsar concentration profile constant
** keeping fixed relative humidity constant
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5.2 MOL Solution of DOM with WBCK

In this study, a previously developed radiationet@sed on MOL solution
of DOM with WBCK model was adapted to a 1-D longeastear sky atmosphere
and its predictive accuracy and computational iefficy was assessed by comparing
its predictions with the predictions of LBLRTM. Efft of basic parameters such as
spatial discretization (number of grids), orderapproximation and number of gray
gases were also investigated.

In the MOL solution of DOM with WBCK method, theyScheme of
Carlson and Lathrop [131] and ROWMAP integratiobrsutine [138] were utilized
as angular quadrature scheme and ODE solver, f@sggc The computational
parameters related to the ODE solver subroutinsarenarized in Appendix B. All
simulations were carried out on a personal compwidr Pentium M 1.50 GHz
processor having 752 Mb of RAM.

Point values of all predicted quantities and thiitemns of LBLRTM used
for benchmarking purposes and their absolute pe&generrors are tabulated and

given in Appendix C.

5.2.1Description of the Physical System

The model was applied to an atmosphere approginats absorbing-
emitting, non-scattering medium containing wateporaand carbon dioxide. The
atmosphere was divided into several homogenougday®r each layer, constant
logarithmic mean temperature, pressure and gaseotration were calculated and
radiative property of gases were evaluated by ug#BCK. The longwave spectral
range considered was from 10 to 3000cwhich involves 2 wide bands of,8
(140 and 1600 cif) and 4 wide bands of G@667, 960, 1060 and 2410 &jn The
model was applied to midlatitude summer referertogogphere of the AFGL [5].
Water vapor concentration profiles given in theerehce atmospheres of AFGL
were utilized in this study. Since the water vaponcentration is nearly 0 ppm
around 10 km above the Earth’s surface as showiigure 4.3 and Figure 5.1, the
atmosphere is defined as the region extending tterEarth’s surface to 10 km in

altitude. As the water vapor concentration is ieflaed by condensation, its
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concentration varies with altitude as can be sedtigure 5.1. Moreover, in addition
to water vapor concentration profiles, the profidsatmospheric temperature and
pressure given in the reference midlatitude sumaterosphere of AFGL in the
range from O km to 10 km, which are illustrated=igure 5.2, 5.3 respectively, were
used. As can be seen from these figures, temperihaarly decreases throughout
the atmosphere whereas pressure decreases exptipehtstead of using reference
concentration of carbon dioxide, its today’s vadgch is 383 ppm [149] was used.
The emissivity of Earth’s surface was taken asyutitwas assumed that there was
no incident longwave radiation at the top of the@dphere.

Altitude (km)

O T T T
0 5000 10000 15000 20000

H,O concentration (ppm)

Figure 5.1 Water vapor concentration profile fodhatitude summer atmosphere [5]
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Figure 5.2 Temperature profile for midlatitude suemratmosphere [5]
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Figure 5.3 Pressure profile for midlatitude sumetenosphere [5]
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5.2.2Effect of Spatial Discretization

In this study, the effect of the number of gridmision the accuracy and the
computational economy of the model was investigafed this purpose, firstly, grids
with uniform spacing were employed. During the aktion, S for angular
guadrature scheme and three-point upwind differenscheme for spatial derivative
were used.

Figure 5.4 shows the comparison between LBLRTM BI@L solution of
DOM with WBCK model predictions of net fluxes inettatmosphere for varying
numbers of grids. As can be seen from the figureerwthe number of grids is
greater than 11 grids, they result in underpreaiictf the net radiative fluxes in the
atmosphere and at the Earth’s surface. Moreoverhéist results for the net fluxes up
to 4 km is obtained when 11 grids are used andeddvm, using 6 grids results in
better agreement with LBLRTM predictions. When tie fluxes calculated towards
the top of the atmosphere are compared with the ob&ined closer to the Earth’s
surface, poorer agreement between the predictibriseomodel with LBLRTM is
observed. This is believed to be due to the faat tlorrelation parameters used in
WBCK model was validated against experimental dat@emperatures around 300
K and these parameters may need modificationsaseswhen temperature is much
lower than 300 K.

Maximum and average percentage relative errorbiennet flux predictions
and corresponding CPU times are tabulated in Talsle As can be seen from the
table, as the number of grids increases, maximuthaamerage percentage relative
errors and CPU times increase.
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Figure 5.4 Comparison between the net flux preointiof the present study and
LBLRTM result for different number of grids with tiarm spacing

Table 5.4 Maximum and average percentage relatigs in the net flux
predictions of the present study with CPU timesdiffierent uniform

grids
Number of Grid spacingAz M?X' ADS. A?)/g. Abs. CPU time
Grids (km) % Rel. % Rel. (sec)
Error* Error
6 2.000 14.0 8.5 6.7
11 1.000 16.4 9.8 9.9
21 0.500 20.5 15.5 22.9
41 0.250 22.0 18.7 48.9
81 0.125 23.1 20.2 131.1

*Absolute percentage relative error|prédicted-LBLRTM / LBLRTM) x 100
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Upon examination of Figure 5.4 and Table 5.4, it ba concluded that use of
11 grids at the lower parts of the atmosphere {bdldm) and 6 grids at the top part
of the atmosphere resulted in better agreement WBIbRTM. Therefore, variable
grid spacing should be used in the model. Forghrpose, finer grids were utilized
for the section of the atmosphere between 0 and 4rkd coarser grids were utilized
above 4 km. 3 different grid spacings, summarizedable 5.5, were tested in the
model. During the calculations, three-point upwihitferencing scheme was used.
However, at the point of transition from finer gtwl coarser grid three-point central

differencing scheme was applied for spatial disza¢ibn.

Table 5.5 Summary of the spacing between grid point

Number of Grids 0-4 kmAz,) 4-10 km (\z,)
12 0.5 km 2 km
8 1 km 2 km
7 1km 3 km

The predictions of downwelling, upwelling and nleixes for 3 cases together
with the predictions of LBLRTM are illustrated inigdres 5.5, 5.6 and 5.7,
respectively. As can be seen in Figures 5.5 and i.6all three cases, the
downwelling and upwelling flux predictions are iroayl agreement with the
predictions of LBLRTM. On the other hand, compamis net flux predictions with
the ones of LBLRTM method shows that the best agesw is achieved when 7
grids are utilized. However, when the maximum petage relative errors tabulated
in Table 5.6 are examined, it is observed that whegrids are used, the highest
maximum percentage relative error is obtained. &loee, it can be concluded that

the optimum results are obtained when 8 grids tlizad.
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Figure 5.5 Comparison between the downwelling fluadictions of the present
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Figure 5.6 Comparison between the upwelling fluxdictions of the present study
and predictions of LBLRTM for different non-uniforgrids
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Figure 5.7 Comparison between the net flux preaistiof the present study and
predictions of LBLRTM for different non-uniform gi$

Table 5.6 Maximum and average percentage relatiges in the down flux
predictions of the present study with their CPUetinfior different non-

uniform grids

Max. Abs Avg. ADS.
Number of CPU time e % Rel. Error in
: % Rel. Error* in Fluxes
Grids (sec) Fluxes
Up Down Net Up Down Net
12 19.7 16.7 9.7 16.7 3.9 5.0 9.3
8 12.3 13.9 9.7 139 41 36 4.8
I 7.8 14.3 17.9 143 3.6 5.5 4.1

*Absolute % relative error Fredicted-LBLRTM/ LBLRTM) x 100
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Instead of manually changing the grid spacingsrid generator was also
utilized in this study. Detailed description of ted generator can be found in
Appendix D. Grid generation subroutine leads taalde grid size which is more
clustered to the lower boundary of the system undensideration. In the
calculations, $for angular quadrature scheme and two-point upvdifigrencing
scheme for spatial discretization were used. Iratdmpt to see the effect of grid
spacing on flux predictions, 7 grid points with #fetent grid size weights, az, were
utilized. The spacings of grids developed by gesheyation are listed in Table 5.7.
As can be seen from the table, as az decreasdssgacing decreases at the bottom
section of the atmosphere but increases towarddofheWhen az = 0.5, equally

spaced grids are obtained.

Table 5.7 The spacing of non-uniform grids devetbps grid generation

Grid Altitude (km)
Points az =0.25 az=0.4 az=0.45 az=0.5
7 10.00 10.00 10.00 10.00
6.94 7.78 8.06 8.33
4.44 5.78 6.22 6.67
2.50 4.00 4.50 5.00
1.11 2.44 2.89 3.33
0.28 1.11 1.39 1.67
0.00 0.00 0.00 0.00

RIN|W]~lO|O

The downwelling, upwelling and net fluxes calcuthtehen different az
values were used in grid generator are comparddtiwt predictions of LBLRTM in
Figures 5.8, 5.9 and 5.10, respectively. As illtgd in these figures, the effect of az
on the flux predictions is not significant. Whenximaum and average percentage
relative errors in net fluxes tabulated in Tabl@ &re examined, it is seen that
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accuracy increases as az decreases in the expei@@Uotime. However, as az
decreases the errors in downwelling fluxes increagdeereas errors in upwelling
fluxes decrease. It is observed that maximum absglercentage relative error in
downwelling flux prediction for az = 0.25 is muclgher than the others. Therefore,

it can be concluded that the optimum results caobbained with az = 0.4.
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Figure 5.8 Comparison between the downwelling fluedictions of the present
study and predictions of LBLRTM for different grsize weights (az)
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Figure 5.9 Comparison between the upwelling fluxdictions of the present study
and predictions of LBLRTM for different grid sizeswghts (az)
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Figure 5.10 Comparison between the net flux praafistof the present study and
predictions of LBLRTM for different grid size weigh(az)
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Table 5.8 Maximum and average percentage relatiges in the flux predictions of
the present study with their CPU times for diffargnd size weights (az)

Grid CPU Max. Abs. Avg. Abs.

Size time % Rel. Error* in Fluxes % Rel. Error in Fluxes
W(ealng;?ts (sec) Upwelling Downwelling Net Upwelling Downwelling Net

0.25 13.56 11.7 11.4 11.9 3.1 3.9 51

040 10.76 13.0 6.5 13.0 44 2.5 5.3

0.45 9.97 13.2 5.0 13.2 4.9 1.7 6.1

0.50 8.80 13.5 3.4 135 5.3 1.0 6.9

*Absolute % relative error Fredicted-LBLRTM/ LBLRTM) x 100

When the relative errors in fluxes tabulated in, 5.5 and 5.9 are compared,
it can be concluded that variable grid size shdddutilized instead of uniform grid
size. Moreover, the maximum and average absolutseptage relative errors are in
the same order of magnitude when 8 grids with tifi@rent grid spacingsAz; = 1
km andAz, = 2 km) and 7 grids obtained by using grid gerweratth az = 0.4 are
used. On the other hand, lower maximum relativersrare obtained especially in
downwelling fluxes when the grid generator is ergpth Moreover, utilization of
the grid generator also decreases CPU time. Inlesion, optimum results can be
obtained when the grid generator with az = 0.4 tized. Therefore, this grid

spacing was utilized in the rest of this thesislgtu

5.2.3Effect of Order of Approximation

Table 5.9 shows the maximum and average percemngdatdve errors in the
flux predictions of the present study with their (CBmes for 4 different order of
approximations. As can be seen from the table, @RI increases with order of
approximation, as expected. The maximum absoluétive errors in upwelling and
net flux predictions of this study decrease witbréasing order of approximation
whereas error in the downwelling flux predictionsreases with increasing order of
approximation. When the absolute percentage relaivors in the flux predictions

are considered, they are nearly the same but tioe ier net flux prediction for S
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approximation is slightly higher than the othergefiefore, $was utilized in the rest
of this thesis study.

Table 5.9 Maximum and average percentage relatiggs in the flux predictions of
the present study with their CPU times for différerder of
approximation

. Max. Abs. Avg. Abs.
Order . CPU time % Rel. Error* in Fluxes % Rel. Error in Fluxes
of Approximation  (sec)

Up Down Net Up Down Net

S 2.90 13.8 3.4 13.8 4.7 2.3 6.6
Sy 10.76 13.0 6.5 13.0 4.4 2.5 5.3
Se 25.42 12.9 7.1 129 4.3 2.6 5.2
Ss 45.02 12.9 7.3 129 4.3 2.6 5.2

*Absolute % relative error Fredicted-LBLRTM / LBLRTM) x 100

5.2.4 Effect of Number of Gray Gases

The effect of number of gray gases on the accucddiux predictions are
summarized in Table 5.10. As can be seen in the,t#tie use of higher number of

gray gases does not improve the accuracy signtficafiherefore, 10 gray gases
were used in the rest of this study.
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Table 5.10 Maximum and average percentage relatiegs in the flux predictions
of the present study with their CPU times for sal/aumbers of gray

gases
Max. Abs. Avg. Abs.
Number of Gray CPU time % Rel. Error*in % Rel. Errofin
Gases (sec) Fluxes Fluxes
Up Down Net Up Down Net
10 10.76 130 65 130 44 25 53
15 14.70 128 63 128 45 26 5.8
20 21.43 118 65 118 42 24 54
30 36.12 115 64 115 42 25 55

* Absolute % relative error Jpredicted-LBLRTM / LBLRTM) x 100

5.3 Radiative-Convective Model

In this study, the radiative-convective model imjcmction with a radiation
model based on MOL solution of DOM with WBCK waspéged to 1-D clear sky
atmosphere. In addition, the predictions when theeging equations of radiative-
convective model and the radiative transfer eqoadi® solved simultaneously were
compared with the ones obtained when radiative-ectie model and the radiation
model are coupled at different coupling intervalee detailed information of the
system under consideration is given in Chapten&ddition to this information, in
the model, considering the conclusions reachecatian 5.2, 10 gray gases; &
order of approximation and 7 grids with the gridesiveight, az = 0.4 were used.
The model was executed for a period of approxingateb days (40 hours). The
computational parameters related to the ODE sodudaroutine, ROWMAP, are
summarized in Appendix B.

Figures 5.11, 5.12 and 5.13 demonstrate changesriperature predictions
during 40 hours period at the surface, at 4 km alibe surface and at the top of the
atmosphere, respectively. Point values of temperatuwe tabulated and given in
Appendix E. The effect of coupling intervals on fmrature predictions is also

illustrated.
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Figure 5.12 Comparison between the change in teatype at 4 km above the
surface for different coupling interval and simakaus solution.
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Figure 5.13 Comparison between the change in teatyre at top of the atmosphere
for different coupling interval and simultaneoususion

As can be seen in these figures, during the shmoet period of 40 hours, it is
not possible to see a significant effect of couplinterval on temperature profiles.
However, it can be observed that as time progtbsstemperature profiles diverge
from the one obtained from simultaneous solutianfurther investigate the effect of
coupling interval on temperature predictions, thedute percentage relative errors
were evaluated based on the result of the simuwtansolution and are tabulated in
Table 5.11. As can be seen from the table, when time progreskesabsolute
percentage relative error increases. Moreover,rerobtained with the coupling
interval of 10 hours are higher than those obtaimitkd coupling interval of 2 hours.
It can be inferred from this observation that winimate model is run for longer
periods of time, coupling instead of simultaneoakitson will result in erroneous
solutions. Generally, climate models are execubegériods in the order of years to

be able to take into consideration the differespomse times of sub-systems such as

108



atmosphere, ocean, land etc. In this study, ordyrgle climate model was utilized
and the execution period was considerably shat, 40 hours. If the other sub-
systems were to be included and the executionwaseto be extended, it is believed
that the effect of coupling interval on the accyrat the temperature predictions

would have been more significant.

Table 5.11 Average percentage relative errorbiéntémperature predictions of the
present study for two different coupling intervals

Absolute % Rel. Error in Coupling Time (h)
temperature* Interval

0 10 20 30 40

2 hours 0.000 0.000 0.001 0.002 0.003

at the surface 10 hours  0.0000.000 0.001 0.002 0.004

2 hours 0.000 0.002 0.001 0.004 0.004

at 4 km above the surface
10 hours 0.0000.008 0.007 0.053 0.067

2 hours 0.000 0.016 0.024 0.025 0.029

atthe top of atmosphere 4\ 0o 0/0000.053 0.090 0117 0.131

*Absolute percentage relative error|squpling-simultaneoy$ simultaneous) x 100

Furthermore, in the execution of the climate moaelpther important and
restraining parameter is the computation time @& pnogram. As can be seen in
Table 5.12, the computation time increases as ouuphterval decreases, as
expected. However, one very important observatothat simultaneous solution of
the governing equation of the radiative-convectiwedel and the radiation model
using the same solution method does not bring &na éxrden to the computational
economy of the model. On the contrary, the simeitars solution results in more

accurate results in a computationally efficient way
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Table 5.12 Computational times for different conglinterval

Coupling interval CPU time (sec)

Simultaneous 29.6
2h 38.4
10 h 12.6
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CHAPTER 6

CONCLUSIONS

Climate models are the primary tools used for ustd@ding past climate
variations and for future projections. The atmosgheadiation is the key
component of these models. Therefore, atmospheaiiation models were
developed in isolation from the climate models. Bimaplest radiation models are
based on the assumption of 1-D clear sky atmospioerehich radiative transfer
equation (RTE) is solved analytically. In this stué 1-D clear sky atmosphere
model was used to determine the effects of carbiomidk, water vapor and
temperature on the fluxes in the atmosphere andutface of the earth by using the
most accurate line-by-line model for radiative mdp estimation and analytical
solution of RTE. The effect of carbon dioxide camitation doubling was studied in
both midlatitude summer and tropical scenarios #rel effect of water vapor
concentration through relative humidity increase a@mperature increase in the
atmosphere were investigated in tropical scenasidoé able to benchmark the
solutions against the literature data. Results stiwt in tropical scenario, 20 %
relative humidity increase has a larger impact @mmng of the atmosphere than
doubling the carbon dioxide concentration. Furthmen the effect of 1K
temperature rise under fixed relative humidity dtiod results in higher impact on
warming compared to the same temperature rise ufided absolute humidity
condition due to water vapor feedback. In addit@hthe results were found to be
in complete agreement with literature findings.

As accurate modeling of atmosphere necessitatezblelevaluation of the
medium radiative properties and accurate solutiothe radiative transfer equation
in conjunction with the time-dependent multi-dimemsl governing equations of

atmospheric models, a radiative-convective modedh vd radiation model was
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developed. For this purpose, a previously developddition model based on MOL
solution of DOM with WBCK model was adapted to liGngwave clear sky
atmosphere and its predictive accuracy and compuotdtefficiency was examined
on the test problem by using benchmark solutionaiokd from LBLRTM.
Reasonable agreement between the predictions ohtiiel and the LBLRTM was
observed. A parametric study was also carried@fintl the optimum grid structure,
order of approximation of the DOM and the numbegi@y gases which will provide
accurate and at the same time computationallyiefficsolutions. For the problem
under consideration, accurate and computationdfigient results were obtained
when a non-uniform grid structure with 7 gridg,e&proximation and 10 gray gases
were utilized.

Having validated the predictions of the model amtecting the optimum
parameters, the radiation model was then coupléd raidiative-convective model
and the predictive accuracy of this model was ewradhifor several coupling
intervals. These predictions were then compared whie ones obtained when
equations of radiative-convective model and theiatamh model are solved
simultaneously. Comparisons reveal that as couptlitegval increases, although the
computation time of the model decreases, the acgwhthe predictions decreases.
Moreover, percentage relative error in temperatnceeases an order of magnitude
when coupling time between radiative-convective etlcahd the radiation model
increases from 2 to 10 hours. Therefore, it candmeluded that the equations of the
radiation model have to be solved simultaneousiy whe equations of the climate
model. Overall evaluation of the performance of thdiation model used in this
study points out that it provides accurate and agatmnally efficient solutions and
can be used with confidence in conjunction withc¢hmate models for simultaneous

solution of governing equations with radiation star equation.

6.1 Suggestions for Future Work

Based on the experience gained in this study,dlexing recommendations

for future extension of the work are suggested:

* Modification of the code for the treatment of alisong-emitting-scattering

atmosphere containing clouds and aerosols is edjuir
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Radiation code based on MOL solution of DOM carcbepled with climate

model based on the same approach.

Correlation parameters used in WBCK model can bdified for cases when

temperature is much lower than 300 K.
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APPENDIX A

EXPONENTIAL WIDE BAND MODEL PARAMETERS

A.1 Calculation of Band Strength Parameter,a
The empirical correlation form which the band sgtbnparameterg, is

calculated is given by Edwards [150] as follows:

;{ iukdk)}wm
a(T)= aow (T) =a, { = (A.1)
‘//( ) {1 eXF{ ZUOka—kj}‘/f (To

where

= +gk+|5| 1)| — Uy Uy
(T)y=— Z (9. 1)'Uk i (A.2)
l// - i z (U +gk —ukuk .

Duk ( )'Uk

and

u = , =
< KT o KT,
0 for 5,20
= A4
Yo {|5k| for 3, <0 (A4)
Tois the reference temperature and is taken as 1@((1&6.626%10'34 J.s) is

the Planck’s constant, (=2.99810° m/s) is the speed of light afkd=1.380%10%
J/K) is Boltzmann’s constant. The summation ougwere carried until 10 and 20

125



for H,O and CQ, respectively. Beyond these numbers the resuttaireunchanged.

Values of EWBM correlation parametars band strength parameter at the reference
condition, a, (= a(T,)), the lowest possible initial state,,, change in vibrational
quantum numbeg , vibrational quantum numberng, statistical weights (unity for
non-degenerate vibrations, greater for degenerags)pgq are tabulated for

longwave region of spectrum (10-3000 tiin Tables A.1 [151] for kD and CG.
For calculation ofy(To), temperaturd is simply seflpin Eq. (A.2).

Table A.1 Exponential wide band model correlatiangoneters for bO and CQ

Band Location Pressure Parameters Correlation Rdeasn

No Ok n b a, 2
[cm™] emY@m?] | | emY
H,0 m=3, 11=3652 cn, 17,=1595 cn, 175=3756 cnt, g« = (1,1,1)

140° (0,0,0) 1|86/ /T)+05 5.455 0.143 69.3
1600 (0,1,0) 1|86/, /T)+05 41.2 0.094| 56.4
CO, m=3, 7,=1351cnt, 7,=666 cm, 7;=2396 cn, gi = (1,2,1)

667 (01,00 | 0.7 1.3 19.0 0.06R 12.7
960 (-1,0,1) | 0.8 1.3 2.47%10° | 0.040 13.4
1060 (-1,0,1) 0.8 1.3 2.47x10° 0.119 10.1
2410 (0,0,1) 0.8 1.3 110.0 0.247 11.2

% For the rotational band(T) =a, exp(— a/T,/T- ]) V=Y To/T
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A.2 Calculation of Line Overlap Parameter,f

The empirical correlation form which the line owgyl parameterp, is

calculated is given by Edwards [150] as follows:

AT)=yP :VO\E ;’((T”) P 8.

where

{ i i \/(Uk +gk +|5k|_:l‘)!e—ukuk }2

o(T = , (9 —D!y,! A6
( )_ i (Uk+gk+|5k|_1)!e—ukuk ( l )

=1 0= k (gk _1)!Uk!

and

P = [—p[u (b—l)&ﬂ (A7)
Po p

Pe is the effective pressurBy is the reference pressure and is taken as 1 atm
and P, is the partial pressure of the absorbing gas. Juremation over were
carried until 10 and 20 for J@ and CQ, respectively. Beyond these numbers the

results remain unchanged. Values of EWBM corretatipprameters, pressure

parametersy andb, line overlap parameter at the reference conditigrﬁ= y(TO)),
the lowest possible initial statey,,, change in vibrational quantum numbé,,

vibrational quantum numbersy, statistical weights (unity for non-degenerate
vibrations, greater for degenerate ongg)alues are tabulated for longwave region
of spectrum in Tables A.1 [151] for GGnd HO. For calculation of®(Ty),
temperaturd is simply seflyin Eq. (A.6)

A.3 Calculation of Band Width Parameter, w:

The empirical correlation form which band width gaweter,c«) is calculated

is given by Edwards [150] as follows:
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afT) = woJTf 8

where g is band width parameter at the reference condiigied in Tables A.1
[151] for CG and HO.
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APPENDIX B

INITIAL PARAMETERS FOR THE ODE SOLVER
(ROWMAP) SUBROUTINE

The radiation and radiative-convective codes usedhis study require
specifications of certain input parameters for @RE solver subroutine in addition
to the input data relevant with the physical systemd subdivisions of angular and
spatial domains which are presented in the tektalparameters for the ODE solver
are the absolute and relative error tolerances @& and RELERR), time interval
for printing (TP) and convergence criteria for terating the integration. Execution
of the radiative-convective code is sensitive to Vd@ue. Unless it is correctly
selected, the program does not run. Therefore/aitse should be found by trial-and
error according to the selected final time. Diffarerint intervals were examined to
obtain the required final times. Table B.1 sumnetithe results of this examination.
In this study, the code was run up to ~ 144000(46chours). Tables B.2 presents
the input parameters utilized to obtain solutions the radiation and radiative

convective codes.
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Table B.1 Final time values for different printentals

Print interval (sec) Final time(sec)

300 16500
600 148800
720 5040
1200 56400

Table B.2 Initial parameters utilized for ROWMAPosautine for radiation and
radiative-convective codes

Code ABSERR RELERR TP [l

Radiation 0.001 0.001 10 0.001
Radiative-convective 0.001 0.001 6000.001
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APPENDIX C

POINT VALUES OF ALL PREDICTED QUANTITIES
BY MOL OF SOLUTION DOM AND LBLRTM

Flux predictions of the MOL solution of DOM with WBK and LBLRTM
for all spatial subdivision and their absolute petage errors are given in Tables
C.1-C8
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Table C.1 Flux predictions (in WAnof the present study and LBLRTM for different ninen of grids with uniform spacing

LELRTM 6 grids 11 grids 21 grids 41 grids 81 quids
Altitude (km)

Up Down | Net Up [Down| Net | Up | Down| MNet Up | Down | Net Up | Down | Net Up [Down | Net
10.0 310.7 00 (3107 |2703| 00 |2703|2622| 00 [2622|2561| 00 |2581]|2560| 00 |2560)2550| 00 [2550
95 335 422 12713 2631 | 437 2194 | 2609 | 478 | 2131|2599 | 487 |211.2
9.0 316.5 56.0 |2680.5 2732 | 552 | 2180|2686 | 613 |207.2 | 266.3| 628 | 2036|2652 | B35 |201.7
8.5 3199 67.2 |2527 2745 734 2001 |2722) 750 [ 197.2 12710 76.0 |195.0
8.0 3236 779 |2457 |2966 | 704 | 2262 |286.2 | 80.7 | 205512809 | 847 | 1962 |278.4| 867 |191.7 |277.2| 879 | 1893
75 327.7 88.6 2391 26879 963 |1916 | 2653 | 987 | 1866 |264.0 | 1000 | 184.0
7.0 332.2 99.7 |232.5 301.3 | 103.2 | 198.1 | 295.4 | 1083 | 187.1 | 2926 111.0 | 1816 [291.3 | 1125 [ 178.8
6.5 337.0 111.2 12258 303.4| 1210 | 1825|3006 ) 1238 | 176.6 | 299.2 [ 1255 | 173.7
6.0 342.2 123.2 |219.0 | 3303 [ 1166 | 2138 | 318.2 | 1279 | 190.2 | 3118 | 134.2 | 1776 | 308.8 | 137.3 | 171.5 | 307.4 | 139.0 | 168.4
6.5 M7 5 1356 |211.9 J206 | 1478 | 1727 | 317.5] 1511 | 166.3 | 316.0 | 152.8 | 1631
50 3532 1485 | 204.7 336.8 | 1550 | 1818|3299 | 1619 | 168.1 | 3266 | 1653 | 161.3 | 3250 | 167.1 | 157.9
45 359.3 162.3 | 197.0 339.9 | 176.7 | 163.3 | 336.5| 150.4 | 156.1 | 3348 [ 1823 | 1525
40 3659 177.3 |1886 | 370.7 [ 1708 | 2000 | 3576 | 1846 | 173.0| 3506 | 1923 |158.3 | 347.0| 196.2 | 1508 | 345.3 | 198.2 | 147.0
35 3730 193.0 | 180.0 3616 | 2085 |153.0 | 3581 | 212.7 | 1455 | 356.4 | 214.7 | 1417
30 380.6 2092 [171.4 3791 | 2168 | 1623 | 3724 | 2251 | 147.3 | 3688 | 2292 | 139.7 |367.2 | 231.3 | 1359
25 3886 | 2260 |1B26 3832 | 2412 | 1420 | 379.7 | 2451 | 1346 |378.0 | 2470 | 131.0
20 396.8 243.3 | 1535 | 4096 | 2346 | 1750 ]399.0 | 2485 | 150.3 |1 393.3 | 256.5 | 136.8 | 390.3 | 260.1 | 130.2 | 368.58 | 261.9 | 1268
1.5 403.7 2589 [1448 4027 | 2707 1131913997 | 2739 | 1258 |398.2 | 2755 | 1227
1.0 4107 2739 |136.8 M7.5| 2780|1396 | #1211 ] 2843 [ 127.6 | 409.2 | 2876 | 1216 | 407.7 | 2689.3 | 1184
0.5 417 .8 2688 [129.0 4213 | 2968 1225 | 41186 | 3024 | 1162 | 417.2 | 304.3 | 1129
0.0 4247 303.6 | 1209 | 4247 | 294.6 | 1301 | 4247 | 307.2 | 1175 424.7 | 3145 | 110.3 | 424.7 | 318.4 | 106.3 | 424.7 | 3205 | 104.3
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Table C.2 Absolute % relative errors of the preséumdy for different number of grids with uniforrpaging

Absolute relative % error
6 grids 11 grids 21 grids 41 grids 81 guids
Altitude (km)

Up |Down | Net | Up | Down | Net | Up | Down | Net | Up [Down| Net | Up [ Down | Net
10.0 13.0| DO |130)156] 00 |156)1169| 00 168|176 DO |176)1179]| 0.0 (179
9.5 16.1] 35 |181]168( 133 2151171 ]| 153 [221
9.0 13.7 1.4 163152 96 |205]159| 121 [Z119]16.2] 134 |226
8.5 142) 93 204148 ([ 116 |220]1153 | 131 (228
8.0 8.3 9.7 9 |116)] 36 1641132 87 201|140 11.3 (220 |143) 129 (229
7.5 12.1] 8.7 129|129 11.4 |[220|13.3| 129 [231
7.0 9.3 35 1481111 87 1851118 11.4 2191123 | 128 231
6.5 100] 88 |192]108( 114 |218)111.2 ]| 128 [231
6.0 3.5 5.4 24 |70 3.8 |131] 89 89 1892198 | 1156 |MM1.7|102]| 128 |231
55 7.8 90 185186 | 115 |[21.5] 9.1 12.7 1230
5.0 4.6 4.4 1121 66 90 |79 75113 |21.2]180 | 125 |229
4.5 5.4 89 171164 [ 111 |206| 68 | 123 |226
4.0 1.3 3.7 6.0 ) 2.3 4.1 2.3 | 4.2 85 |161] 52 [ 107 (200156 | 118 (220
3.5 3:1 8.1 150] 40 | 102 (192 ] 44 | 11.3 |21.3
3.0 0.4 3.6 53 ) 27 76 |14.1] 31 96 |185| 35| 106 |207
2.5 1.4 6.7 |127] 23 85 |17.2] 2.7 93 |195
2.0 3.2 36 |140)06 2.3 21 |09 54 |109] 16 69 152120 7.7 174
1.5 0.3 4.5 §9]11.0 58 |131]1.4 6.4 |153
1.0 1.7 1.5 20 ) 0.3 3.8 EE | 0.4 50 |11.1]0.7 56 135
0.5 0.8 3.5 50] 02 4.7 99 101 54 125
0.0 0.0 3.0 76 | DO 1.1 28 |00 3.5 g8 | 00 48 |121 ] 0.0 55 |138

Absolute % relative error =lpredicte-LBLRTM|/ LBLRTM) x 10C
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Table C.3 Flux predictions (in W/nof the present study and LBLRTM for different roen of non-uniform grids

LELRTM 12 grids B grids 7 grids

Altitude (km) | Up | Down | Net Up | Down | MNet Up | Down | Net Up | Down | HNet

10.0 3071 00 |3107 | 2588 D0[2588 |267.4 | 00 |[267.4 |2663| 00 | 2663

8.0 3236 | 779 | 2457 | 287.0 704 | 2166 | 2936 | 704 | 2233

7.0 3322 | 997 | 2325 3132 | 819 | 2313

6.0 3422 | 1232 | 2190 | 3225 | 1166 | 2059 | 326.3 | 1166 | 2098

40 3E59 | 177.3 | 18686 | 3506 | 1708 | 1798 | 3576 | 1708 | 1868 | 3576 | 1569 | 200.7

35 373.0 | 193.0 | 1800 | 361.6 | 202.1 | 159.5

3.0 3806 | 2092 |171.4 | 3724 | 2219 [ 15805 | 379.1 | 214.4 [ 164.7 | 379.1 | 211.1 | 168.0

25 3886 | 2260 | 1626 | 3832 | 239.2 | 1440

2.0 3968 | 2433 | 1536 | 3933 | 2552 [ 13681 | 399.0 | 2476 [ 151.4 | 3990 | 246.3 | 1528

1.5 4037 | 2589 | 1448 | 4027 | 2698 | 1329

1.0 4107 | 2739 | 13668 | 4121 | 2836 [ 1285 | 4175 | 2769 [ 1406 | 4175 | 2761 | 141.4

0.5 417.8 | 2888 | 129.0 | 421.3 | 298.2 | 123.1

0.0 4247 | 3038 | 1208 | 4247 | 40| 1108 | 424.7 | 3063 | 1185 | 4247 | 305.7 | 118.0




Table C.4 Absolute % relative errors of the preséumdy for different number of
non-uniform grids

Absolute % relative error
12 grids 8 grids 7 grids
Altitude (km) | Up | Down | Net | Up | Down| Net | Up | Down| Net

10.0 16.7/ 0.0 | 16.7 13.9| 0.0 | 13.9| 14.3| 0.0 | 14.3
8.0 11.3] 9.7 | 118 93| 9.7 | 9.1
7.0 57| 17.9/ 0.4
6.0 58| 54| 6.0 4.6 54 4Pp
4.0 42| 37| 4.6 2.3 3.7 1p 23 115 4.4
3.5 31| 47| 114
3.0 22| 60| 12204 | 25| 39| 04 09| 2.0
2.5 14| 58| 114
2.0 09| 49| 10006 | 1.8 1.4] 0.6 1.2 0%
15 03| 42| 8.2
1.0 03| 35| 6.1 1.7 1.1 2B 17 08 34
0.5 08| 33| 4.6
0.0 00| 34| 84 040 08/ 2p 00 0.6 1.5

Absolute % relative error dpredicted-LBLRTM / LBLRTM) x 100

Table C.5 Flux predictions of the present study lBBHRTM with absolute

percentage error for az = 0.25

LBLRTM 7 grids with az = 0.25
Fluxes Fluxes Absolute % relative errof
Altitude (km)
Up |Down| Net | Up | Down| Net Up Down Net
10.00 310.7 0.0 | 310.4273.6/ 0.0 | 273.4 11.9 0.0 11.9
7.78 333.3101.2(232.1}312.4) 89.6 | 222.§ 6.3 11.4 4.0
5.78 360.6 166.5|194.1] 354.8| 157.4|197.4] 1.6 54 1.7
4.00 387.0 224.3(162.6/390.0, 222.5/167.4 0.8 0.8 2.9
2.44 408.5 269.4/139.00411.9 272.1|139.7] 0.8 1.0 0.5
1.11 422.5298.0(124.5422.8/ 302.8{120.1] 0.1 1.6 3.5
0.00 424.7 303.8|120.91424.7) 316.9/107.8f 0.0 4.3 10.8
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Table C.6 Flux predictions of the present study lBBHRTM with absolute
percentage error for az = 0.4

LBLRTM 7 grids with az = 0.4
Fluxes Fluxes Absolute % relative errof
Altitude (km)

Up |Down| Net | Up | Down| Net Up Down Net

10.00 310.7 0.0 | 310.4270.3] 0.0 | 270.§ 13.0 0.0 13.0
7.78 325.8 81.3 | 244.4297.2] 76.0 | 221.3 8.8 6.5 9.5
5.78 345.1 130.0{215.2]328.6| 126.3/202.3] 4.8 2.8 6.0
4.00 366.2 178.7|187.5362.5/ 177.8/184.8] 1.0 0.5 15
2.44 387.8 225.6|162.1]392.6| 229.5/163.1] 1.2 1.7 0.6
1.11 408.5 269.0{139.5416.1| 273.1{143.00 1.9 1.5 2.6
0.00 424.7 303.8{120.91424.7) 309.0{115.7, 0.0 1.7 4.3

Table C.7 Flux predictions of the present study lBBHRTM with absolute

percentage error for az = 0.45

LBLRTM 7 grids with az = 0.45
Fluxes Fluxes Absolute % relative errof
Altitude (km)

Up |Down| Net | Up | Down| Net Up Down Net

10.00 310.7 0.0 | 310.9269.6) 0.0 | 269.4 13.2 0.0 13.2
8.06 323.5 75.0 | 248.4292.7| 71.3 | 221.4 95 5.0 10.9
6.22 340.4 118.6/221.9/321.0/ 116.5/204.6f 5.7 1.8 7.8
4,50 359.9 164.5/195.41352.9/ 163.9/189.00 2.0 0.4 3.3
2.89 381.3211.8/169.5]385.8 214.5{171.3] 1.2 1.2 1.1
1.39 404.0 259.7|144.31413.8 263.0/150.8] 2.4 1.3 4.6
0.00 424.7 303.8/120.9/424.7) 306.2|118.5 0.0 0.8 2.0
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Table C.8 Flux predictions of the present study lBBHRTM with absolute
percentage error for az = 0.5

LBLRTM 7 grids with az = 0.5
Fluxes Fluxes Absolute % relative erro
Altitude (km)

Up [Down| Net | Up | Down| Net Up Down Net

10.00 310.7 0.0 | 310.1268.9] 0.0 | 268.9 13.5 0.0 13.5
8.33 321.3 68.9 | 252.4288.5| 66.6 | 221.9 10.2 3.4 12.1
6.67 336.0107.5/228.4]313.7| 106.9|206.8] 6.6 0.6 9.5
5.00 353.9150.7|203.3]343.8/ 150.5/193.4 2.8 0.1 4.9
3.33 375.1198.3/176.8/378.9/ 199.9/179.1] 1.0 0.8 1.3
1.67 399.6 250.6/149.0]411.6| 252.7/159.00 3.0 0.8 6.7
0.00 424.7 303.8{120.91424.7| 303.3|121.5 0.0 0.2 0.5
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APPENDIX D

GRID GENERATION

The following formula is used to generate the gridstwo-dimensional

geometry (r- and z- direction) [152]

r@m=ZMﬁmn

. (D.1)
2&m) =) N, (1) 3

j=1

where

1 =R r, = RCar
r,=R r,= 0 (D.2)
r,=R r,=0 '
r, =RCar =20

R is the thickness of the system in r-direction an@hich ranges from 0 to 1
is the grid size weight in r-direction. The schematpresentation of 8 points can be

seen in Figure D.1. And i z-direction is represented as

z=0 #=L
= L& =0
o7 e ¢~ (D.3)
z=1L 7z= LAz
z,=0 Z= L

138



th

Figure D.1 Schematic representation of 8 points

L is the length of the system and az, range fraim D, is the grid weights in
z-direction. The different grid size was obtairi®dusing different az for the same

length of the system. ii=1,..,8) is defined as

N == (£-1)(7 -3 +n -9
N, =3 (=17 -7+

N, =5 (6D (7 +) (6 -7+
N, =2(£-1)(7-9(¢ +3 0.4)
N =-Z(¢-1)(7+3)(¢+)

Ny =3 (E+2)(7-1)(¢-n -3

N =2 (E+1) (-1 (n+)

Ny =2 (6 +) (7 +9 (619
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Suppose that number of grid points in thedirection is N, that in thes -
direction is N,. To reduce two-dimensional grid generation to-dimeensional

N, is taken as 2 and then

ati=1 £=-1 and atN, =1 (D.5)
where ¢ should obey the flowing function

F=ai+b A

applying Eq. (D.5) on the Eq. (D.6) to evaluéta Eq (D.4)

|2 2
f_(Ng—lJl-{l Ng—lN‘(j (D.7)

where i represents the grid pointsdrdirection, i=1,2. ForN,= 2, Eq. (D.7) takes

following form
{=2i-1 D.8)
Similarly for thes -direction,

2 ). ([, 2
/7—(N _Jﬁ(l N _1N”J (D.9)

n n

where j represents the grid pointsindirection, j=1,..,N,
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APPENDIX E

POINT VALUES OF PREDICTED TEMPERATURE
PROFILES

Temperature predictions during 40 hours periodhatsurface, at 4 km above

the surface and at the top of the atmosphere aea gi Tables E.1-E.3, respectively.
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Table E.1 Temperature predictions during 40 hoergod at the surface for different
coupling interval and simultaneous solution

Time(h) | Simultaneous| 2h 10 h | Time(h)| Simultaneous| 2h 10h
0.0 294.200 294.200294.200] 20.5 294.409 294.412 294.413
0.5 294.205 294.20% 294.205| 22.0 294.424 294.428 294.428
1.0 294.210 294.210294.210] 225 294.429 294.433 294.433
15 294.216 294.21%294.215| 23.0 294.434 294.438 294.439
2.0 294.221 294.221294.221] 235 294.439 294.443 294.444
2.5 294.226 294.226 294.226] 24.0 294.444 294.448 294.449
3.0 294.231 294.231294.231] 24.5 294.449 294.453 294.454
3.5 294.236 294.236 294.236| 25.0 294.454 294.458 294.459
4.0 294.242 294.241294.242] 25.5 294.459 294.464 294.464
4.5 294.247 294.247294.247] 26.0 294.464 294.469 294.470
5.0 294.252 294.252 294.252| 26.5 294.469 294.474 294.475
5.5 294.257 294.257294.257] 27.0 294.474 294.479 294.480
6.0 294.262 294.262 294.262| 27.5 294.479 294.484 294.485
6.5 294.267 294.267294.268| 28.0 294.484 294.489 294.490
7.0 294.273 294.273294.273| 28.5 294.489 294.494 294.496
7.5 294.278 294.278294.278| 29.0 294.494 294.500 294.501
8.0 294.283 294.283294.283| 29.5 294.499 294.50% 294.506
8.5 294.288 294.288 294.289| 30.0 294.504 294.510 294.511
9.0 294.293 294.293294.294| 30.5 294.509 294.51% 294.516
9.5 294.298 294.299294.299| 31.0 294.514 294.52( 294.521
10.0 294.304 294.304 294.304| 315 294.519 294.525 294.526
10.5 294.309 294.309294.309] 32.0 294.524 294.530 294.532
11.0 294.313 294.314 294.315| 32.5 294.529 294.53% 294.537
11.5 294.318 294.319294.320] 33.0 294.534 294.541 294.542
12.0 294.324 294.32% 294.325| 33.5 294.538 294.546 294.547
125 294.329 294.330294.330] 34.0 294.543 294.551 294.552
13.0 294.334 294.33%5294.335| 34.5 294.548 294.556 294.557
135 294.338 294.340294.340] 35.0 294.553 294.561 294.562
14.0 294.344 294.34%294.346] 35.5 294.558 294.566 294.567
14.5 294.349 294.350294.351| 36.0 294.563 294.571 294.572
15.0 294.354 294.35% 294.356] 36.5 294.568 294.576 294.577
155 294.359 294.361294.361] 37.0 294.573 294.581 294.582
16.0 294.364 294.366 294.366| 37.5 294.578 294.587 294.588
16.5 294.369 294.371294.371] 38.0 294.583 294.592 294.593
17.0 294.374 294.376 294.377| 38.5 294.588 294.597 294.598
175 294.379 294.381294.382] 39.0 294.592 294.602 294.603
18.0 294.384 294.387294.387] 39.5 294.598 294.607 294.608
18.5 294.389 294.392294.392| 40.0 294.602 294.612 294.613
19.0 294.395 294.397 294.397
19.5 294.399 294.402 294.402
20.0 294.404 294.407 294.407
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Table E.2 Temperature predictions during 40 hoersod at 4 km above the surface
for different coupling interval and simultaneoususion

Time(h) | Simultaneous| 2h 10 h | Time(h)| Simultaneous| 2h 10h
0.0 277.962 277.962277.962| 20.5 274.159 274.162 274.136
0.5 277.881 277.884277.884| 21.0 274.071 274.073274.044
1.0 277.782 277.787277.787] 21.5 273.983 273.98%273.951
15 277.685 277.690277.690] 22.0 273.895 273.897 273.859
2.0 277.589 277.593277.593] 225 273.808 273.810273.767
2.5 277.493 277.497277.496| 23.0 273.721 273.723 273.675
3.0 277.398 277.402277.400] 23.5 273.634 273.636 273.583
3.5 277.303 277.306 277.303| 24.0 273.548 273.549273.491
4.0 277.207 277.210277.206) 24.5 273.461 273.464 273.399
4.5 277.112 277.11%277.110] 25.0 273.375 273.379273.307
5.0 277.017 277.020277.013| 25.5 273.290 273.293273.215
5.5 276.923 276.925276.917] 26.0 273.204 273.208 273.123
6.0 276.828 276.831276.820| 26.5 273.119 273.124 273.031
6.5 276.733 276.737276.724] 27.0 273.035 273.040 272.939
7.0 276.638 276.643 276.628| 27.5 272.951 272.956 272.847
7.5 276.544 276.549276.532| 28.0 272.867 272.871272.756
8.0 276.449 276.45% 276.436| 28.5 272.783 272.787 272.664
8.5 276.355 276.361276.340| 29.0 272.700 272.703272.572
9.0 276.261 276.267276.244| 29.5 272.617 272.619272.481
9.5 276.167 276.174276.148| 30.0 272.534 272.53% 272.389
10.0 276.074 276.080 276.052| 30.5 272.452 272.452 272.308
105 275.980 275.987275.960, 31.0 272.370 272.370 272.226
11.0 275.887 275.894 275.869| 31.5 272.288 272.287272.144
115 275.793 275.800275.777] 32.0 272.207 272.204 272.063
12.0 275.700 275.707 275.686| 32.5 272.125 272.123271.981
125 275.608 275.61%275.594| 33.0 272.044 272.042271.899
13.0 275.515 275.523275.503] 33.5 271.964 271.960 271.818
135 275.423 275.430275.411] 34.0 271.884 271.879271.736
14.0 275.330 275.338275.320] 34.5 271.804 271.799 271.655
145 275.238 275.246 275.229| 35.0 271.724 271.718271.574
15.0 275.147 275.154 275.138| 35.5 271.645 271.638 271.492
155 275.055 275.062 275.046] 36.0 271.566 271.558 271.411
16.0 274.964 274.970274.955| 36.5 271.487 271.479271.330
16.5 274.873 274.880274.864| 37.0 271.408 271.401 271.248
17.0 274.783 274.790274.773] 375 271.330 271.322 271.167
175 274.693 274.700 274.682| 38.0 271.252 271.244 271.086
18.0 274.603 274.610274.591] 38.5 271.175 271.166 271.005
18.5 274.514 274.520274.501] 39.0 271.098 271.088 270.924
19.0 274.425 274.430274.410] 39.5 271.021 271.011 270.843
19.5 274.336 274.340 274.319] 40.0 270.944 270.933 270.762
20.0 274.247 274.25(0 274.229
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Table E.3 Temperature predictions during 40 hpersod at the top of the
atmosphere for different coupling interval and diameous solution

Time(h) | Simultaneous| 2h 10 h | Time(h)| Simultaneous| 2h 10h
0.0 242.704 242.704 242.704| 20.5 236.690 236.749 236.481
0.5 242.565 242.566 242.566| 21.0 236.564 236.622 236.357
1.0 242.396 242.400242.400] 215 236.437 236.496 236.232
15 242.228 242.234 242.234| 22.0 236.312 236.370 236.108
2.0 242.061 242.068 242.068| 22.5 236.187 236.247 235.984
2.5 241.894 241.906 241.902| 23.0 236.064 236.123 235.860
3.0 241.729 241.744 241.736] 23.5 235.941 236.000 235.736
3.5 241.566 241.583241.571| 24.0 235.819 235.876 235.612
4.0 241.403 241.421 241.405| 24.5 235.697 235.75% 235.488
4.5 241.242 241.264 241.240] 25.0 235.576 235.634 235.364
5.0 241.082 241.107 241.075| 25.5 235.456 235.513 235.240
5.5 240.924 240.951 240.909] 26.0 235.337 235.392 235.116
6.0 240.767 240.794 240.744| 26.5 235.217 235.273 234.993
6.5 240.611 240.641 240.579] 27.0 235.099 235.15% 234.869
7.0 240.457 240.489 240.415| 27.5 234.982 235.037 234.746
7.5 240.304 240.336 240.250| 28.0 234.865 234.919 234.622
8.0 240.152 240.184 240.085| 28.5 234.749 234.804 234.499
8.5 240.001 240.036 239.921| 29.0 234.633 234.690 234.375
9.0 239.851 239.889239.756] 29.5 234.518 234.57% 234.252
9.5 239.703 239.741 239.592| 30.0 234.403 234.461 234.129
10.0 239.555 239.594 239.428| 30.5 234.289 234.348 234.018
10.5 239.409 239.450239.286] 31.0 234.175 234.236 233.908
11.0 239.264 239.306 239.144| 31.5 234.062 234.124 233.797
11.5 239.120 239.163 239.003| 32.0 233.951 234.011 233.687
12.0 238.977 239.020 238.861| 32.5 233.839 233.901 233.576
125 238.835 238.880238.719| 33.0 233.728 233.791 233.466
13.0 238.694 238.740238.578] 33.5 233.617 233.680 233.356
135 238.555 238.600 238.436] 34.0 233.508 233.570 233.245
14.0 238.416 238.461 238.295| 34.5 233.398 233.462 233.135
14.5 238.278 238.326 238.154| 35.0 233.290 233.355 233.025
15.0 238.142 238.190238.013| 35.5 233.182 233.247 232.915
155 238.006 238.05%237.872] 36.0 233.075 233.139 232.805
16.0 237.871 237.920237.731] 36.5 232.967 233.033 232.695
16.5 237.736 237.787237.590] 37.0 232.861 232.926 232.585
17.0 237.603 237.654 237.449| 375 232.755 232.820 232.475
175 237.470 237.521237.308| 38.0 232.649 232.714 232.365
18.0 237.338 237.388 237.167| 38.5 232.543 232.610 232.255
18.5 237.206 237.259237.027] 39.0 232.438 232.506 232.146
19.0 237.076 237.131236.886] 39.5 232.334 232.402 232.036
19.5 236.947 237.003 236.746| 40.0 232.230 232.298 231.926
20.0 236.818 236.87% 236.606
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