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ABSTRACT

MATERIAL FLOW COST VERSUS CONGESTION IN
DYNAMIC DISTRIBUTED FACILITY LAYOUT PROBLEM

Ozen, Aykut
M.S., Department of Industrial Engineering
Supervisor : Prof. Dr. Nur Evin Ozdemirel

June 2008, 109 pages

In this thesis, we study both dynamic and distedufacility layout problems, where the
demand for product mix changes over time. We prepasnew simulated annealing
algorithm, SALAB, for the dynamic facility layoutrgblem. Four variants of SALAB find
the best known solution for 20 of the 48 benchnmadblems from the literature, improving
upon the best known solutions of 18 problems. WelimoSALAB to obtain DSALAB,
solving the dynamic distributed facility layout ptem with the objective of minimizing
relocation cost and total (full and empty) travebkicof the material handling system. We
simulate DSALAB solutions of randomly generatedijbemns to study the tradeoff between
total cost and congestion in the system. Our erpartal results indicate that distributing the
department duplicates throughout the facility regduthe total cost with diminishing returns
and causes increasing congestion. Therefore, listvh beyond a certain level is not

justified.

Keywords: Dynamic Distributed Facility Layout Prebi, Simulated Annealing, Material
Flow cost, Congestion, Work-in-Process



Oz

DINAMIK VE DAGITIK TESIS YERLESIM PROBLEMINDE
MALZEME AKI S MALIYETI VE SIKISIKLIK

Ozen, Aykut
Yuksek Lisans, Endistri Mihend@liBolumi

Tez Yoneticisi : Prof. Dr. Nur Evin Ozdemirel

Haziran 2008, 109 sayfa

Bu tezde, Uriin yelpazesine olan talebin zamanggstil@ dinamik ve dgitik tesis yerlgim
problemleri ele alinngtir. Dinamik tesis yerkgm problemi icin yeni bir tavlama benzetimi
algoritmasi — SALAB — gedtirilmi stir. SALAB'In dort farkh versiyonu, literatirdenhiaan
48 test probleminin 20'si icin bilinen en iyi sotaig bulurken 18 problem icin bilinenden
daha iyi sonu¢ bulngtur. Makinalarin tainma maliyetini ve malzeme siana sistemine ait
toplam (bg ve dolu) hareket maliyetini azaltma hedefiyle, 38 _uyarlanarak, dinamik ve
dagitik tesis yerlgim problemini ¢ézen DSALAB geidiirilmi stir. Sistemdeki toplam maliyet
ve sikslklik arasindaki odunkimi incelemek icin, rastsal Uretilen problemlerirSALAB
¢ozumleri simile edilngtir. Deneysel sonuclarimiza goére makina kopyalaniesis
batininde datmak toplam maliyeti azalan getirilerle gdiimekte ve artan sgkliga sebep

olmaktadir. Dolayisiyla, belirli bir seviyenin tiede daitiklik tavsiye edilmemektedir.

Anahtar Kelimeler : Dinamik ve Fgtik Tesis Yerlgim Problemi, Tavlama Benzetimi,
Malzeme Akg Maliyeti, Sikgiklik, Ara Stok
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CHAPTER 1

INTRODUCTION

Facility layout design directly affects the opevanl performance of a production
environment. Carrying a huge amount of materialdistant locations in a facility can

decrease the operational performance in terms oferrah handling costs, resource
utilizations, Work-In-Process inventory (WIP), pumtion lead times, and so on. These
issues should be taken into account while devetppitayout plan in which the locations of

departments or machines are specified.

Facility layout problems generally aim at minimigitotal cost of interdepartmental material
flow weighted with distance, considering area oaists to construct layout plans. The
Static Facility Layout Problem (SFLP) deals witlaggment of departments considering the
material handling costs. Balakrishnan and Chen@&)l@efine SFLP as follows: “given a
group of departments, the material flow betweer geir of departments, and the cost per
unit of flow per unit distance, the departmentsentivbe arranged into a layout such that the
sum of the costs of flow between the departmentlédriayout is minimized”. Material flow
between each pair of departments is representednbgggregate flow matrix (over all
product types) for the planning horizon. Howevhrs imaterial flow can be deterministic or
stochastic. Moreover, it can change over time peribecause of the changes in product
mixes, product routings and production amounts.s&€hehanges lead to replacement of
departments and thus to the Dynamic Facility Laynablem (DFLP).

Based on their work in 20 companies, Benjaafat. €2802) conclude that “companies value
layouts that retain their usefulness over many pecodnixes or can easily be reconfigured.
Equally important are layouts that permit shorézd times, lower inventories, and a greater
degree of product customization”. Conventional lagpwhich are “typically designed for a
specific product mix and production volume that assumed to continue for a sufficiently

long period”, do not meet these needs.



In addition to the conventional distance-weightedterial flow cost criterion, there are
different models that consider other performancasuees such as the empty (unloaded)
trips of material handling system (MHS), resourtifizations, WIP and production lead
times. These approaches usually use queuing nefaorkilations to approximately find the
values of performance measures. However, theshestare limited with single period
problems (SFLP).

In a functional layout, machines of the same tyygegrouped to lie together. Benjaafar and
Sheikhzadeh (2000) and Lahmar and Benjaafar (20@fose to distribute those machines
(by disaggregating large departments into smaltdspartments) throughout the layout in
order to improve the layout performance. By thisywaroduct types can have alternate
routes by visiting different duplicates of the samachine type distributed throughout the
facility. Benjaafar and Sheikhzadeh (2000) and Lahand Benjaafar (2005) show that such
distributed layouts are efficient in terms of matkflow costs. However, it is unknown how

this duplication affects congestion and other pemBmce measures of the production

system.

In this thesis, we focus on the deterministic layaoblems with equal sized departments or
machines. Specifically, we study the Dynamic Dimtted Facility Layout Problem
(DDFLP), which is a more general form of DFLP tlaso takes distributed layout into
consideration. DFLP decides on the location of edepartment in each time period by
considering material handling and relocation cdst®sponds to flow changes by relocating
machines, which incurs the relocation cost. In @aldito relocation, DDFLP also has the
mechanism of distributing duplicate machines thihmug the facility. Distribution provides
additional flexibility and reduces material handligost. In addition to deciding on the
location of each machine duplicate in each timéopewe also need to determine the flow
allocations. That is, different part types thatdaecertain machine type should be routed to
one of the duplicates of that machine type. Heifcthe flow allocations in DDFLP are

known, the problem reduces to DFLP.

Before finding a solution strategy for DDFLP, sabat methods for DFLP have been
reviewed. According to the results of McKendallagt (2006), Simulated Annealing (SA)
heuristic with a look ahead/back strategy is a psorg method for DFLP. In this study, SA
algorithm of McKendall et al. (2006) is slightly afged by using a different neighborhood
definition. After setting the annealing parameténgs algorithm named SALAB is tested on

benchmark problems of Balakrishnan and Cheng (2@fje solutions of the algorithm are



found to be better than the best known resultsouigroblems generally minimize the total
cost of material flow between machines. This meimag only the full (loaded) trips of
material handling system are taken into accountesmpty (unloaded) trips are ignored. Our
DDFLP objective function considers total materiahdling cost (both full and empty trips
of material handling system). DDFLP concurrentlgides on the location of machines and
flow allocation among duplicates of a machine typkerefore flow allocation decision is
added to SALAB to solve DDFLP. In the final algbri, cost of both full and empty trips of
the material handling system and machine relocatmst are considered in the objective.
This algorithm is used to improve random initialusions for varying duplication levels and

dynamically changing demand characteristics.

Minimizing material handling cost does not guaranteducing congestion in the system
(Benjaafar, 2002). Therefore, we simulate the SAutems to estimate the resource
utilization and WIP levels. By this way, effects \wdrying duplication levels and demand

characteristics on congestion are experimentakiyyaed.
The contribution of this thesis can be summarizetbhows.
» SA algorithm of McKendall et al. (2006) for DFLPridified and improved upon.

« Empty travel cost of the material handling systesmiricluded in the objective
function of DDFLP. The SA algorithm is adapted tolve DDFLP including

minimization of total material handling cost antboation cost in the objective.

* A simulation model is developed for DDFLP and usedxplore the operational
performance of SA solutions for different departtnduplication levels and demand

characteristics.

The thesis is organized as follows. DFLP and DDFdrhulation and solution methods are
reviewed in Chapter 2. Alternative layout formubais considering additional operational
performance metrics are also discussed in this teha@ur SA algorithm for DFLP,
SALAB, is described and compared with other sotutipproaches in Chapter 3. In Chapter
4, we give our DDFLP formulation, which is based the formulation by Lahmar and
Benjaafar (2005). We then describe adaptation diAAto solve DDFLP. The simulation
model for predicting operational performance of DPFsolutions and its integration with
the SA algorithm is also explained in this chapnapter 5 includes problem generation,

experimentation scheme and results. Finally, welcole with Chapter 6.



CHAPTER 2

LITERATURE REVIEW

According to a recent review by Drira et al. (2Q0@yout problems can be studied with
varying levels of detail and concerns. A detailegresentation of facility layout problem
characteristics given in Drira et al. (2007) iswhan Figure 2.1. Key issues of modeling a
layout problem are representation form and de&gjuél or unequal sized blocks, multi or
single floor, and so on), objective function (matkehandling cost, re-layout cost, work-in-
process inventory, flow times, and so on) and nwtéow characteristics (deterministic or
stochastic, static or dynamic). From the perspeatifvlayout evolution, Drira et al. (2007)
classifies layout problems as static and dynamibes€ two classes correspond to
conventional layouts (typically manufacturing systéayouts in Figure 2.1) and recently

emerging layouts with a dynamic component. We lyriefview these classes below.

Conventional Layouts

According to Drira et al. (2007), layout design geaily depends on “the product variety and
the production volumes”. Four conventional orgatizes are fixed product, process,
product and cellular layouts. Fixed product lay@uused for immobile products such as
ships. Instead of the product, production resouazesmoved to perform the operations on
the product. Process layout (functional departmeatgsed when there are a wide variety of
products. Product layout is used for high produrctrolumes with low variety of products.

Cellular layout is used for grouping machines ictls for production of a family of

products.

Recently Emerging Layouts

In their literature review on facility layout, Bexgfar et al. (2002) classify the layout types
according to two levels of production uncertaintgdatwo levels of relocation cost

(relocation cost of departments over consecutive tperiods) as in Table 2.1. For the low
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Table 2.1. Layouts for relocation cost vs. demamckutainty (Benjaafar et al., 2002)

Uncertainty of Future Production

Requirements
Cost of re-layout Low High
Low Dynamic layout | Reconfigurable layoyt
High Robust layout Distributed layout

relocation cost cases, layout can be changed dasdgich period to minimize the material
handling cost of that period. It is assumed thatem@ handling costs dominate the
relocation costs for this case, and the two choaresdynamic layout and reconfigurable
layout. For the high relocation cost cases, reionatosts dominate the material handling
costs. Hence, relatively stable layouts (robust disttibuted) should be chosen for such

cases.

In the recent survey paper, Kulturel-Konak (200ttes that there are two approaches to
designing robust and/or flexible facilities. Thestiapproach is the Dynamic Facility Layout
Problem (DFLP) which is a multi period problem itieh the material flow in each period
is deterministic and known. “Facility layout arr@mgents are determined for each period by
balancing material handling costs with the relayoests involved in changing the layout
between periods”. Dynamic facility layout problear® modeled for equal or unequal sized
departments. According to Kulturel-Konak (2007)ge tkecond approach is Stochastic
Facility Layout Problem (StoFLP) in which producixmand demand are assumed to be
random variables with known parameters. It isestahat “most stochastic FLP research
focuses on two important notiondtexibility for future changesand robustness to
uncertainty A robust facility is one that behaves well ovewariety of scenarios and
outcomes. On the other hand, a flexible facilityoige that can readily adapt to changes
without significantly affecting performance”. Fléiity, dominance (optimality) and
robustness approaches of StoFLP and solution agipeedor DFLP from the literature are

discussed in the survey paper.

In their survey, Balakrishnan and Cheng (1998)sifdhe algorithms of DFLP for equal
and unequal sized departments. Equal sized depdrirase is also categorized as having

deterministic or stochastic material flow.

Their work on 20 companies has led Benjaafar et(2002) to the conclusion that



“companies value layouts that retain their usefssn@ver many product mixes or can easily
be reconfigured. Equally important are layoutst tharmit shorter lead times, lower
inventories, and a greater degree of product cugation”. Conventional layouts which are
“typically designed for a specific product mix apbduction volume that are assumed to
continue for a sufficiently long period” do not mdbese needs. Moreover, they say that
“three approaches to layout design address thetiactineeds of the flexible factory”. Those
approaches are “distributed, modular and agile utsjo Distributed layouts distribute the
department duplicates (by disaggregating a largani@ent) throughout the floor. Modular
layouts are a hybrid modular form of functionagwl line and cellular types. Agile layouts

try to maximize operational performance.

Formulation and solution of a dynamic layout probléargely depend on whether the
departments are equal or unequal sized. We focuh@requal sized departments, which
represent machine tools used in production. Reviewsqual sized dynamic facility layout
problem, alternative layout formulations (includingjfferent operational performance

measures) and distributed layouts are given imaheining of this chapter.
2.1 Dynamic Facility Layout Problem (DFLP) Formulation

Material flow between each pair of departmentsisiggregate flow matrix (over all product
types) for static facility layout problem (SFLPhi$ matrix can change over time because of
the changes in product demand mixes, product meit@nd production amounts. This
dynamic behavior can be modeled by adding a maahirepartment relocation capability
to SFLP. Formulation of DFLP by McKendall et alO@B) for aT period,N department
location problem is:

Min ZZZZ Am Ytijl +Zzzzzctijkl Xtij X (2.1)

t=2 i=1 j=11=1 t=1 i=1 j=1k=11=1
N
st Y Xy =1 i=1,..,N t=1..T (2.2)
j=1
N .
> Xy =1 ji=1.,N  t=1..T (2.3
i=1
Ya = X i Xa i,j,1=1...N t=2..T (2.4)



X, 0{01} ij=1..N t=1..T (2.5)
Y, O{01) ij1=1..N t=2..T (2.6)

where

_{1 if departmeni isassignedolocationjin periodt
tij

0 otherwise

_ |1 if departmentisshiftedfromlocationj tol at thebeginningof periodt
10 otherwise

A © cost of shifting departmenfrom locationj tol in periodt (where Ay = 0)

Cyj :cost of material flow between departmeéntocated at locatiof, and departmerk,
located at, int

Objective function (2.1) aims to minimize total aeation cost and full material handling
system (MHS) flow cost. Constraints (2.2) and (283%ure that each department is assigned
exactly to one location and each location is assigexactly to one department. Constraint
set (2.4) defines the relocations between conserpieriods. Finally, constraints (2.5) and
(2.6) define the decision variables as binary. Tihi® generalized quadratic assignment

problem (QAP) formulation.

Generally A is defined only for departments independent ofgoisrand locations, and;

is taken as the product of rectilinear distancevbeh locationg and | and cost of the
workflow per unit distance between departmerasdk independent of the periods. Fordn
departmentT period problem, there areNI)’ different layout plans, which make it
computationally inefficient to find the optimal plaor large problems. Hence, heuristic

approaches are used to solve dynamic layout prablem

A schematic view of this problem is given in Fig@.@ for a 9 department 3 period problem
by using a discrete equal sized department reptassm While passing from the first to the
second period, there are no relocations. From ¢leersl to the third periods, locations of
some departments (2, 4, 5, 9) change, incurrirglaation cost. For each period, there are
material handling costs for each pair of departsatdpending on the distance and the

amount of material flow between them.

Solution approaches for DFLP are explained in thlewing section.



Period 1 Period 2 Period 3

8| 3| 6 8| 3 6 8| 3 6
1 71| 4 1 71 4 1 71 9
9 2| 5 9 2 5 51 4| 2

Figure 2.2. Schematic view of a (9 department-3op¢problem

2.2 DFLP Solution Approaches

Dynamic Programming (DP)

Rosenblatt (1986) has the first DP study for DFOPe recursive formulation is as follows.

L = mkin{ L i +Cd + Z; t=1..,n

L,, = 0 assuming there is a single initial layout

where Cy,, shows the relocation cost from layduto m, Z,,, shows total material handling
cost and.,, shows minimum total cost up to peribdStates are the layout configurations of
each period and stages are the periods. Since ‘gatign time usually increases
exponentially with number of states in a dynamiogpamming problem”, heuristics are
developed for reducing the number of states. Rdatrh986) reduces the number of states
by finding the optimal static solutions independiefior all periods and uses those single
period solutions as the states of each period. kBatman (1993) proposes a fathoming

procedure for Rosenblatt's DP procedure.

Batta (1987) establishes a class of best possipperubounds for DFLP. According to
Batta’'s theorem, if the same layout is kept irtiadle periodst =1,...,T , the problem can be
solved as a static facility layout problem (SPL#®ihich the from-to matrix is obtained by

adding the from-to matrices in periotls 1,...,T .

Balakrishnan et al. (1992) add a budget constri@inthe relocation cost and solve this
problem by two methods. First one is the DP alfaritvith two state variables, one for the
layouts and the other for the amount of the coitstthresource available. Second algorithm

is based on a singly constrained network model.eSate the static layouts for each period



and arcs represent the cost for relocations witbishes (layout of consecutive periods). They
use three different methods to determine the nobesse are: using the best static layout of
each period as nodes, using random layouts and asitombination of the first two. By

relaxing the budget constraint and consideringsitamother objective, they model the
problem as a bi-criteria shortest-path model. $gvihe problem provides pareto optimal

paths. They use shortest-path simplex algorithsotee the network model.

Urban (1998) developed improved bounds for DFLP.oftimal procedure for the case of
fixed arrangement costs is proposed based on iretenglynamic programming. This

procedure is also used to develop an upper bourttiéageneral problem.

Erel et al. (2003) use a three phase approach. phesse includes finding “viable layouts”
that are likely to appear in the optimal solutidheir viable layouts are the ones performing
best with respect to flow data of a single perioda combination of flow data of two or
more successive periods with a weighting schemereM@r the set is extended by
“isomorphic layouts” (layouts with the same intggdemental distances) and screened for
multiple occurrences of the same layout. Shomesh problem is solved by DP in the

second phase. Final phase includes local improvetadimd a number of good solutions.

Pairwise Exchange Heuristic

Computerized Relative Allocation of Facilities Teajue (CRAFT) is a solution strategy for
SFLP in which an initial layout is improved by paise exchanges. CRAFT is an

improvement heuristic which cannot guarantee td fire global optimum.

Urban (1993) proposes a heuristic for DFLP usirepsest descent pairwise interchange
procedure (similar to that used in CRAFT) and fastavindows. First, forecast window is
assigned to one and period 1 is solved with petiathta, period 2 is solved with period 2
data, and so on. Then forecast window is increts&do. Workflow of periods 1 and 2 are
combined to find the layout of period 1, workflow meriods 2 and 3 are combined to find
the layout of period 2, and so on. Solutions aranéb by steepest descent pairwise
interchange procedure and the solution of the otperiod is used as the initial for the next
period. Atthe end of each iteration (forecastdenv), total cost of the current layout plan is

calculated and finally the best one is selected.

Lacksonen and Enscore (1993) modified CRAFT toes@¥LP where pairs of locations are

analysed for exchanging over all consecutive blafkéme periods.
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Balakrishnan et al. (2000) show two improved paeviexchange heuristics. First one
involves working backward from the final solutionbtained by Urban's (1993) heuristic.
They try pairwise exchanges from the period betbeefinal up to the first period. Initial

solutions are the ones generated by Urban's (196Rijtion for each forecast window.
Second heuristic is a dynamic programming apprdaéeh Rosenblatt's (1986) heuristic.

Single period layout results of Urban's (1993) iigrare used as the states of DP.

Modification of Quadratic Assignment Algorithms

Lacksonen and Enscore (1993) modify five algorithofisthe static problem to include
dynamic aspects. Those are CRAFT (which is expthineutting planes, branch and bound,

dynamic programming and cut trees.

Tabu Search (TS)

Kaku and Mazzola (1997) define a tabu search h#ufsyr DFLP. Neighborhood search is
defined as interchanging two department-to-locati@signments in a single period. “A
move is defined to be tabu if it returns both dépants to locations that they previously
occupied”. If the neighborhood solution yields amproved objective function value, a tabu
move is permitted as an aspiration criterion. Twapping conditions are the limits on

maximum number of iterations and maximum numbeicafisecutive moves allowed to
occur without improvement on incumbent solution. ff@ent diversification and

intensification strategies are tested. Modified risic contains an adjustment for
intensification by making changes in the size @ tabu list during the search. DFLP tabu
search heuristic contains two stages. In the $itage, a diversified set of starting solutions
are generated by using a construction heuristictabd search is applied to those initial
solutions. In the second stage, best solutionsuaee as initial points of a more intensive

search.

Genetic Algorithms (GA)

Conway and Venkataramanan (1994) use a genetichspancedure for DFLP. A solution
string contains every department according to #gusnce of locations for each period
(30x5 genes for a 30 department 5 period probldm)o strings are selected for cross-
breeding according to the “distribution of the tiéda strength of the strings to the entire
strength of the population”. Strings are split atrandom splicing position. Some
modifications are made to prevent infeasibilitiests as having the same department twice

in one period by assigning the department at tieesiacation of previous or next period
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layout if possible or assigning randomly a feasitdgpartment. The string with the highest
fithess value is allowed to survive into the neahegration and all of the other members of

the population are reproduced every generation.

Balakrishnan and Cheng (2000) developed an improgedetic algorithm. String
representation is the same as that of Conway an#tataramanan (1994). They use a nested
loop GA. In the inner loop, a pair of parents isogtn randomly for a point-to-point
crossover. Departments are swapped at all positonsecutively from first position of first
period to last position of last period. Therefdog,ann periodt department problem, 2¢1)
child strings are reproduced. Mutation is applith a small probability to minimum cost
feasible child by interchanging two department®fir®e period. The minimum cost feasible
child string replaces the maximum cost parent & gbpulation. Inner loop ends when the
difference between best child layouts in two susisesgenerations is less than a very small
threshold value. Outer loop, in which some of tbergst layouts of inner loop are replaced

with random ones, continues for a predeterminedasurof iterations.

Chang et al. (2002) developed a symbiotic evolatignalgorithm (SymEA) for DFLP.
SymEA uses a multi population idea such that eaghulation corresponds to layouts of one
period. “The unit of evaluation and selection isyon which consists of randomly selected
individuals from each population, and top rankethisia are used as seeds to reproduce
populations for the next generation”. They conaaetron the effect of symbiotic
coevolution, hence they do not adopt any crossoperator. They only use mutation as a

genetic operator in which two randomly selectedatiepents are swapped.

Balakrishnan et al. (2003) propose a hybrid genafgorithm in which they use DP for
crossover. String representation is the same ati@onway and Venkataramanan (1994).
By tournament selectios strings are selected and, fopaeriod problem, each one is cut
into p equal parts (giving single period layouts). DRnvimich layouts coming from a period
of selected strings form the states of that pefibdre ares states per stage apdtages) is
used for crossover. Weakest parent in the parent g replaced with the offspring.
Mutation, in which the layout of a selected perigdimproved by CRAFT (including
relocation cost) is applied with a rate of 5%. Rsxends when a prespecified number of
generations are reached. Two methods are usedngrage the initial parent pool. First is

random layouts and second is Urban's (1993) paresshange heuristic.
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Simulated Annealing (SA)

Baykas@lu and Gindy (2001) apply a simulated annealingwtigm for DFLP. Their results
are later corrected by Baykago and Gindy (2004). Their neighborhood definitien
swapping (determine two different locations frora tandomly selected period and swap the
facilities in these locations). Initial acceptanpebability is taken a$. = 0.95. Initial
temperature of the algorithm is a function of loveerd upper bounds of the problem and

initial acceptance probability and calculated Bg;, =(f )/InP,.  Length of

min fmax
markov chain is defined by the product of numbepefiods and number of departments.
Final temperature is found from lower and upper rasuof the problem and the final

acceptance probability, which is taken Bs10™. Cooling ratio &) is calculated from a

specified number of outer loop iterationgl) as a=(InP,/InP, ) =D Final

temperature can also be calculated framand elnay as Ty =Ty X0 ™. FOr Thna, if

calculated value (from andel,,y) and estimated value from the final acceptanceaiiity

differs, therelyaxanda values are modified iteratively.

Erel et al. (2003) also apply two simulated anmgplipproaches differing from Baykaho
and Gindy (2001) by the settings they use. In tinst fone, they use a fixed initial
temperature of 5000, cooling ratio of 0.998 and imaxn number of outer loop iterations of
5000. Other settings are same as in Baykasand Gindy (2001). In the second one, initial
temperature and the number of outer loop iteratamesfound as proposed by Baykglso
and Gindy (2001) with cooling ratio = 0.998 andafitemperature = 1. Their results are later
corrected by Erel et al. (2005).

McKendall et al. (2006) use different SA settingsni the previous studies. Neighborhood
move definition is an iteration of random desceninpise exchange heuristic. Initial
temperature is chosen such that probability of giieg a neighboring solution with a cost of
10% above the cost of the initial solution is 0.€8, =-ATC/In(P(ATC)). Final

temperature is set to 0.01. Cooling ratios and rernalb inner loop iterations for individual
problem sizes are set experimentally. They hawexaral heuristic in which they add a “look
ahead/back strategy” to the SA algorithm. Afterf@ening an iteration of random descent
pairwise exchange by randomly selecting a peticghd two departments and v for
exchange in period, if the new (neighbor) solution is accepted eitlmcause of
improvement or probabilistic selection, then theeaxchange is tested for succeeding and

preceding periods as long as new neighbor soluacasiccepted.
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Table 2.2. Comparison of DFLP solution Approaches

Author

Year Heuristic Basis for Comparison Result

Rosenblatt
Balakrishnan et al.

Lacksonen and
Enscor

Urban

Conway and
Venkataramanan

Kaku and Mazzola

Urban

Balakrishnan et al.

Balakrishnan and
Chenc

Baykasglu and
Gindy*

Chang et al.

1986 Dynamic Programming
1992 Dynamic Programming

1993 5 Different Heuristics (L&E)

1993 CRAFT with forecast
windows (HEUR3

1994 Genetic Algorithm (CONGA)

1997 TabuSearch (TS) L&E (cutting plane) and HEURS on data of L&E dominates HEUR3 and TS found
Lacksonen and Enscore(1993) best for one third and matched solutig
quality for half of 32 problems

1998 Dynamic Programming

2000 Improved pairwise exchangdEUR3 with initial improved (CRAFT) layouts Worth implementing improvements to
(COMBINE CRAFT, and initial random layouts, Rosenblatt (1986)’'s IBPUR3
BACKWARD CRAFT) with static layouts generated with CRAFT and
static layouts generated randomly

2000 Genetic Algorithm (NLGA) CONGA on 48 problems NLGA generally performs better thi
CONGA
2001 Simulated Annealing CONGA, NLGA on 48 problems of BalakrishnaBA_BG is the best
(SA_BG) and Cheng (2000)

2002 Symbiotic Evolutionary CONGA, NLGA, SA_BG on 48 problems of = SymEA outperforms CONGA and

Aloorithm (SymEA' Balakrishnan and Chena (20! NLGA but SA BG is the be

5
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Table 2.2. (Continued)

Author Year Heuristic Basis for Comparison Result
Erel et al.** 2003 DP approaches CONGA,NLGA,SA _BG on 48 problems of SA_BG has the best for most problems [but
(DP_10,DP_10I,DP_5,DP5IBalakrishnan and Cheng (2000) the (SA_BG) correction at 2004 shows 1
SA approaches Erel's algorithms vastly outperform
(SA_EG_1,SA EG 2) SA BG
Balakrishnan et al. 2003 Genetic Algorithms CONGA, NLGA, SA BG on 48 problems of GADP (U) provides better results than
(GADP(R), GADP(U)) Balakrishnan et al. (1992) using GA alone and SA_BG generally has

a better average but after the SA_BG
correction GADP generally outperforms
SA_BG (Balakrishnan and Cheng, 2006)

Mckendall and Shang2006 Hybrid Ant Systems (HAS I,1 — L&E, TS on 30 problems of Lacksonen andHAS Il outperforms other heuristics
HAS II, HAS 11I) Enscore (1993) ; 2- corrected SA_BG, GADP on
48 problems of Balakrishnan and Cheng (2000)

Baykasglu et al.** 2006 Ant colony optimization NLGA, CONGA, DP_10, DP_10I, DP_5, DP_! ACO performs better than NLGA and
(ACO) SA EG_1, SA_EG_2 on 48 problems of CONGA but is not as good as Erel's
Balakrishnan and Cheng (2000) algorithm (2003)

Mckendall et al.** 2006 Simulated Annealing (SA |, Best DP of Erel (2003), Best SA of Erel, Best SA Heuristics performed well
SA Il GADP, BEST HAS on 48 problems of
Balakrishnan and Cheng (2000)

*Results of Baykasglu and Gindy (2001) are corrected in Baykdaand Gindy (2004)
**Results of Erel et al. (2003) are corrected irlEt al.(2005). Baykasgiu et al. (2006) and Mckendall et (2006) used the wrong results

comparison but corrected ones are worse.




Ant Colony Optimization (ACO)

First application of ACO for DFLP is done by McKatidand Shang (2006). They proposed
three hybrid ant system heuristics. Baykiscet al. (2006) also applied ACO for DFLP.
Their heuristic is for budget constrained and ust@mned DFLP.

Comparison of DFLP Solution Approaches

Comparison of DFLP solution approaches are givehainle 2.2. According to these results,
simulated annealing algorithm with a look aheadtbsitategy (McKendall et al., 2006)
outperforms other algorithms in terms of the objecfunction value. Largest problems with
30 departments and 10 periods are solved in arageesf 7.8 minutes on a Pentium IV 2.4
GHz PC. This is faster than the approaches comgmrddcKendall et al. (2006). Since each
algorithm is tested in different computational eomiments (with different programming
techniques), it is not possible to directly compditferent heuristics for computational

efficiency. Further comparisons including our réswill be provided in Chapter 3.
2.3 Alternative Performance Measures in Layout Formulatons

Besides the Quadratic Assignment Problem (QAP) titeitions, there are alternative models
which consider different metrics in the objectivadtion, such as work-in-process inventory
(WIP) level, throughput rate, cycle time and amoohempty moves of material handling
system (MHS). Queuing network applications are roftsed in alternative formulations.
Generally, these models are proposed for statititfalayout problems, but we review them

because we are concerned with metrics other thagri@alow cost.

Kouvelis and Kiran (1990) present a more comprekiermaodel of the plant layout problem
which incorporates the throughput related aspettauwbomated manufacturing systems.
They analyze the problem by using a closed quetveone (CQN). MHS is a node in CQN
and limited number of fixture pallets in an autoimahanufacturing system corresponds to

the finite number of jobs circulating in a CQN. Tiressumptions are:

“1) There is adequate local buffer catyaat the stations to accommodate parts.

2) First come first served (FCFS) queue discipiinia effect.

3) Service times at the stations are exponentitidyibuted.

4) The transit times are distributed according general distribution.”
Moreover, they modify the QAP formulation by addiagVIP cost element which should
satisfy the throughput requirements. They presdmaach and bound procedure based on an

exact procedure for their modified QAP model, whisha nonlinear integer programming
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formulation.

Fu and Kaku (1994) consider queuing effects in megd job shop where throughput is
fixed, but WIP is not. They claim that an open duogunetwork is the more appropriate
model. WIP can accumulate either at the machimdsiffer or in processlL(), machines’
outbuffer waiting for transporterLg) or in transporter L(;). They try to find the best

assignment of machines to locations to minimizevthe. Their assumptions are:

“1) External part type arrival procesg®o the system are Poisson.

2) Processing times at a department are i.i.coreptial.

3) Travel times of forklifts to a department akpenential and independent of the
department.

4) Buffer sizes are sufficiently large such thiaicking is negligible.

5) Service discipline is first-come, first-sery@&€CFS).”
Moreover, they state that it is not necessary sumg exponential travel times between
departments since they model these travel regassisfinite server queues. Also, multiple
visits to a department are allowed in their formiola They find that only the.; factor
depends on the layout (on distances between degattin By this way they show the
equivalence of total;; to the QAP objective (sum of distance-weighted emat flows)
meaning that under certain assumptions, QAP fortimmaminimizes WIP. They use a
secondary measure (based on expected travel timempty forklift to arrive at the

demanding station) to discriminate the near opti@@aP solutions that minimize WIP.

Fu and Kaku (1997) state that the environment 8tagly is different from a past study of
automated guided vehicle system (AGVS) design iricwPAGVs move along fixed

unidirectional paths. In their job shop environmeéthere are multiple routes that can be
traveled in either direction, blocking is not typlly a concern, and demand for forklift
service is not likely to be at some constant raféieir measure for expected travel time for

an empty forklift is defined as:

NN f- fC
Expected travel time for an empty forkl'FﬁtZZ—“'T# (2.7)
im1j=2 V

where

f” = Zj f, isthetotalflow fromdepartmeni

f,- = Z; f, isthetotalflow into departmenit
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f =>.f7 =D f isthetotalflow in system
v is theaveragevelocityof aforklift

d; is thedistancenetweerocationsof departmergi and j

Equation 2.7 comes from the idea that forklift islapartmenj with probabilityf,”/ f (since
forklift stays in the last department it delivenautil a request comes) and a transport request

comes from departmentvith probabilityf;~/ f.

Azadivar and Wang (2000) optimize the facility laydy using simulation and a genetic
algorithm. They use simulation to evaluate the cije functions of layout strings where

the objective function is a measure of an actustiesy performance.

Johnson (2001) states the importance of empty leetriffic in AGVS design problems that
concentrate on flow path design - determining tralection of unidirectional arcs in the
AGVS network - and fleet sizing. First an expresdior empty trip traffic is developed for
FCFS dispatching policy (requests for transporttvimia FCFS queue until a vehicle is
available, and a vehicle is selected randomly aa tyclical manner from available ones).
Expected length of an empty trip between departgieand| is defined as in Fu and Kaku
(1997). Additionally, they define the expected nembf trips fromi to j as the product of

probability of an empty trip fromto j and total number of trips. This is given in Eqaati

2.8 using the notation of Fu and Kaku.

LI Ly

Expected number of trips fromoj = ——— .

(2.8)

Next, an expression for empty trip traffic is deygd for nearest vehicle rule (closest
vehicle is selected from available multiple oneBjnally, they show that empty trip

information can significantly improve the perfornesarof the final AGVS design.

Castillo and Peters (2002) propose the integratbrunit load and material handling
considerations in facility layout design. They falate a stochastic model that captures the
operational characteristics. They try to find thesth machine-to-department location
assignments and unit load sizes between departrf@nesach product type to minimize the
WIP. WIP is taken as the product of demand and argetime in the system (Little's

formula). In their formulation, expected time hretsystem of a unit load of part typés the
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time spent in the processing route (sequence).ekoh department in the route, this time
includes sum of expected waiting time of a unidld@athe department, processing time of a
unit load, expected waiting time of a unit load a¢jmg from the department, and travel time
to the next department with pick-up/drop-off tinidaeir model LDP1 tries to minimize total
WIP cost of each product type calculated from sistbh models with constraints for
machine assignments (each machine must be assignede department of appropriate
size), utilization levels (should be less than forea material handling device) and unit load
size levels (should be less than available matkdabling device capacity). They propose a
simulated annealing algorithm to solve this probl&@imey additionally present uQAP based
on QAP formulation and muQAP based on adding ertrjjgg to the uQAP objective which
decide on machine-to-department location assigrsneand unit load sizes. The simulated
annealing algorithm is adopted to solve these netliQAP formulations. They define the
approximated rate of empty trips from departmento departmenh as in Equation 2.9

which is similar to the work of Johnson (2001).

_ (unitloadarrivalratetom) (unit loaddepartureatefrom n)
arrivalrateto thematerialhandlingsystem

G

(2.9)

mn

They conclude that “it can be presumed that urddlsizes between departments have a
greater impact on the expected WIP in the systeam tihe assignment of machines to
department locations. Costly structural changeshéolayout design could be avoided if

operational changes to the installed material hagdlapacity are prescribed efficiently”.

Benjaafar (2002) models the congestion in the desigfacility layouts in terms of WIP.
The representation of one trip of the transporegiven in Figure 2.3. According to Figure
2.3, transporter moves empty from its last deliv@mput buffer of station 1 where it waits
until a request from station 2 arrives) to outpuffér of station 2 for a pick-up. Then, it
moves full from station 2 to station 4 where it gsooff the load and waits for its next
request. We can call this 1-2-4 trip asran trip. Expected value and variance of trip time
are developed from the probability of &itj trip. Probability of a trip from toj is defined
as the ratio of total amount of workload betweepadtmentsi andj to total amount of
workload of transporter. This definition is alsdigdor a multiple vehicle system. Benjaafar
defines a closed form expression of transportdization as the sum of full (loaded) and
empty (unloaded) utilizations. Empty utilizationdsfined as in Equation 2.10. Transporter

moves from departmemtto department according to the probability that transporter was

located at (A, /A, ) and the workload df( A, ). The idea for empty trips is similar to that in
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Castillo and Peters (2002).

M+1 M
Empty Utilization=>">" (A, A / A)t; (X) (2.10)
r=1i=0
where
A :total amount of workload of department
A, :total amount of workload of transporter

t., (X) : traveling time of transporter fromtoi for a layout configuration

M : number of departments

I [ 3]

Full trip from the origin of current
request to its destination department

IIHI in| x > '”“El 0
"

Processing department

%,
LY

Material handling device 4_-_-- Empty trip from destination of previous

delivery to origin of current request

Input buffer Output buffer

Figure 2.3. An empty trip followed by a full trig ttansporter (Benjaafar, 2002)

Closed form WIP approximation is dependent on theased coefficients of variation of job

interarrival times and processing times of depantsieThese are calculated by using the
utilization of departments and full and empty aalion of the material handling system. By
the assumptions of Fu and Kaku (1994), WIP formoiatis equivalent to the QAP

objective. Benjaafar's (2002) model aims at minimiz WIP at each station and the
transporter by assigning each department to a itocadnd satisfying the transporter
utilization constraint. For the multiple transportsase, Benjaafar (2002) shows that the

random dispatching rule gives the same probahifitgnr-i-j trip as in the single transporter
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case. According to Benjaafar's experiments, QAfdation can yield infeasible layouts in
terms of material handling utilization and also sle®t minimize WIP. Moreover, WIP is
affected by both full and empty utilizations of tliansporter, but minimizing total (full plus
empty) utilization of transporters does not alwhkgad to a smaller expected WIP. He states
that “this may cause an increase in squared camffiof variation of expectedi-j trip time
which could be sufficient to either increase matehandling WIP or increase the arrival

variability at the processing departments, whictuim could increase their WIP”.

Curry et al. (2003) state that Johnson (2001) aedjdafar (2002) use state independent
service time approximations and “the state-dependerture of service times leads to
inaccuracies in the general distribution model appnations that are based on the standard
Poisson model paradigm”. They use nearest vehitéefor transporter requests and model
the empty travel time of the transporter. They tade that “the approach is computationally
tractable for small numbers of transporters, bet cbmputational burden of the approach

grows exponentially with the number of transporgrgporting the system”.

In the above studies, empty trips of material hizugdéystem are usually taken into account
in the same way. It is generally seen that queuiatyork approaches (under certain
approximations) are used to estimate the performamzasures such as WIP, flow time, full
and empty utilization of transporters. A genericdslocan have multiple objectives with

combination of these measures.

The relationship between the total travel costulifttansporters and WIP is investigated in
the literature. It is shown by Benjaafar (2002}t tmnimizing this cost also minimizes WIP
only under certain assumptions. In the special edse empty travel time is negligible and
all interarrival, processing and transportation efmare assumed to be exponentially
distributed, Benjaafar’s (2002) closed form expi@s$or the expected WIP accumulated by
transporter, E(WIP,), becomes the only WIP factor that is a functidnttee layout and

E(WIPy) is minimized if full transportation cost is minired.

All the models discussed in this section are refgli to single period layout design problems
and have not yet been extended for dynamic faddigyput design which has an additional

cost element of machine relocations.
2.4 Distributed Layouts

Having alternative resources can provide an impr@rg in operational performance.
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“Distributed layouts disaggregate large functiondépartments into subdepartments
distributed throughout the plant. Such layouts aspecially appealing when demand
fluctuates too frequently to make reconfiguring tiant cost effective” (Benjaafar et al.,

2002). This can possibly decrease the transpantatimsts since it relaxes the idea of
grouping the same type of machines in neighboriiegtions as in the conventional process
layout. In the distributed layout problem, besidbe machine-to-location assignments,
processes should also be assigned to one of tHeatepmachines considering the capacity

restrictions.

There are models that integrate location decisimd flow allocation among duplicate
machines, for example, Urban et al. (2000), Casailild Peters (2003). These approaches are
generally limited with single period design.

Benjaafar and Sheikhzadeh (2000) integrate theitotand flow allocation decisions in an
uncertain production environment where duplicafedepartments exist. They try to find the
best layout and flow allocation for a set of demaenarios with known probabilities
(which are integrated into their model). Their abijee is to minimize the expected material
handling cost. They call the solution of the maotitributed layout”. They test this layout

with different levels of duplication and find thiathas the minimum objective compared to
functional, maximally distributed (duplicates amdfarmly distributed throughout the floor)

and random layouts. Illustrations of those layautsgiven in Figure 2.4.
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Figure 2.4. a) functional, b) distributed, c) maaliyp distributed, d) random layout

representations (Benjaafar and Sheikzadeh, 2000)
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They also observe that “increased duplicationvsgb better. Effect of duplication is of the
diminishing kind, with most of the benefits reatizevith the initial disaggregation of

departments into two subdepartments. Further disgggjon, for all the observed cases,
yields only marginal improvements”. It should kated that those improvements are in
terms of the expected total full trips of MHS. Tlésa single period problem but includes

different demand scenarios within the model.

To the best of our knowledge, the only multi-pergtddy in this area is that of Lahmar and
Benjaafar (2005). Although distributed layouts ased when relocation cost and demand
uncertainty is high (Benjaafar et al., 2002), Lahraad Benjaafar (2005) use the idea to
respond to known future changes in demand by atigvlioth distribution and relocation.
They modify DFLP by adding machine or departmerglidates to the model. Besides the
machine locations, they make the flow allocatiomisien for duplicate machines in the

multi-period problem. Their formulation is as folle.

ST P NN NN Mo T-1N N M M
Mind > > > 2 2 D VaimpKaiaXmiCalha + 2,22 2 D XXy i (2:11)
t=1 p=1li=1n=1j=1m=1k=1I=1 t=1 i=1 n=1k=1I1=1
NN,
s.t DD X = Ok, t (2.12)
i=1 n=1
M
D X = Oi,n,t (2.13)
k=1
i N
Viimipt = Vipt i, J, pit (2.14)
m=1n=1
N N N Nq '
DD Voimipt = 2 2 Vit Oj,m, pt (2.15)
i=0 n=1 g=0r=1
P N N; .
22D Voimpitmip < Coy 0j, myt (2.16)
p=1i=0 n=1
X, 001} Oi,n,k,t (2.17)
Vaimipt 2 0 gi,n, j,m, pt (2.18)
where

“[1 if n"™ duplicateof departmentypei is assignedocationk in periodt
"0 otherwise
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Vv

nimipt - VOlume of flow due to produgtbetweem"” duplicate of departmenandm”
duplicate of departmeftn periodt

V.

it - total flow volume due to produptbetween department duplicates of tyjaed

department duplicates of typén periodt

d, :travel distance between locatioand locatior
t., :Pprocessing time per unit load of producttpmt department duplicateof typei
Cy : cost (per unit distance) of moving a uo#d from a department locateckdab a

department located ht

C, :capacity (available operation time) of dopten of department type
riw . costof rearranging duplicateof department typefrom locationk tol
T : total number of periods

N, : total number of department duplicates pkty

N : total number of department types

M : total number of locations

P : total number of product types

Objective function (2.11) includes full trips of MiHand relocation costs. Constraints (2.12)
and (2.13) ensure one-to-one assignment of depatrttiuplicates and locations. Constraints
(2.14) equate the flow between duplicates of typad typg to total flow between typeis

andj. Constraints (2.15) ensure flow balances. ComggP.16) ensure that the workload
(in terms of time) of each department duplicatesdnet exceed its capacity. Constraints
(2.17) define the location variables as binary aodstraints (2.18) ensure all flows are

positive.

If the locations of department duplicates in eaehigal are known, this quadratic problem
decomposes intB linear programming (LP) problems. They propose $&arch algorithms,
Al and A2, to solve this problem. In the first #gon of Al, they improve an initial layout
(having its optimal flow allocation matrix) by a wified 2-opt heuristic. Then, they
determine the new flow allocation according tofihal location decisions by solvirig LPs.
They continue in this manner while there is improeat in total cost compared to the cost
of previous iteration. A2 differs from Al in thatey compute the corresponding optimal
flow allocation for every pairwise interchange ¢edlrout in the modified 2-opt heuristic.

They experimentally investigate the effects of digilon level, relocation cost, flow

24



variability and product variability.

As a result, for distributed layouts, only the ftrips of MHS (additionally relocation cost
for dynamic case) are taken into account, and &ffet duplication are investigated in the

literature.
2.5 Conclusion

According to this review, SA is a promising solutimethod for DFLP. Some modifications

on SA can improve its performance. SA can alsodapied to solve DDFLP.

There are studies trying to add different perforogametrics (other than cost of full trips of

MHS) into the layout models. However, those studreslimited to single period problems.

Dynamic layout model is improved by modifying it iaclude the distributed layout
decisions. Therefore promising methodologies of PRian be implemented to solve the
dynamic distributed case. In this case, flow allmres must also be decided in addition to
the locations. Effects of distribution levels arevdstigated only on relocation and full
transportation costs. However, their effects oreotiperational performance metrics such as

WIP and machine utilizations are unknown.

According to these conclusions, we first proposew algorithm to solve DFLP based on an
existing SA algorithm and show that it is a promisimethod. We then modify our new
algorithm to solve the dynamic distributed facillgout problem which tries to minimize

total transportation (full and empty trips of MH&hd relocation costs. Finally, we use
simulation to explore operational performance ofyirey duplication levels and demand

characteristics for the layouts obtained by ourg&forithm.
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CHAPTER 3

A NEW SIMULATED ANNEALING ALGORITHM FOR
THE DYNAMIC FACILITY LAYOUT PROBLEM

According to the review in Chapter 2, SA algorithms McKendall et al. (2006) are
promising for DFLP. The first algorithm of McKendlat al. (2006), SAl, is summarized
below.

Step 0:Read the flow matrices for each period, distanegrisy and rearrangement costs as
input data. Define the SA parametefg:the initial temperatureg the cooling ratioA the
attempted number of moves at each temperature, lavel T, the minimum allowable
temperature.
Step 1lInitialize the temperature change counter,1.
Step 2 (a) Generate an initial solutigfl and assign it to the current solutigrs y°.

(b) Obtain the cost of the current sohy f(y).

(c) Record the best solution and best,Best_sol 3 and Best_cost £(y).
Step 3 Initialize counter for the number of attemptedve® at each temperatuies 0. Set
the current temperature according to the annealmgduleT, = Toa" ™ If T, < Tmin, then
explore the entire neighborhood of the Best sd.,(iuse the steepest descent pairwise
exchange heuristic), and return Best_sol and Best. ¢
Step 4 (a) Perform an iteration of the random desceiriyise exchange heuristic. In other
words, randomly select a perigdand then randomly select two departmantandv in
period t. Exchange the locations of departmentsand v in periodt, and denote the
neighboring solution ag. Also, update =i + 1.

(b) Calculate the change in total casiC =f (y') —f (y).
Step 51f (ATC < 0) or ATC > 0 andx =randon{0, 1) <P(ATC) = exp—ATC/ T)), then set
y =Y. If Best_cost (y), then Best_cost £(y) and Best_sol ¥.
Step 61f i = A, then update =r + 1, and go t&tep 3 Otherwise, go t&tep 4

According to Dowsland (1995), SA differs from thendom descent method since uphill
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moves are allowed. These moves are made in a dledtnmanner in SA. The randomly

selected neighbor is accepted if it makes an imgr@nt. It may also be accepted randomly

Step §

Sety =y b=,
.I's-'.l'—]1

Best_cosi=f{y

fes

Set Best_cosi=i{y) &
Besi_sol=p

-\.\\'Ifm
t=T . . . » Step 6
Mo
Obeain pew p'
and fing ATC .

Sety=y"
No Mo
- SN2
s A {
.
Set Best cost=f{y) & Set Best_cost={iy) &
Best_sol=y Best_sol=y
;  —
Update £, ¢ =1 +] Lipaare - r_=rp—.i

]

Figure 3.1. Look ahead/back strategy of SAIll Algam, McKendall et al. (2006)
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even if it gives rise to an increase in the cosicfion. This acceptance depends on the
control parameter (temperature) and the magnitddéhe increase (as istep 3. The
temperature is decreased at evAryterations (as irStep 6ad 3), making acceptance of

nonimproving moves less likely.

In the second algorithm, SAll, a look ahead/bachtsgy is added to the first algorithm. If
an iteration of the random descent pairwise exchdragiristic inStep 4is accepted irstep 5

of SAl, either by improvement or stochasticallyerththe same exchange of locations of
departments andyv is tested in succeeding and preceding periodsilBdtflow chart of this

process irStep Ss given in Figure 3.1. Settings of SAlI and SAi &xplained in Chapter 2.
3.1 Proposed SA Algorithm (SALAB)

Proposed algorithm, named SALAB, differs from SAlgorithm of Mckendall et al. (2006)

by its neighborhood definition. Details of the dlgfam are given in following subsections.

Neighborhood Definition

Neighborhood move of SALAB is defined as movingepartment to locationl in periodt
wheren, | andt are selected at random. In this move, the depaitorgyinally located akin

periodt is also moved to the original location of departire

L(n, t) : Location of departmemtin periodt

D(l, t) : Department originally at locatidrin periodt

Moven, I, t) : Move department to locationl in periodt
NeigborhoodMov, |, t) = Move(D(l, t), L(n, t), t) + Moven, |, t)

Neighborhood move definition of SAkgndomly select a period randomly select two
departments andv in periodt and exchange the locations of departmerasdv in period

t) and NeigborhoodMov@,|,t) are exactly the same. However, when the look dbeak
strategy is considered, SAIl tries to exchangeldlcations of a selected department pair in
succeeding and preceding periods, whehgigborhoodMov@n,| t) tries to fix the location

of departmenn asl in these periods.

Motivation for usingNeigborhoodMovg,lt) is the relocation cost factor. Relocation cost
can be reduced by fixing locations of departmemisninsecutive periods as long as the move
is acceptable. In SAIl, when the algorithm startsrf a layout plan where departments are
randomly located, it is difficult to place a depaent at the same location in consecutive

periods in look ahead/back iterations. Howevers thbuld be easy for an SA algorithm

28



having a look ahead/look back strategy with the gimeorhood definition
NeigborhoodMov@,l ,t).

START
Initialization:
select initial solutio’,, initial temperaturéy, a temperature reduction functidninner loop
iteration limit A.
set current temperaturet,, out_loop_count = 0, bestsolS;, bestcost §S,).
Outer loop: repeat while stopping condition is fmoe
increase out_loop_count by 1
iteration_count = 0;
Inner loop: repeat while iteration_count is ldsstA
increase iteration_count by 1
randomly select departmemtlocationl and periog
executeNeighborhoodMov@,l,p) to generate solutioS from neighborhoodN(Sy)
calculate change in total cast (S —f(S)

ifA<O
$=S
if f(S) < bestcost then bestcos${S;) and bestsol §,
execute LAB *
else
generate uniformly distributed in the range [0,1)
if r <& then § = Sand execute LAB
endif
endwhile
set current temperature levet T (to)
endwhile
END
* LAB : for departmenn, locationl and periog
START

period_count p+1
repeat while period_count is less than or equ#iedast period
increase iteration_count by 1
executeNeigborhoodMov@,|,period_count) to obtain the new layout pfan
calculateA = (S —f(S)
ifA<O
$=S
if f(S) < bestcost then bestcost(§,) and bestsol §,
else
generate uniformly distributed in the range [0,1)
if r <e®'then § =S else go to NEXT
endif
increase period_count by 1
endwhile
NEXT: period_count -1
repeat while period_count is less than or equ#iedirst period
increase iteration_count by 1
executeNeighorhoodMov@,|,period_count) to obtain the new layout pfn
calculateA =1(S) —f(S)
ifA<O
$=S
if f(S) < bestcost then bestcost(S)) and bestsol &
else
generate uniformly distributed in the range [0,1)
if r <e™then § =Selse go to END
endif
decrease period_count by 1
endwhile
END

Figure 3.2. SALAB Algorithm
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SAIll is modified in this manner and named as SALKBthis study. SALAB algorithm,
based on Dowsland (1995) and McKendall et al. (208&jiven in Figure 3.2.

3.2Fine Tuning SALAB

General decisions of SA are initial temperatugg €ooling ratio ¢), attempted number of
moves at each temperature level (iteration lin), and stopping condition (final

temperaturets,,). Cooling schedule is selectedTas ty a™ wheren is the outer loop count.

Fine tuning is carried out for six types of DFLPiplems (Balakrishnan and Cheng, 2000)
varying in size (number of departments and periods)

1. 6 Departments, 5 Periods (6D5P)

2. 6 Departments, 10 Periods (6D10P)

3. 15 Departments, 5 Periods (15D5P)

4. 15 Departments, 10 Periods (15D10P)

5. 30 Departments, 5 Periods (30D5P)

6. 30 Departments, 10 Periods (30D10P)

There are eight problems in each category. Finfal temperature and stopping conditions
for which SALAB converges after making a sufficigntarge number of iterations are
decided on. After fixing initial temperature andggping condition, effect of various iteration
limit (A) and cooling ratio) combinations are searched for each of the six®Dptoblem

categories.

Initial Temperature and Stopping Condition

Initial temperature of SALAB is selected such ttie probability of accepting a neighboring
solution whose cost is 10% above the cost of thlisolution isP(A) = 0.25. McKendall et

al. (2006) also use this approach for all DFLP gates as follows.

P(A) =e™% = 025 A= 01f (initial solution), t, =-0.1f (initialsolution) /In(025)

They uset;y=0.01 or a maximum CPU time for stopping condition SALAB, the total
number of neighbor solutions visitedX out_loop_count) is used as the stopping condition.
Stopping condition for each of the six problem gateées is set experimentally (given in
TERMCOND column of Table 3.1).
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Iteration Limit and Cooling Ratio

There are several anda combinations that are reported for SAl and SAgoaithms by
McKendall et al. (2006). After setting initial teem@ature and stopping condition as defined
above, best combination & anda for SALAB (starting from random initial solutions
experimentally searched for six problem categori®ssults for tested configurations are
given in APPENDIX A. Selected\ and a settings are given in Table 3.1 for different
problem categories..

Table 3.1. Selected iteration limit, cooling radiod terminating condition settings

D P o A TERMCOND

6 5 0.997 720 3,000,00D
6 10 0.997 1,440 5,000,000
15 5 0.998 2,000 10,000,0Q0
15 10 0.998 7,500 30,000,000
30 5 0.998 10,000 50,000,000
30 10 0.998 12,000 60,000,000

SALAB algorithm is tested on 48 benchmark problef®six categorieg eight problems)
presented by Balakrishnan and Cheng (2000). Thifesreht initial solution strategies are
tried for SALAB. SALAB-R starts with a randomly gemated initial solution. SALAB-1 is
initialized with the best static layout that does change over periods. SALAB-2 starts with
a layout plan in which each period is solved indelgmtly without relocation costs. In
addition to these three versions of SALAB, SA* asig algorithm without the look
ahead/back strategy, is also run for comparisopqa&s. Note that SA* is the same as SA |
of McKendall et al. (2006). To find the initial stlon for SALAB-1, an aggregate flow
matrix is obtained by summing inter-departmentaii over all periods. The static initial
layout is found by running SA* on this matrix whenmmer loop iteration limit is taken as A
(from Table 3.1) divided by the number of periodad termination condition is taken as
TERMCOND (from Table 3.1) divided by the number p#riods. The initial solution for
SALAB-2 is found by solving each period separatay a static problem with the same
settings of static initial layout of SALAB-1. Allersions of SALAB are coded in C. Runs

are made on a Pentium IV 1.8 GHz PC.
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3.3 Experimental Results for DFLP

Detailed experimental results of the above strate@including average deviations from the
best known solutions before the runs of this stuatg)given in APPENDIX B. The solution

quality and solution time results with improvememd convergence properties of each

algorithm are given in Table 3.2.

Table 3.2. Average results for SALAB algorithms &#&F

D P| ADEV% DEV% IMP% BEST ACCEPT BETTER TERMCOND CPWCPU

6 5 0.00 0.00 20.18 666,508 1,181,417 1,181,493 3,000,0020 O.-

6 10 0.03 0.01 19.97 1,855,341 3,031,917 3,032,035 5,000,@38 -
|15 5 0.23 0.04 18.93 5,229,388 7,654,016 7,654,651 10,000,@.96 -
115 10 0.23 0.07 19.44 22,644,790 29,671,653 29,672,378 06MO0 2.96 -

30 5 0.25 0.05 20.82 30,164,754 41,448,500 41,450,510 6M@O0 7.63 -

30 10 0.71 0.19 20.88 40,633,841 55,571,556 55,574,609 06MO0 9.15 -

6 5 0.00 2.04 241,093 1,107,054 1,107,091 3,000,000 0.1%.04
—| 6 10 0.00 3.11 1,468,221 2,807,098 2,807,145 5,000,000 0.2709
2 15 5 0.06 3.46 4,861,984 7,400,466 7,400,633  10,000,0000 0.®.19
Z|15 19 0.20 6.65 21,341,651 29,001,637 29,002,123 30,000,026 0.271
D130 5 0.06 1.86 27,629,340 40,269,291 40,270,903  50,000,8007 1.37

30 10 0.00 3.81 38,854,531 54,930,169 54,932,603 60,000,0067 0.83

6 5 0.00 7.30 258,749 1,148,700 1,148,720 3,000,000 0.1516
o 6 10 0.01 7.79 1,541,599 2,775,548 2,775,627 5,000,000 0.2729
2 15 5 0.07 3.02 4,932,749 6,792,482 6,792,832  10,000,0000 0.®.89
Z|15 10 0.11 3.46 20,894,888 29,953,176 29,955,101  30,000,@025 2.59
0130 5 0.06 7.31 28,529,178 39,906,381 39,910,088 50,000,8006 6.59

30 10 -0.02 7.90 39,512,908 54,892,814 54,894,409 60,000,4.66 8.01

6 5 0.00 0.00 20.18 256,778 1,151,712 1,151,781 3,000,0005 O.-
ﬂlf 6 10 0.00 0.00 19.99 1,619,148 3,051,911 3,051,985 5,000,@26 -
m|15 5 0.09 0.00 19.05 5,030,819 7,441,973 7,442,204  10,000,@.79 -

é 15 10 0.17 0.05 19.49 21,916,916 29,671,912 29,672,494 06MO0 2.23 -
»nl30 5 0.10 -0.10 20.94 29,023,156 41,905,960 41,907,101 06M0O0 6.44 -

30 10 0.48 -0.04 21.06 40,096,456 55,778,508 55,781,169 006M0O0 7.64 -
ADEV% : Average percentage deviaton over 40 ruigh{eoroblems x five runs each starting with aatiént
random initial solution) from the best known sabuti= 100 x (bestcost - bestknown) / bestknown.

DEV%: For SA* and SALAB-R, average percentage d@émieover the best of five runs of eight problemaf
the best known solution; for SALAB-1 and SALAB-2jesiage percentage deviation over the single rugigbit
problems = 100 x (bestcost - bestknown) / bestknown

IMP% : % improvement of best cost compared to tiigal cost = -100 x (bestcost - initialcost) /timlcost.
BEST : Number of moves until the best solutionoisifd.

ACCEPT: Number of moves until the last probabitistcceptance of a non-improving solution.

BETTER : Number of moves until the last acceptasfaen improving solution.

TERMCOND : total number of neighbor solutions asit(stopping condition).

CPU : Cpu time in minutes on a Pentium IV 1.8GHz PC

PCPU: Preprocessing CPU time in minutes to fintdahsolution.
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According to Table 3.2, random initial solution® approximately improved by 20% with
SA* and SALAB-R. The improvement is less than 8% ®ALAB-1 and SALAB-2.
Number of moves until best solution or until lasteptance shows the suitability of our

terminating conditions.

For SA*, each problem is solved five times eachtisigq with a different random initial
solution. Average deviation over 48 problems far best of five runs from the best known
solution is 0.06%. Average deviation of all run®i24%. For SALAB-R, each problem is
also solved five times. Average deviation over 48bfems for the best of five runs is
- 001% . Average deviation of all runs is 0.14%. SALAB-AdaSALAB-2 are special cases
of SALAB with extreme layout plans as initial sotuts. Average deviation from the best
known solution is 0.05% for SALAB-1 and 0.04% foALlSAB-2. We have small or even
negative deviations since best known solutions fatend or improved several times.
According to best of five runs, SA* found the b&sbwn solution for 17 problems and a
better result than the best known for 9 problenfd, AB-R found the best known for 20
problems and a better solution than the best knfawrl5 problems. According to single
runs, SALAB-1 found the best known for 17 probleamsl improved the best known for 10
problems; SALAB-2 found the best known for 18 peybbk and improved the best known
for 8 problems. The small deviations from the de®iwn results show that even without a
look ahead/back strategy, the basic SA* with preposettings in Table 3.1 is a promising
algorithm. However, the algorithm can find bettesults with the look/ahead back strategy.
Additionally, the small differences between dewviai of SALAB-1, SALAB-2 and
SALAB-R and the small differences between averawe lzest results of SALAB-R show
that SALAB is not dependent on the initial solutitience a random initial solution can be
used for SALAB.

In terms of computation time, SALAB is slightly fas than SA*. For the largest problem,
SALAB takes 7.67 minutes per run compared to 9.15utes of SA*, perhaps since the
neighbor solution is known in the look/ahead bacticpdure but it is always randomly
generated in SA*. Average deviation according tetlesults of five runs of SALAB-R is -
0.01%. This is better than 0.05% of SALAB-1 and48@of SALAB-2 but achieved by
running the algorithm five times with different fiml solutions whereas SALAB-1 and
SALAB-2, with a preprocessing time not much longgsin one SALAB run, are run only
once for each problem. It approximately takes 40utds to run SALAB-R five times for the
largest problem on a Pentium IV 1.8 GHz PC. Sindd.® is not a frequently solved
problem, time required for five runs of SALAB-Ra#fordable even for the 30D10P case.
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Table 3.3. Comparison of algorithms I, results48rbenchmark problems of

Balakrishnan and Cheng (2000).

r.617

Pr# D P SA| SAIl SA EG SA BG ACO HAS DP GADP BEST]

1 6 5 106,419 106,419 106,419 107,249 106,419 106,419 106,419 106,419 106,41

2 6 5 104,834 104,834 104,834 105,170 104,834 104,834 104,834 104,834 104,834

3 6 5 104,320 104,320 104,320 104,800 104,320 104,320 104,320 104,529 104,320
4 6 5 106,399 106,399 106,399 106,515 106,509 106,399 106,509 106,583 106,3p9
5 6 5 105,628 105,628 105,628 106,282 105,628 105,628 105,628 105,628 105,62

6 6 5 103,985 103,985 103,985 103,985 104,053 103,985 103,985 104,315 103,985
7 6 5 106,439 106,439 106,439 106,447 106,439 106,439 106,447 106,447 106,489
8 6 5 103,771 103,771 103,771 103,771 103,771 103,771 103,771 3,70 103,771

9 6 10 214,313 214,313 214,313 215,200 217,251 214,313 214,313 214,313 214,31

10 6 10 212,134 212,134 212,134 214,713 216,055 212,134 212,134 212,134 212,134
11 6 10 207,987 207,987 207,987 208,351 208,185 207,987 207,987 207,987 207,981
12 6 10 212,530 212,741 212,747 213,331 212,951 212,530 212,741 212,741 212,580
13 6 10 210,906 210,906 211,072 213,812 211,076 210,906 211,022 210,944 210,9p6
14 6 10 209,932 209,932 209,932 211,213 210,277 209,932 209,932 210,000 209,932
15 6 10 214,252 214,252 214,438 215,630 215,504 214,252 214,252 215,452 214,292
16 6 10 212,588 212,588 212,588 214,513 214,621 212,588 212,588 212,588 212,589
17 15 5 480,453 480,496 481,738 501,447 501,447 480,453 484,090 480,433
18 15 5 484,761 484,761 485,167 506,236 506,236 484,761 485,352 484,71
19 15 5 489,058 488,748 512,886 512,886 488,748 491,310 489,898 488,718
20 15 5 484,405 484,414 485,862 504,956 504,956 484,446 484,625

21 15 5 487,882 487,911 489,304 509,636 509,636487,722 489,885 487,72
22 15 5 487,162 487,147 488,452 508,215 508,215 486,685 64088, 486,498
23 15 5 487,232 486,779 487,576 508,848 508,848 486,853 489,378 484
24 15 5 491,034 490,812 493,030 512,320 512,320 491,016 500,779 49(),812
25 15 10 980,087 979,468 1,017,741 1,017,741 980,351 gB3,07987,887 978,8

26 15 10 979,369 978,065 982,714 1,016,567 1,016,567 978,271 980,638 97
27 15 10 983,912 982,396 988,465 1,021,075 1,021,07978,027 985,886 978,02
28 15 10 974,416 972,797 1,007,713 1,007,713 974,694 976,4576,025 971,740
29 15 10 977,188 978,067 982,191 1,010,822 1,010,822 99,19 982,778 976,811
30 15 10 970,633 967,617 973,199 1,007,210 1,007,210 971,548 973,912 96
31 15 10 979,198 979,114 1,013,315 1,013,315 980,752 gB2,7982,872 978,94
32 15 10 984,927 983,672 988,304 1,019,092 1,019,092 985,70 987,789 983,4

33 30 5 576,039 576,741 579,570 604,408 604,408 576,886 68¥8, 575,028
34 30 5 568,316 568,095 604,370 604,370 570,349 569,482 2F72, 568,05f
35 30 5 573,739 574,036 603,867 603,867 576,053 578,506 5%78, 572,478
36 30 5 567,911 566,248 596,901 596,901 566,777 569,723 572,057 564
37 30 5 559,277 558,460 591,988 591,988 558,353 568,792 T7HEL9, 556,25f
38 30 5 566,077 566,597 599,862 599,862 566,792 568,047 7%b66, 565,001
39 30 5 567,131 568,204 600,670 600,670 567,131 568,721 567,873 567,11
40 30 5 576,014 573,755 610,474 610,474 575,280 574,813 7A&¥5, 573,19
41 30 10 1,164,359 1,163,222 1,173,483 1,223,124 1,223,12466,164 1,169,474 1,158,484
42 30 10 1,162,665 1,161,521 1,231,151 1,231,151 1,168,8/&70,092 1,168,878 1,157,947
43 30 1 1,157,693 1,156,918 1,230,520 1,230,520 1,166,36668,720 1,166,366 1,153,389
44 30 10 1,149,048 1,145,918 1,200,613 1,200,613 1,148,20250,265 1,154,192 1,143,JO0
45 30 1 1,126,432 1,127,136 1,210,892 1,210,892 1,128,85%28,013 1,133,561 1,122,196
46 30 10 1,145,445 1,145,146 1,221,356  1,239,285141,344 1,145,858 1,145,000 1,141,344
47 30 10 1,148,083 1,140,744 1,212,273 1,248,309 1,140,773 1,143,144 1,145,927 TA40,
48 30 10 1,166,672 1,161,437 1,231,408 1,231,408 1,166,15165,994 1,168,657 1,160,420
# of BEST 20 23 13 2 6 23 12 8
AVG DEV % 0.16 0.10 0.25 3.60 3.65 0.18 0.30 0.46

#0fBEST : Number of times best is found
AVG DEV%: Average deviation percentage from besiwn solution
SA1/SA Il : McKendall et al. (2006) ; SA_EG / DFErel et al. (2005); SA_BG : Baykago and Gindy (2004)
ACO : Baykasglu et al. (2006); HAS : McKendall and Shang (20@B5DP : Balakrishnan et al. (2003)
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Table 3.4. Comparison of algorithms I, results48rbenchmark problems of
Balakrishnan and Cheng (2000).

Pr# D P| SymEA NLGA CONGA SA* SALAB-R SALAB-1 SALAB-2 BEST

1 6 5 106,419 106,419 108,976 106,419 106,419 106,419 106,419 106,414

2 6 5 104,834 104,834 105,170 104,834 104,834 104,834 104,834 104,834

3 6 5 104,320 104,320 104,520 104,320 104,320 104,320 104,320 104,32(

4 6 5 106,509 106,515 106,719 106,399 106,399 106,399 106,399 106,399

5 6 5 105,628 105,628 105,628 105,628 105,628 105,628 105,62805,624

6 6 5 103,985 104,053 105,606 103,985 103,985 103,985 103,985 103,984

7 6 5 106,439 106,978 106,439 106,439 106,439 106,439 106,439 106,434

8 6 5 103,771 103,771 104,485 103,771 103,771 103,771 103,771 103,771

9 6 10 214,921 214,397 218,407 214,313 214,313 214,313 214,313 214,319
10 6 10 212,138 212,138 215,623 212,134 212,134 212,134 212,134 212,134
11 6 10 207,987 208,453 211,028 207,987 207,987 207,987 207,987 207,987
12 6 10 212,741 212,953 217,493 212,741 212,530 212,530 212,741 212,530
13 6 10 211,072 211,575 215,363 210,906 210,906 210,906 210,906 210,904
14 6 10 209,932 210,801 215,564 209,932 209,932 209,932 209,932 209,933
15 6 10 214,252 215,685 220,529 214,252 214,252 214,252 214,252 214,253
16 6 10 212,588 214,657 216,291 212,588 212,588 212,588 212,588 212,584
17 15 5 485,489 511,854 504,759 480,453 480,453 480,496 480,453 480,459
18 15 5 490,791 507,694 514,718 484,761 484,761 484,761 484,761 484,761
19 15 5 494,219 518,461 516,063 489,059 488,748 489,430 488,748 488,744
20 15 5 490,945 514,242 508,532 484,446 484,446 484,446 4484, 484,40%
21 15 5 493,573 512,834 515,599 488,044 487,822 488,054 4389, 487,72
22 15 5 490,735 513,763 509,384 486,898 486,493 486,493 486,728 486,498
23 15 5 492,301 512,722 512,508 486,855 486,819 487,698 3487, 486,779
24 15 5 496,457 521,116 514,839 491,589 490,812 491,237 491,080 490,812
25 15 10 990,646 1,047,596 1,055,536 978,848 978,848 979,977 980,593 978,848
26 15 10 990,023 1,037,580 1,061,940 978,324 978,523 979,00978,288 978,045
27 15 10 993,861 1,056,185 1,073,603 983,007 981,191 981,52981,725 978,037
28 15 10 986,403 1,026,789 1,060,034 972,432971,740 974,389 974,006 971,740
29 15 10 988,881 1,033,591 1,064,692 976,811 977,856 978,876 977,260 976,411
30 15 10 977,384 1,028,606 1,066,370 969,443 968,466 971,98968,362 967,617
31 15 10 991,393 1,043,823 1,066,617 979,166978,946 981,114 979,867 978,946
32 15 10 993,981 1,048,853 1,068,216 983,486 984,023 984,865 984,598 983,486
33 30 5 590,200 611,794 632,737 575,288 575,028 575,813 575,313 575,098
34 30 5 581,043 611,873 647,585 569,403 568,057 568,950 569,643 568,057
35 30 5 584,195 611,664 642,295 573,214 572,478 573,414 574,622 572,418
36 30 5 577,629 611,766 634,626 566,655 566,977 566,387 5368, 566,248
37 30 5 571,133 604,564 639,693 557,761 556,269 557,65656,257 556,257
38 30 5 578,039 606,010 637,620 566,715 565,004 566,761 565,691 565,004
39 30 5 581,913 607,134 640,482 567,230 568,097 567,859 2388, 567,13}
40 30 5 587,653 620,183 635,776 575,345 573,193 575,326 574,038 573,193
41 30 10] 1,199,376 1,228,411 1,362,513 1,160,830 1,160,9%959,188 1,158,684 1,158,684
42 30 10 1,200,300 1,231,978 1,379,640 1,162,119 1,159,6P960,299 1,157,547 1,157,54]
43 30 10] 1,191,673 1,231,829 1,365,024 1,157,832153,389 1,156,093 1,154,147 1,153,389
44 30 10 1,177,912 1,227,413 1,367,130 1,145,0a4143,000 1,144,305 1,143,331 1,143,dJ00
45 30 10] 1,163,035 1,215,256 1,356,860 1,129,705 1,125,26025,039 1,122,196 1,122,194
46 30 10 1,178,097 1,221,356 1,372,513 1,144,154 1,142,57944,254 1,143,452 1,141,344
47 30 10] 1,185,496 1,212,273 1,382,799 1,148,459 1,144,8r347,985 1,149,764 1,140,744
48 30 10f 1,193,189 1,245,423 1,383,610 1,166,727 1,164,18860,420 1,166,223 1,160,440
# of BEST 11 5 2 20 31 19 22
AVG DEV % 1.38 4.52 8.19 0.13 0.05 0.12 0.10

#0fBEST : Number of times best is found
AVG DEV%: Average deviation percentage frbest known solution
SymEA : Chang (2002); NLGA : Balakrishnan &iteng (2000);
CONGA : Conway and Venkataramanan (1994)
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Comparison of our algorithm with the solution methdrom the literature is given in Tables
3.3 and 3.4. After updating the best known solgiosing the ones found with different
versions of our algorithm, SALAB-R has an averagwiation of 0.05% from the best
known solutions. According to the tables, SALAB-Btgerforms other strategies since it
finds the best solution for 31 of the 48 problen®All of McKendall et al. (2006) follows
SALAB-R with 23 best results and an average demiatf 0.10%. With a Pentium IV 1.8
GHz PC, SALAB-R solves a 30 department 10 periodblg@m in 7.64 minutes on the
average. For reference, this time is 7.8 minutedfcKendall et al. (2006) on a Pentium IV
2.4 GHz PC.

When we compare different versions of our algoritimnterms of the new best solutions
found, SA*, SALAB-R, SALAB-1 and SALAB-2 solutionare better than the best known
solutions for 3, 11, 2 and 4 problems, respectivélyy together, they found new best

solutions for 18 of the 48 problem instances.
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CHAPTER 4

DYNAMIC DISTRIBUTED FACILITY LAYOUT
PROBLEM (DDFLP)

As mentioned in Chapter 2, Lahmar and Benjaafa@%2@tudy the multi-period distributed
layout problem or Dynamic Distributed Facility LayoProblem (DDFLP). Given the
interdepartmental material flow matrix and relocaticosts of department duplicates, this
problem makes the decisions of department duphiatecation assignments and material
flow distribution among department duplicates otiere periods. In this chapter, we first
modify the DDFLP formulation of Lahmar and Benjaaf2005) given in Equations 2.11 to
2.18. We improve upon some deficiencies of the rhadd add the empty travel cost of the
material handling system (MHS) to the objectivediion. We then adapt SALAB-R for
solving DDFLP. Finally, we describe the model depeld for simulating the DDFLP

solutions.

Flow Balance Constraints

Lahmar and Benjaafar’s flow balance constraintsgigiin Equations 2.14 and 2.15) may
result in cycles in the flow allocation network aifpart must visit the same department more
than once according to its processing route. Adogrtb the example given in Figure 4.1,
parts visiting department 3 for the first time mgst to department 5. On the other hand,
parts visiting 3 for the second time must go td é). Lahmar and Benjaafar’'s flow balance
constraints are not sufficient to satisfy theseditions and may result in undesirable flow
allocations when the same department is visitedentioan once. Moreover this may also
cause a cycle in the network. For example, allphits coming to duplicate 3b for the first
time are directly sent to exit after processed amgcle is observed within duplicates 1a, 3a

and 5a.

It is possible to use additional constraints fgcle elimination. Instead of that, for
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simplification, we assume that the same pair adi®ta cannot exist more than once in the
route (for the above example, pair 1-3 exists twiadich violates this assumption).

However, we allow multiple visitations of the sadepartment in a route provided that it is
succeeded by a different department each time. \tHih assumption, we propose new
balance constraints with which, for every departhmnthe route, all the flow coming from

the duplicates of the preceding department exayglyo the duplicates of the succeeding
department. This constraint set is similar to the m the integrated machine allocation and

layout problem model of Urban et al. (2000).

Material Flow Between Departments

[o] o] T 3 5T

0 10
1 20
3 10 |10

1a 10

E

Material Flow Between Department Duplicates

5a
3a
la 10

0[1a 1b[ 3a 3p 5a 5 E
1b 10
|- : Flow with an amount of 1p 3a 10
3b 10
5a 10
5b
E

Figure 4.1. A product with 10 units of demand, anocess route 0-1-3-5-1-3-E,

where each department has two duplicates (a and b).

According to our assumption, there must be examtly succeeding department for the flow
coming from 1 to 3, and there must be exactly aeegrling department for the flow going
to 3 from 1. Hence, the pair 1-3 cannot be repeatetie route, but department 1 can be
visited twice as in, for example, 0-1-3-5-1-4-E.

Relocation Cost

Relocation decisions involving exchange of dupbsadf the same department type do not
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require a rearrangement in the distributed layawblem. For example, in Figure 4.2,

instead of exchanging the locations of departmeplicates 1a and 1b of the same type in

consecutive periods, only the flow allocated tomthean be exchanged without any

relocation. Therefore, department duplicate exchardp not always incur relocation cost.

We use a different formulation in which relocatiowst is incurred only if different types of

department duplicates are assigned to the samtidindéa consecutive periods.

Feriod 1 Feriod 2
Ta [Bb Th [Bb
Sa bb Sa Bb
Sa |Th Sa (la

Figure 4.2. A case where relocation of departmeptidates is not necessary

4.1 DDFLP Formulation

Assumptions

The same department cannot be visited consecuiivelyprocessing route, i.e. a 3-3

pair is not allowed.

A department pair may exist only once in a procegsoute, i.e. a 1-3 pair is not

allowed twice.

Rearrangement cost is independent of how far thehimas are moved.

There are no common entrance and exit points Iddatéhe layout. Incoming parts
enter the system at the first department and omggparts exit the system at the last
department they have to visit. Hence, entrancérso-dtation and last station-to-exit

trips are ignored, and only interdepartmental tdpthe MHS are considered.

If there are multiple transporters, one of thensakected at random for a transport

request.

Incoming parts (unit loads) have a constant protiese with no setup on each

department they visit.
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I nputs (Parameters)

T: number of time periods

N: number of department types (0 is the entrance)

Ni: number of duplicates for department type

P: number of product types

M: number of locations

L,: length of the processing route of prodpdn terms of the number of departments visited

Ry,: department type in th& position of the processing route of prodpctposition 0 is the
entrance and positidn,+1 is the exit)

Vijt © total flow volume due to produgt between department duplicates of typend

department duplicates of typén periodt

P N N
VT, : total flow (load) of the MHS in periot(VT, => > >V, )

p=1li=1 j=1 l
d,, : travel distance between locatikand locatiori

t.,: processing time per unit load of product typet department duplicateof typei

C, : cost (per unit distance) of transporter movenfesh a department located ktto a
department located ht

C, : capacity (available processing time) of duplicate# department type
I, : cost of relocating a duplicate of department type

Decision Variables

|1 if n™ duplicateof departmenttypei is assignedto location k in periodt
"0 otherwise

Y : volume of flow due to produgtbetweem™ duplicate of departmen@ndm®

nimjpt

duplicate of departmeftin periodt
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|1 if departmenttypei is assignedto location k in period t
10 otherwise

Objective Function

Lahmar and Benjaafar's (2005) mixed integer prognamg formulation accounts only for

the full travel cost. The share in cost of each paduplicates of department typeandj is

determined by decision variabMg, .. To include the cost of empty travel, we can wiite

objective function as follows.

T N N NjoM oM =1 q=1r= - =1 v=1 z= .
Min zzz ‘ zzz PR o= V'I’i L ik Xmitt Cia A
N i i M M
ZZZ : zzvnimjptxniktxmjltckldkl (41)

First term represents the empty travel cost of M¥dSed on the Equation 2.8 by Johnson
(2001). This approximation is valid for a singlartsporter or when one of the transporters is
selected at random.

fof fof-
Expected number of trips froio|j = If ]'c f= fl

Here, expressioft gives the total number of empty trips in pertoftom n™ duplicate of
departmenti to m" duplicate of departmerjt The probability that the transporter is at
department duplicatei is defined as the sum of flows from &l duplicates tani, divided by

the total flow volume. The number of delivery regiiseissued bynj is defined as the sum of
flows frommj to all zvduplicates. The product of these two gives the rermalb empty trips
from ni to mj. Second term, which is the same as in Lahmar aedjaBfar's (2005)
formulation, represents the full travel cost of MH&st term represents the rearrangement
cost of department duplicates incurring only iffeliént types of departments are placed at

the same location in consecutive periods.
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Mathematical Modd

P N N
N; z z quﬂipt z z ijzvpt

M M P
=1g=1r=1 =1v=1 z=1
z z (z Vnimjpt + = V-lp_t — )ankt XmJIt Ckldkl (42)

t=1 i=1 n=1 j=1m=1k=1I=1 p=1
T-1 N M
+ zz Vi A= ylk(t+l))r
t=1 i=1 k=1
NN
sit. DD X =1 Ok,t (4.3)
i=1 n=1
M
zxnikt =1 Oi,n,t (4.4)
k=1
N;
anikt = Yi Oi, ki t (4.5)
N; N
sznimjpt =Vijpt Di’ jv pt (46)
m=1n=1
NRp,l—l NRp‘|+1
Van,lflme‘l pt = szRp‘l erJﬂpt Dl'm’ p't (47)
n=1 r=1
P N N
ZZ anmjpt mjp — ij Dj!m-t (48)
p=1i=0n=1
X 0{01} Oi,n k.t (4.9)
Yie D{O1} Oi k, t (4.10)
nlmjpt 20 Oi,n, j,m, p,t (411)

Objective function (4.2), which is equivalent tal(}} includes total (full and empty) MHS
traveling cost and relocation cost. Constraint8)(4nd (4.4) ensure one-to-one assignment
of department duplicates and locations. Constrgh& are used to find the department type
of the duplicate placed at a location. Since ewtafi= 0) and exiti(= N + 1) are not
located in the layout, constraints (4.3), (4.4) &d) consider all departments except the

entrance and exit. Constraints (4.6) equate thve lletween duplicates of typend typg to
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total flow between type$ andj. Constraints (4.7) are similar to the ones usedhin
integrated machine allocation and layout problendeh@f Urban et al. (2000). According to
these constraints, for every department on a railltéhe flow coming from the duplicates of
the preceding department exactly goes to the datpkc of the succeeding department.
Constraints (4.8) ensure that the workload (in seohtime) of each department duplicate
(calculated from the incoming load) does not exdeedapacity. Constraints (4.9) and (4.10)
define the location assignment variables as biaad/constraints (4.11) ensure that all flows
are positive. Flow constraints (4.6), (4.7), (4880 (4.11) consider entrande=(0) and exit

(i = N + 1) points as well as all departments since flovers the system through the
entrance and leaves the system through the exit. @adifications of Lahmar and
Benjaafar’s (2005) formulation are in (4.2), (4.&).,7) and (4.10).

Limited capacities of department duplicates carsedte objective value to get worse. On
the other hand, unbalanced utilization of the stype of department duplicates may have a
negative impact on congestion levels and throughimes at the more utilized departments
(Benjaafar and Sheikzadeh, 2000). Therefore anl egyecity strategy is implemented for

duplicates of the same department type in the @rpetal runs of Chapter 5.
4.2 Solution Approach for DDFLP

The proposed model is a nonlinear mixed integeblpro. If the flow allocations are given,
then the problem reduces to DFLP, which is a quednaixed integer problem (P1). If the
location assignments are given and only the figstof MHS are considered, the problem
can be decomposed inb independent linear problems (P2), which can beesbby a
standard LP solver such as CPLEX.

Since the proposed SALAB-R algorithm performs vietlDFLP, it is modified for DDFLP.
Empty trips, department duplicates and flow allme are added to the algorithm. Cost
function of SALAB is modified to include the empinavel cost and to consider department
duplicates for the relocation cost. A similar ndéighhood definition is used in which instead
of a department, a department duplicate is selectedelocation. Flow allocation can be
solved independently for known department duplitatication assignments. Hence, when
the algorithm updates the best solution, flow atan problems (P2s) are solved according
to the location decisions in the best solution.i®2olved independently for every period
only with the full travel cost objective and resudf flow allocation decisions are always

accepted. We ignore the empty travel cost term wfilgn solving P2s since this term is still
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nonlinear even after eliminating the location diecis. Hence, our solutions are suboptimal
in terms of the total travel cost. However, wd stilcept the new flow allocation as a way of

diversification. The new algorithm, named DSALARBgisen in Figures 4.3 and 4.4.

START

Initialization:

select initial solutiors,, initial temperaturé,, a temperature reduction functidninner
loop iteration limit A.

set current temperatute ty, out_loop_count = 0, bestsolss

determine material flow allocationfor bestsol by solving P2 for each period

set bestflow =v, bestcost £S,,v)

outer loop: repeat while stopping condition is tnae
increase out_loop_count by 1
iteration_count = 0
inner loop: repeat while iteration_count is ldsasitA
increase iteration_count by 1
randomly select department duplicatdocationl and perioc
executeNeighborhoodMov@,l,p) to generate solutio8 from neighborhood
N(S)
If A=f(S,y-f(S,Vv) <0
$=S
if f(S, v) < bestcost then
bestcost (S, V)
bestsol =5,
bestflow =v
determine new material flow allocatierby solving P2 for
each period
if f(S, V) < bestcost then bestcost(S,, v) and bestflow
endif
execute LAB'
else
generate uniformly distributed in the range [0,1)
if r <e*then S = Sand execute LAB
endif
endwhile
set current temperature lexatT (to)
endwhile

END
"LAB is the Look Ahead / Look Back procedure giverFigure 4.4

Figure 4.3. DSALAB Algorithm
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LAB : for department duplicate locationl and periog

START

period_count +1

repeat while period_count is less than or equ#thé¢ last period
increase iteration_count by 1

executeNeigborhoodMovgn,|,period_count) to obtain the new layout pf&n
calculateA =1(S,y —f(S, V)
ifA<O
S$=S
if f(S, V) < bestcost then
bestcost #(S,, V), bestsol =5, bestflow =v

determine new material flow allocatierby solving P2 for
each period

if f(S, V) < bestcost then bestcosf(§, v) and bestflow =

endif
else
generate uniformly in the range [0,1)
ifr <& then § =S, else go to NEXT
endif
increase period_count by 1
endwhile

NEXT: period_count 3 -1

repeat while period_count is greater than or eguthe first period
increase iteration_count by 1

executeNeigborhoodMov@n,|,period_count) to obtain the new layout pfn
calculateA =1(S,y) —f(S, V)
ifA<O
S$=S
if (S, V) < bestcost then
bestcost #(S,, V), bestsol =5, bestflow =v

determine new material flow allocatierby solving P2 for
each period

if (S, v) < bestcost then bestcosf(S,, v) and bestflow v

endif
else
generate uniformly in the range [0,1)
ifr <& then § =S, elsego to END
endif
decrease period_count by 1
endwhile

END

Figure 4.4. Look Ahead/Back procedure LAB for DSARA
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4.3 Simulating the Dynamic Distributed Facility

Mathematical model calculates the full MHS costpgmMVHS cost and relocation cost. A
simulation model can be used to predict these mesdor a stochastic system, and these
can be compared with the approximate measuresneltdrom the mathematical model.

Moreover, other operational metrics can also benaséd by simulation.

We developed a simulation model of the dynamicithisted facility in SIMAN. The system
is simulated according to the location and floveedition results of the mathematical model.
Full and empty utilizations of transporter, depamn or machine utilizations, WIP
accumulated by the MHS and total WIP are estimatgdg the model. We now briefly

describe the model characteristics.

I nputs

*  Number of time periods;

*  Number of department types,

* Number of duplicates for department typh;

*  Number of product type#,

» Processing route of each product type

» Distance matrix for distances between departmeplichies located according to
the DSALAB solution

* Total demand per period

* Demand mix for each period

» Material flow between department duplicates forhgaeriod as a function of the
demand mix and flow allocation according to the BA solution

* Processing time for each department type

* Period lengthPL

Assumptions

 Demand is generated by an exponentially distribirtegtarrival time.
* Processing times of machines are exponentiallyiloiged.
* There is only one transporter in the system.

» Transporter moves with a constant speed.
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Simulation Modédl

The same model file is used in all experiments by achanging the experiment file of the
SIMAN model.

In this model, different types of products are pssed according to their processing routes.

N
There exist) N, stations in the model for representing the departrdaplicates located in
i=1

each period according to the DSALAB solution. Sfieaily, the model does not explicitly
use the locations of departments; instead it usesdistance matrix of departments generated

from their locations. Demand mix and distance mathiange over time periods.

Demand arrives according to an exponential digiobu Mean interarrival time is calculated
by dividing the period length with total period damd. An arrival is assigned a certain
product type by a discrete distribution accordinghe demand mix of the current period.
Then the product follows its processing route. Aduct can visit any duplicate of a
department in its processing route according tiserete distribution. In this distribution, the
probability of selecting a certain duplicate is aetatined for each period by the flow
allocation decisions in the DSALAB solution. Probiépthat a product of typ@ goes from

n™ duplicate of departmentto m" duplicate of departmeijtthat comes next in its route is

found as:

Vnimjpt

Nj

2 Veimit

m=1
A transporter is used for carrying products betwelepartments. An arriving product
directly goes to its first processing departmerthait using the transporter (transporter is
not used for incoming and outgoing products; by used for transportation between
department duplicates). When a product arrivesdspartment duplicate, it first waits in the
input buffer of the station until it is processédter processed, it waits in the output buffer,
which is a common queue for the transporter. Eygoduct processed in any department
duplicate waits in this common transporter queubddransported. Transporter serves the
products according to the first come first servadug discipline. Because of the limitations
of SIMAN, it is not possible to change the distamatrix of a transporter during the
simulation run. Therefore, different transporters ased for each period and, at the end of

the period, the products waiting in the transpogeeue are transferred to the transporter
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gueue of the next period.

Time of interperiod changes is determined accordindhe number of arrivals and the
number of parts produced. When the number of dsriaches the total demand of a period,
the model starts to assign product type of subsdareivals according to the demand mix
of the next period. When the number of departueashies the demand of a period, then the
locations of departments are changed. This charggnsnthat the model starts to use the
distance matrix of the next period. There is aditaon time from the current period to the
next period. Products of the next period beginno/e before all products of the current
period are finished and depart, meaning that tloelymtion facility continues to produce
products of both periods. This is unavoidable; hgeweit is important to have a small
transition time to approximate the results of thathematical model with small deviation.
Therefore, the period length should be carefullgidid. It should be long enough to avoid
overutilization of department duplicates and thensporter, and result in small transition
times. It should also be short enough to avoid tutdization of the system and to allow

observation of WIP accumulation.

As far as the output analysis is concerned, thigeither a terminating nor a steady-state
simulation. Therefore, we simulate the first and ldst periods twice and truncate the extra
periods from the beginning and the end of the Tms is because we do not want to start
with an empty facility and end up with an emptyiliac We calculate the performance
measures using only the original periods. As anmg¥a, an eight-period problem of the
mathematical model becomes a ten-period problethénsimulation run and the statistics

are collected for periods 2-9.
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CHAPTER 5

EXPERIMENTAL RESULTS FOR DDFLP

After integrating DSALAB and simulation, randomlemerated problems are solved for
several demand amounts per period, demand mixsl@wer periods, department duplication
levels and machine relocation costs. Moreover, ingryperiod length values are used to
prevent the system from having long interperiochgion times and overutilization in the

simulation runs.
5.1 Experimental Conditions

We have generated 30 problems and applied the D®Abptimization and simulation to
each problem for 64 experimental settings. Proaiof experimentation are detailed in
APPENDIX C including some specifics of problem geatien and implementation of

optimization and simulation.

Problem Generation

We have generated 30 problems at random. Eachgonobas eight periods, eight product

types and six department types. A complete ligtroblem parameters is given in Table 5.1.

Product types are characterized by their processintgs, hence product type and route are
used as synonyms. Length of the processing rowaaf product (the number of department
visitations) is generated uniformly between 2 and&partments in a processing route are
selected randomly with the assumptions that theesa®partment cannot be visited
consecutively and a department pair may exist onlye in a processing route. The first four
products and the second four products differ byubege frequency of departments in their
processing routes. The most frequently occurrirgadenents in the first four routes become
the least frequently occurring ones in the secoodr.fDetailed problem generation

procedure is given in Figure 5.1. An example oteageneration is given in Table 5.2.
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Table 5

.1. Details of Parameters

Parameter Value
Number of periodsT 8

Number of department types, 6

Number of machines for department| 8 fori = 1,...,N
typei, N

Number of product type#®, 8

Number of locationayi

Processing route length for part.,

Processing route for papt R,

Process time at department;

(tnip is reduced t&; assuming all parts
have the same process time in all
duplicates of department type

Cost per unit distance of transporter
move,Cy

Distance between grid locatiokand
[, dy

Machine relocation cost,
(r; is reduced to assuming all
machines have the same cost)

Total demand per perio)
Demand mix levelML
Duplication level DL

Total flow volume of produgb
between department typeandj, Vip

Capacity of a duplicate of departmen
typei, C; (C,;is reduced t&;
assuming all duplicates of a

48 (8x6 grid) (see Table 5.5 and Figure 5.2 fiecknt
department duplication levels)

Generated uniformly between 2 and 8 for 1,...,P

Generated by randomly selecting one ofithe
department types fdor=1,...,L,, p=1,...,P

Generated uniformly between 10 and 100, generate(
value is used as the deterministic process tintiedn
mathematical programming model and as the expect
value of the exponentially distributed process time
simulation

1 for all location pairk, | = 1,...,M

Rectilinear between centers of grids where grid 8z
taken as 1x1 for all pails | = 1,...,M

(see Table 5.5 and Figure 5.2 for different deparntim
duplication levels)

Experimental factor

Experimental factor
Experimental factor
Experimental factor

Calculated as a function &, ML andR,,
(see APPENDIX C)

t Calculated as a function gf,; andt,
(see APPENDIX C)

]

department are identical)
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START
forp=1to4

generate route length,, uniformly between 2 and 8 for produyxt

generate departments of processing rpui,, by preventing occurrence of the same
department pair in the route and occurrence oéime department consecutively.
endfor
calculate the usage frequency of departments inoites 1-4.
forp=5t0 8

copy routep-4

change the departments in the processing routedingao the usage frequency. (Most
frequently occuring department is replaced by #ast used, second most used by the second least
used, and so on)
endfor
fori=1toN

generate process time of department uniformly between 10 and 100.
endfor
END

Figure 5.1. Detailed problem generation procedure

Table 5.2. An example for route generation

Part Typep L, Ry

1 7 {56,1,25, 3,2}
2 5 {1,6,3,1,3}

3 7 {6,3,2,1,3,1,2}
4 2 {3,1}

5 7 {1,2,5,6,1, 4,6}
6 5 {5,2,4,5,4}

7 7 {2,4,6,5,4,5, 6}
8 2 {4,5}

Usage frequencies of departments according toirtstefdur routes in Table 5.2 are given in
Table 5.3. To generate route 5 from route 1, wdaogpdepartment 3 in route 1 with
department 4, 1 with 5, and 2 with 6. Routes &)@ &are generated similarly from routes 2,
3 and 4, respectively. The motivation is to creatdynamic environment where, as the

product mix changes over periods, workload shitisifcertain departments to others.

Table 5.3. Usage frequencies of departments acuptdithe first four routes

Department type 31 2 6 5
Usage frequency 66 4 3 2

4
0
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Processing times for machines of different depamtmgpes are generated uniformly

between 10 and 100 for each of six department types

Computation of flow volume between departmeigX and department capacitieS) are
given in APPENDIX C. Capacity of a department i$ ceanged over periods and assigned
as the workload of the period in which the depantrie maximally used (hence a slack
capacity exists in other periods). This capacitydigded equally among the department
duplicates. Capacities are scaled for differentlidafion levels since the number of

machines in department duplicates varies accotditigis experimental factor.

Experimental Factors

Factors and their levels are:

* Relocation cost per maching:(1, 15, 500

» Total demand per perio®]: 200, 400 unit loads
 Demand mix levelNIL): ML1, ML2

* Duplication level pL): DL1, DL2, DL4, DL8

Hence, 64 combinations are solved for 30 problems.

We use different machine relocation costs to fiat#i large, medium and small number of
machine relocations over periods. Moreover, a cstdistributed facility layout problem
(SDFLP) is created withi = 0. SDFLP assumes that the location and flow allocati
decisions do not change over periods, and distabuif department duplicates is the only

mechanism to respond to dynamic changes.

By using two different values for total period dermdabut the same number of periods and
period length for the simulation runs, we can aralgoth the more utilized and less utilized

systems.

With the two demand mix levels and the processmgie generation procedure, we can
generate a dynamic environment in which demandaméutilization of departments change
over periods. Demand mix percentages over perioglgigen in Table 5.4. For ML1, only

the first four product types are produced in thst fperiod with shares 40, 30, 20, 10 percent
of the total demand. The shares of these productbe total demand decrease over the
periods, while the shares of the last four prodiratsease starting with the second period.

Only the last four product types are produced anl#st period. Note that shares of all eight

52



product types add up to 100 percent for each pe¥th the help of the processing route
generation, departments having more workload inetinty periods will have less workload
in the late periods and vice versa. In ML2, agaiyahe first four product types are
produced in the first period. Their shares decremset shares of the last four products
increase starting with the second period. Howeadtgight product types have equal shares
in the last period. By this way, departments havimgre workload in the early periods will
have less workload in the late periods, but wortlo& all departments will be nearly the

same in the last period.

Table 5.4. Demand mix percentages for ML1 and Mu28f products over 8 time periods

ML1 t=1 t=2 t=3 t=4 t=5 t=6 t=7 t =8

p=1 40.00 34.29 28.57 22.86 17.14 11.43 571 D.00
p=2 30.00 25.71 21.43 17.14 12.86 8.57 4.29 D.00
p=3 20.00 17.14 14.29 11.43 8.57 571 2.86 D.00
p=4 10.00 8.57 7.14 5.71 4.29 2.86 1.43 Q.00
p=5 0.00 571 11.43 17.14 22.86 28.57 34.29 4D.00
p=6 0.00 4.29 8.57 12.86 17.14 21.43 25.71 3p.00
p=7 0.00 2.86 5.71 8.57 11.43 14.29 17.14 20.00
p=8 0.00 1.43 2.86 4.29 5.71 7.14 8.57 1Q.00
ML2 t = t=2 t=3 t=4 t=5 t=6 t=7 t =8

p=1 40.00 36.07 32.14 28.21 24.29 20.36 16.43 12.50
p=2 30.00 27.50 25.00 22.50 20.00 17.50 15.00 12.50
p=3 20.00 18.93 17.86 16.79 15.71 14.64 13.57 12.50
p=4 10.00 10.36 10.71 11.07 11.43 11.79 12.14 12.50
p=5 0.00 1.79 3.57 5.36 7.14 8.93 10.71 12.50
p=6 0.00 1.79 3.57 5.36 7.14 8.93 10.71 12.50
p=7 0.00 1.79 3.57 5.36 7.14 8.93 10.71 12.50
p=28 0.00 1.79 3.57 5.36 7.14 8.93 10.71 12.50

Four levels of department duplication are DL1, DD24 and DL8. There are 8 machines in
each department type (a total of 48 machines willeartment types) for all cases. In DL1,
there is only one department of each type, anddgjsartment contains all eight parallel
identical machines. In DL2, departments in DL1 disaggregated into two duplicates each
having four machines. In DL4, there are four dugdks of each department type, each
having two machines. DL8 represents a completedriduted layout where each machine is
regarded as a department duplicate. Departmentcdtgplrelocation cost and capacity per
department duplicate are doubled from DL8 to DL44@o DL2, and DL2 to DL1 since the

number of machines per duplicate is doubled astingber of duplicates decreases.
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We use a grid layout with>8 = 48 equal sized grids for locating machinedlid@plication
levels. Details for varying duplication levels @jigen in Table 5.5 and Figure 5.2. Size of a
duplicate in X and Y coordinates is given in Dugtie Size column of Table 5.5 in terms of
the number of grids. For varying duplication leyeBuplicate Relocation Cost column
shows the scaling of machine relocation cost camiig the number of machines per

duplicate. DDFLP column contains the X and Y scalkthe optimization problem, where
the size of the DDFLP problem isX¥¥ departments and 8 periods.

Distances between department duplicates are sfmledrying duplication levels to have an
equal sized 86 facility for all duplication levels represented Figure 5.2. We use center-

to-center rectilinear distances between departnocenters, which are given in the last
column of Table 5.5.

Table 5.5. Characteristics of department duplicates

Distance Betwee
Centers of Adjacent
Duplicate Size| Duplicate Relocation Cost DDFLP |Departments
X Y r=1 r=15 r=50 X Y X Y
DL1] 4 2 8 120 400 2 3 4 2
DL2 2 2 4 60 200 4 3 2 2
DL4| 2 1 2 30 100 4 6 2 1
DL8 1 1 1 15 50 8 6 1 1
r : relocation cost per machine
DL1 DL4
Y Y
AAAADDDD AAlc C|E E|c C
AAAAIDDDD DD|BB|DD|[AA
ccccleBBBB FHEHAABB
ccccleBBBB EEHDOFHDDIO
EEETEFFFH BHCAOAAFH
EEEEFFFHy CG¢FFKFEEB B
DL2 DL8
Y Y
A Alc Cc|A A|D D Alc|p|ale]|c]|B]|E
A Alc C|A A|D D E|B|F|D|F[B[D|C
D D(B B|E E|C C Al Dl B| F| | O H H
D D|B B|E E|C C Eld A §AH 4O
F F|E E|F A B B B HOHBGGAH
F FIE ElF A B By ABACdAHADdy

Figure 5.2. Grid layout for duplication levels whéetters A-F represent machines of

different department types and rectangles repretapdartment duplicates
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DSALAB Settings

If we consider the DDFLP size, we have 6 departn@&ipieriod problems for DL1. The
number of departments is 12, 24 and 48 for DL2, Bhd DL8, respectively.

Each of the 64 factorial combinations for eachhe& 80 problems is solved by DSALAB
starting from a random initial layout with paranmstgiven in Table 5.6. These parameters
are based on our SALAB settings by consideringsilze of the problems. DL1 uses the
6D10P SALAB settings, DL2 uses the 15D10P SALARisgs and both DL4 and DL8 use
30D10P SALAB settings.

Table 5.6. DSALAB parameters

a A TERMCOND
DL1 0.997 1,440 5,000,000
DL2 0.998 7,500 30,000,000
DL4 0.998 12,000 60,000,000
DL8 0.998 12,000 60,000,000

For the case of = «, a static distributed layout (SDFLP) is consideosdr periods. Flow
matrix of a product is found by summing up its flomatrices over all periods. The inner
loop iteration limit &) and terminating condition (TERMCOND) of SA, givenTable 5.6,
are divided by the number of periods for SDFLP.

Simulation Settings

Each solution of DSALAB is simulated for 30 replicams by the SIMAN model described

in Chapter 4. One additional parameter neededifiaulation is the period length, which is

decided considering the workload in time units.tAe processing route length is distributed
uniformly between 2 and 8, the expected number perations is 5 for a product. The
expected process time per operation is 55 minutes she process time is also uniformly
distributed between 10 and 100 minutes. With d aéaand of 400 unit loads of products
per period, the expected workload of a period & ¥® x 55 minutes. This load is randomly
distributed among 48 machines hence the periodHecan be 400 x 5 x 55 / 48 = 2292
minutes. However, there is variability due to ramdgeneration of processing routes,

interarrival times, product types and process tinfderefore, to prevent the system from
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overutilization and to avoid long interperiod trdios times, twice this period length
(PL=4583 minutes) is used in all runs. As this periedgth still causes bottlenecks and
close to 100% utilization of some machines, thrames the original period length
(PL=6875 minutes) is also tried when the total demamDD. Transporter velocity is taken
as 4 unit distance per unit time, which does nstiltén overutilization of the transporter for
the selected period length values. This velocitgdsided by experimentation, with the aim
of keeping the transporter utilization relativebyd and not allowing it to be a bottleneck
resource. The purpose is to isolate the MHS efferisthat the effects of demand
characteristics and distribution of machines caoliserved clearly. In simulating DSALAB
solutions, we want the realized period length tochmse to the intended value (4583 or
6875), with a small interperiod transition perceetaand without underutilization and

overutilization of the machines and the transporter
Implementation details of DSALAB and simulation gieen in APPENDIX C.
5.2 Results of DSALAB

Average results for 30 problems are given in T&bleand in APPENDIX D. We report on
the three (relocation, empty travel and full trjwadst components and percent improvement
of these cost components from the initial solutionall factor combinations. NMR stands
for the number of machine relocations. CPU timgii®n in minutes. According to these
results, if the high utilization case (period deoharf 400 with period length of 4583) is
ignored, DSALAB has an average absolute deviatioB.82% from the simulation results
for the flow cost. This value is 7.48% for the higtiization case. In the high utilization
case, since the average interperiod transitionstiane 35-145 % of the period length, a large
portion of the current period’s demand is actuptyduced in the subsequent period(s). That
is, the periods overlap to a large extent, and #reynot separated as intended. This results in
a relatively large deviation of DSALAB results fraime simulation results. SDFLP € o)
also has a long interperiod transition time but@SALAB results do not deviate much from
the results of simulation in terms of flow costcgnhe values of decision variables do not
change by period. Interperiod transition times fangher discussed under the results of
simulation runs. With an Intel Dual Core 2.33 GHz, it takes approximately 20 minutes to
solve the DL8 case, which is a 48 department dafgi@and 8 period dynamic distributed
facility layout problem. The CPU time is less tham minutes for r =0, as this is a single

period or static distributed facility layout probie
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Table 5.7. Improvement details and results for D8BL(average over 30 problems)

LS

r=1

IMPROVEMENT % FROM INITIAL COST NMR CPU

DEMAND ML DL[RELOCATION EMPTYFLOW FULLFLOW TOTAL | RELOCATION EMPTYFLOW  FULLFLOW TOTAL| AVG MAX |AVG
200 1 1 79.51 3.46 20.76 13.24 55.73 24,916.75 24,677.71 49,650.2Q 55.73 96| 0.3
200 1 2 19.90 5.99 26.12 14.83 214.67 26,788.92 16,334.11 43,337.69214.67 280 3.0|
200 1 4 15.21 8.48 31.48 15.87 244.20 27,047.20 9,648.49 36,939.84244.20 27§ 10.3
200 1 8 16.05 9.87 27.09 14.33 245.97 27,368.35 7,646.81 35,261.13245.97 275 19.4
200 2 1 90.49 3.01 19.36 12.34 25.87 24,949.94 24,913.24 49,889.04 25.87 88| 0.3
200 2 2 19.90 4.82 25.23 13.79 214.67 27,233.12 16,633.53 44,081.32214.67 288 3.0
200 2 4 15.81 5.85 30.37 13.83 242.47 27,985.05 10,027.32 38,254.84242.47 274 10.4
200 2 8 15.80 6.79 27.33 12.14 246.70 28,453.03 7,799.62 36,499.33246.70 267| 19.64
400 1 1 78.24 3.46 20.77 13.19 59.20 49,833.00 49,352.38 99,2445 59.20 112 0.3
400 1 2 11.54 6.25 25.72 14.79 237.07 53,385.42 32,826.60 86,449.04237.07 272 3.0
400 1 4 13.91 8.43 31.25 15.74 247.93 54,110.65 19,343.58 73,702.14247.93 286 10.3
400 1 8 14.96 9.62 27.40 14.27 249.17 54,882.36 15,199.77 70,331.30249.17 268 19.4
400 2 1 89.41 3.01 19.37 12.14 28.80 49,898.35 49,824.10 99,751.23 28.80 88 0.3
400 2 2 20.70 4.92 25.18 13.81 212.53 54,460.68 33,235.41 87,908.63212.53 272 3.0
400 2 4 14.05 5.97 30.20 13.84 247.53 55,905.89 20,064.14 76,217.5¢247.53 280 10.4
400 2 8 12.81 6.90 27.05 12.14 255.47 56,796.36 15,676.87 72,728.70255.47 282 19.9

r=15

200 1 1 91.47 3.29 20.37 18.3¢ 348.00 24,957.30 24,790.67 50,095.96 23.20 56| 0.3
200 1 2 81.09 5.40 24.11 19.0q 760.00 26,900.01 16,747.05 44,407.06 50.67 108 3.0
200 1 4 67.45 7.94 29.92 20.25 1,406.00 27,176.61 9,855.20 38,437.82 93.73 16§ 10.4
200 1 8 66.18 9.09 25.49 18.99 1,486.50 27,583.82 7,799.87 36,870.18 99.10 140 19.5
200 2 1 98.43 2.85 19.01 17.84 64.00 24,989.32 25,008.67 50,061.99 4.27 24/ 0.3
200 2 2 88.81 4.38 22.98 18.5¢ 450.00 27,356.26 17,084.86 44,891.12 30.00 112 3.0
200 2 4 65.23 5.68 28.06 18.17 1,502.00 28,017.76 10,359.79  39,879.55100.13 196 10.5
200 2 8 66.71 6.59 24.50 17.14 1,463.00 28,532.42 8,103.58 38,099.00 97.53 199 19.7
400 1 1 89.61 3.37 20.45 15.6¢ 424.00 49,874.79 49,530.29 99,829.07 28.27 64 0.3
400 1 2 62.44 5.72 25.99 16.64 1,510.00 53,646.34 32,740.49 87,896.82100.67 200 3.0
400 1 4 45.60 8.10 30.78 17.03 2,350.00 54,301.23 19,491.55 76,142.78156.67 226 10.4
400 1 8 48.04 9.51 26.86 15.99 2,283.50 54,939.89 15,296.19 72,519.58152.23 203 19.5
400 2 1 95.98 2.95 19.19 14.99 164.00 49,925.23 49,918.19 100,007.42 10.93 32[ 0.3
400 2 2 62.54 4.31 24.50 15.27 1,506.00 54,722.52 33,533.61 89,762.13100.40 192 3.0
400 2 4 46.69 5.84 28.83 15.11 2,303.00 55,921.40 20,474.91 78,699.31153.53 214 10.5
400 2 8 47.06 6.88 26.35 13.94 2,326.50 56,806.03 15,783.60 74,916.13155.10 194 19.7
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Table5.7. (Continuec

r=50

IMPROVEMENT % FROM INITIAL COST NMR CPU

DEMAND ML DL|RELOCATION EMPTYFLOW FULLFLOW TOTAL | RELOCATION EMPTYFLOW FULLFLOW  TOTAL | AVG MAX [AVG
200 1 1 99.12 2.82 18.64 29.30 120.00 25,076.12 25,263.81 50,459.93 2.40 32| 0.31
200 1 2 95.77 4.22 22.82 30.74 566.67 27,195.99 17,086.49 44,849.1$11.33 56| 2.89
200 1 4 90.79 6.53 25.42  33.0§ 1,326.67 27,556.77 10,438.66 39,322.1026.53 56| 9.89
200 1 8 88.03 7.49 21.52 3242 1,753.33 28,034.63 8,185.59 37,973.59$35.07  60(18.39
200 2 1 100.00 2.72 18.85 29.43 0.00 25,025.57  25,061.33 50,086.91 0.00 0| 0.30
200 2 2 98.21 3.71 22.61 30.83 240.00 27,552.02 17,174.41 44,966.43 4.80 40| 2.87]
200 2 4 95.19 4.73 25,54 33.04 693.33 28,241.00 10,668.55 39,602.8413.87 38| 9.97
200 2 8 91.00 5.54 20.85 31.9¢ 1,318.33 28,802.10 8,449.81 38,570.2926.37  56(18.67
400 1 1 95.88 2.95 19.84 21.69 560.00 50,085.03 49,917.33100,562.3¢11.20 32| 0.30
400 1 2 89.90 4.88 2513 23.23 1,353.33 54,215.00 33,031.97 88,600.3127.07 60| 2.89
400 1 4 77.66 6.99 28.92 23.87 3,216.67 54,939.66 19,998.74 78,155.07164.33 108 9.91
400 1 8 78.46 8.78 24.07 23.57 3,155.00 55,299.50 15,895.16 74,349.6663.10 107]18.49
400 2 1 99.61 2.73 18.92 21.55 53.33 50,046.33 50,071.62100,171.28 1.07 16/ 0.30
400 2 2 93.33 4.32 2279 2244 893.33 54,734.18 34,395.38 90,022.8917.87 76| 2.88
400 2 4 81.60 5.54 27.75 23.1§ 2,650.00 56,125.76  20,794.82 79,570.5§53.00 102 10.34
400 2 8 79.44 6.21 2354 21.84 3,011.67 57,184.62 16,411.40 76,607.69{60.23 136 19.34

r=o

200 1 1 - 1.23 16.79 9.80 - 25,650.13  25,392.00 51,042.13 - -| 0.02
200 1 2 - 4.81 22.72 12.7( B 27,475.94 17,162.66 44,638.6 - -| 0.29
200 1 4 - 4.03 2779 11.74 - 27,553.84 9,864.80 37,418.64 - -| 0.83
200 1 8 - 8.29 20.33 11.34 B 27,800.23 7,947.69 35,747.91 - -| 1.57
200 2 1 - 251 16.93 10.47 - 25,141.94  25,061.33 50,203.2§ - -| 0.02
200 2 2 - 4.50 26.14 14.14 B 27,493.76  16,730.67 44,224.43 - -| 0.29
200 2 4 - 4.55 30.75 13.2§ - 28,040.33 9,972.65 38,012.99 - -| 0.83
200 2 8 - 6.51 2472 1134 - 28,450.68 8,061.79 36,512.44 - -| 1.58
400 1 1 - 1.23 16.79 9.80 B 51,300.25 50,784.00 102,084.2 - -| 0.02
400 1 2 - 4.81 2281 1274 - 54,951.77  34,266.67 89,218.44 - -| 0.29
400 1 4 - 3.97 27.67 11.6§ B 55,161.49 19,772.30 74,933.79 - -| 0.83
400 1 8 - 8.17 20.07 11.29 - 55,657.81 15,970.47 71,628.2§ - -| 1.57
400 2 1 - 251 16.93 10.47 B 50,283.88  50,122.67 100,406.5' - -| 0.02
400 2 2 - 4.50 2598 14.04 - 54,985.67 33,528.00 88,513.61 - -| 0.29
400 2 4 - 4.70 30.36 13.27 - 55,979.31 20,073.53 76,052.84 - -| 0.83
400 2 8 - 6.67 2453 11.41 B 56,817.26  16,176.66 72,993.93 - -| 1.58§




Total Cost

Improvement of DSALAB for relocation, full and ergg¥!HS and total cost figures is given
in Table 5.7 as the average over 30 problems. Toast of the random initial layout with
optimal flow allocations accounting for only thdlfiravel cost, is improved by 17% on the
average. Most improved case is where50. DSALAB improves all cost components of the
randomly generated initial solutions but improvemparcentage of the full travel cost is
always higher than that of the empty travel castgéneral, empty travel cost is improved
better for ML1 and DL8. Full travel cost is bestpiraved for DL4. Improvement in the
relocation cost is larger for DL1 since moving 8llmachines in a single department

duplicate has higher impact.

In terms of the cost components, results for diffierperiod demands and mix levels are
given in Figures D.1 through D.4 in APPENDX D. Acdimg to these figures, relocation
cost has an insignificant share in the total cblse highest portion of the total cost is due to
empty travel. This cost component slightly increabg duplication level but the rate of
increase decreases from DL1 to DL8. DSALAB makes flow allocation decisions
considering only the full travel cost and this niewe a negative effect on the empty travel
cost while duplication level is increased. Fulvihcost decreases by duplication level but
this decrease slows down after DL4. While disagafieg large departments into smaller
ones, decrease in full travel cost is so largeiti@ease in relocation and empty travel costs
become insignificant, resulting in improved totalst Total cost decreases by 27% from
DL1 to DL8 but the least improvement is 3%, from HDto DL8 with respect to DL1.

Similar patterns are observed for all period dem@)jdand demand mix (ML) levels.

A decrease in total cost by department disaggregas expected since departments are
restricted to stay together in DL1, but they carvenfyeely in distributed cases. However, it
is experimentally seen that the decrease in tatstl lows down after DL4. Hence, we can

conclude that DL4 is a sufficient distribution |éf@ our problem instances.

Machine Relocations

Average number of machine relocations is plottegiresy duplication levels in Figure D.5
for different period demand, demand mix and reflocatost levels. Since the graphics have

similar trends, overall averages are given in FeduB for the three relocation cost levels.

According to Figure 5.3, the number of machine catmns has an increasing trend by

duplication level. Since the number of machinesdegrartment duplicate decreases by DL,
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it is easier to relocate a duplicate having onlg amachine in DL8, compared to a duplicate

having eight machines in DL1.

300

250 -
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100 -
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1 2 4 8

Figure 5.3. Number of machine relocations vs. dapion level

From DL1 to DL8, the number of machine relocatiansreases by 207, 110 and 43 for
relocation costs of 1, 15 and 50, respectively. e\av results of DL4 and DL8 do not differ
much. From DL4 to DL8, the number of machine relmres change by 4, 0 and 7 for
relocation costs of 1, 15 and 50, respectively. Loachine relocation cost case has the
largest number of relocations as expected. Theeligmachine relocation cost case, 50,
results in fewer than 50 machine relocations oratrexage. It should be noted that relatively
low machine relocation costs are used in the ewparis to be able to observe machine

relocations.

5.3 Results of Simulation Runs

Averages over 30 problems for all experimentaldacombinations are given in Tables E.1
through E.4 in APPENDIX E. Respective graphics giren in Figures E.1 through E.5.
Since the same pattern is observed for most faobonbinations, graphics for overall
averages are given in this section. Three utilimatevels are shown in the results: 400x2
(period demand is 400 and period length is 4583)x3 (period demand is 400 and period
length is 6875) and 200x2 (period demand is 200p&mibd length is 4583).
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Selected period length value given above is usedlidirmine the arrival rate in the
simulation model, e.g. mean time between arrivats4D0x2 case is found as 4583 / 400.
With the constant transporter velocity of 4 unistdince per minute, generated processing
times, processing routes and given period lengthega actual period length is realized as
different from the selected period length. Realipedod length is the time interval between
the last departure of the previous period’'s demand the last departure of the current
period’s demand. Realized period lengths from theikation runs are 4600, 4947 and 6903
on the average for 200x2, 400x2 and 400x3, respdytiThe motivation for the 400x3 case
is that the simulation could not achieve the selégieriod length value in the 400x2 case,
which results in relatively large interperiod trdios times. In the 400x2 case, interperiod
transition time is between 35% and 145% of the ktian period length whereas it is less
than 15% for finiter cases of 400x3 and 200x2. 100% interperiod tramsipercentage
means that interperiod transition lasts for a mkribhis can be interpreted as some of the
demand of the current period is produced in thesegbent period. For the total travel cost,
DSALAB results do not deviate much from the simlatresults having a small interperiod

transition time as explained under the results SADAB.

We want the realized period length to be closehtoselected value (4583 or 6875), with a
small interperiod transition percentage and withoentlerutilization and overutilization of
machines and the transporter. This is achieved®0x3 and 200x2 cases with a transporter
velocity of 4 unit distance per minute. On the ager, interperiod transition is 10% and
12%, maximally used department duplicate utilizatis 45% and 54% and transporter
utilization is 28% and 38% for 200x2 and 400x3pesdively. However, the highly utilized
400x2 case has interperiod transition percentageé086, maximally used department
duplicate utilization of 71% and transporter udlibn of 57% on the average. Maximally
used department duplicate utilization refers to M&X DEPT UTIL % column in
APPENDIX E. It is the average of utilizations ofettmaximally used duplicates of all
department types. Although the average departmslzations are relatively low, they

exceed 90% in certain cases.

It is observed that simulation period length valaed interperiod transition percentages are
larger for infiniter (SDFLP) compared to finite On the average, for finite it is 9%, 52%
and 9% whereas for infinite, it is 13%, 83% and 22% for 200x2, 400x2 and 40Q0x3
respectively. Moreover, for infinite, maximally used department duplicate utilizatign i
51%, 73% and 60% for 200x2, 400x2 and 400x3, résmde. On the other hand, for finite

r, maximally used department duplicate utilizatis3%, 70% and 52% for 200x2, 400x2
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and 400x3, respectively. Therefore, congestiomfimite r case is higher compared to finite

I cases.

In terms of the computation time, with a PentiumlINdGHz PC, it takes nearly 7 minutes to
simulate the DL8 cases. DL4 simulation lasts apipmately 3 minutes and run time of DL2

and DL1 is less than 2 minutes.

Total Transporter Utilization

According to simulation runs, the effect of duptioa levels on the total transporter
utilization is shown in Figure 5.4. Data points d@he averages of 30 problems over 4
relocation cost and 2 demand mix levels. Full anapty travel costs show the same
characteristics as full and empty transporter aailons since cost is a linear function of
utilization.
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Figure 5.4. Total transporter utilization vs. daption level

Increasing the duplication level reduces the tttahsporter utilization but this effect is
insignificant after DL4. It reduces by 20%, 26% af68% from DL1 to DL8 but
improvement from DL4 to DL8 with respect to DL10s3%, 1.8% and 1.9% for 400x2,
400x3 and 200x2, respectively. The same patteatsts observed for individual graphics in
Figure E.1, which means that behavior of transpastenostly dependent on the duplication
level. Decreasing trend of total transporter wilian can be explained by the fact that
department duplicates are not forced to be group&l 8. Hence the less constrained case,

DL8, has the least total transporter utilizatiogsulting in the minimum total travel cost.
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However it is experimentally found that there isissignificant improvement after DL4.

Total Cost

Total cost includes the relocation cost and theetraost of the transporter according to the
simulation runs. In all cases of Figure E.2, insie@ the duplication level generally reduces
the total cost. Travel cost is a linear functiortrahsporter utilization, and it was found that
total transporter utilization does not change mfroim DL4 to DL8. Since relocation cost
increases from DL4 to DL8, disaggregation from Db4DL8 becomes insignificant also for
the total cost. Moreover, for finiteof the highly utilized 400x2 case, DL8 has worssutts
than DLA4.

200x2 and 400x3 cases are plotted in Figure 5.8raggly for finite and infinite. For finite

r cases, total cost decreases by 23% from DL1 to Wh&reas the improvement from DL4
to DL8 with respect to DL1 is only 1%. For infinitecases, total cost decreases by 29%
from DL1 to DL8 whereas the improvement from DL40b8 with respect to DL1 is 2%.
Infinite r cases have higher improvement since no relocatisn is charged for SDFLP
whereas increasing relocation cost by departmestgdregation causes a smaller
improvement for finite cases. It is seen from Figure 5.5 (b) and (d) Miat and ML2 have

similar patterns for total cost since total worklaoa the same in both situations.
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Figure 5.5. Total cost vs. duplication level, (APX2 cases for finite,
(b) 200x2 cases for infinite (c) 400x3 cases for finite (d) 400x3 cases for infinite
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In addition, according to the individual graphicskigure E.2, 400x2 has higher cost than
400x3. The resulting configuration found by DSALA& D = 400 is better simulated by

400x3 since it has shorter interperiod transitioretthan 400x2.

Work-1n-Process (WIP)

We have considered WIP as the main measure of stogen the system. Production lead
times might also have been considered for thisqeepHowever, there are 8 product types
each having a different processing route in eacth®f30 problems, and their production

lead times show such a large variability that trerages are not very meaningful.

Increasing the duplication level increases WIPllicases of Figure E.3. Increase in WIP by
disaggregation can be explained by the utilizatidndepartment duplicates. When the
machines of a department are grouped to lay togetHeL1, overutilization risk is smaller.
All products are routed to a single department idap having 8 parallel machines, and the
probability of finding an empty resource is high fbe product coming to a department. On
the other hand, for the case of DL8, there is amg machine in each department duplicate.
Flow allocation aims at reducing the transportattoist, and the workload is not equally
distributed among the duplicates. Some duplicata® hmore flow allocated to them, they

are highly utilized, and they cause WIP accumutasind congestion.
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Figure 5.6. WIP vs. duplication level, (a) 200x2esfor finiter,
(b) 200x2 cases for infinite (c) 400x3 cases for finite (d) 400x3 cases for infinite
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Specifically, 400x2 runs and = « case of 400x3 runs, have much longer interperiod
transition times and close to 100% machine utilire, resulting in very high WIP levels.
This is an indication of a highly congested systéttually, 400x2 case does not seem to
have a sufficiently long period length. Therefat@0x2 results are excluded from the overall
average results shown in Figure 5.6 which are gaiotbr 200x2 and 400x3 cases and finite
and infiniter. For the finite r cases in Figure 5.6 (a) and if@rease up to DL4 is relatively
smaller. Total increase from DL1 to DL8 is 112% wdas it is 42% from DL1 to DL4.

For the case af=c and 400x3 given in Figure 5.6 (d), the WIP leais much higher even
though a long period length is used. In Figure(b)éand (d), whem =0, no relocations are
allowed. This case corresponds to the static Higed layout or SDFLP. The reason why
WIP is higher in this case is that congestion ifinite r case is high at certain machines
compared to finite case. For infinite, maximally used department duplicate utilizatien i
51%, 73% and 60% on the average for 200x2, 40062480x3, respectively. On the other
hand, for finite r, maximally used department dcgaié utilization is 43%, 70% and 52% for
the same cases. Moreover, for DL1, the maximalgdudepartment duplicate utilization is
nearly the same for all other factor combinatidhss independent of for the finite case.
However, for other duplication levels, it is larder infinite r compared to finite. For finite

r cases, flow allocations are changed for each galiering the optimization procedure,
however SDFLP is a single period problem. In thethematical model, capacities of
department duplicates in SDFLP are used as eigigstilarger compared to finitecases
since eight periods are aggregated. Also, the #itdacation remains unchanged throughout
all 8 periods whereas the demand changes. Therafalmlanced flow allocation risk is
higher for SDFLP, resulting in high interperiod nsétion percentages, utilizations, WIP

levels and congestion.

High WIP is more pronounced in demand mix level Mlsince workloads of some
departments are high compared to others in ML1 edwemorkloads of departments are
balanced in later periods in ML2. Therefore, riloeerutilization is high in ML1 compared
to ML2.

WI P versus Total cost

Individual graphics for the WIP versus the totastcand the total transporter utilization are
given in Figures E4 and E5. Since travel costlisear function of the transporter utilization
and relocation cost has a small share in total, deigjures E.4 and E.5 have similar

characteristics. Therefore, we concentrate onetaionship between total cost and WIP in
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this section. The highly utilized 400x2 case isleded from the overall average results

shown in Figure 5.7.

The mathematical model considers only the tranaport and relocation costs. WIP is not
considered in the optimization procedure and dinity observed in the simulation. Therefore,

WIP is observed according to the minimum transpiaraand relocation costs configuration.
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Figure 5.7. WIP (vertical axis) vs. total cost (laontal axis), (a) 200x2 cases for finite
(b) 200x2 cases for infinite (c) 400x3 cases for finite (d) 400x3 cases for infinite

If we consider the total cost and WIP as two oljest there is a clear tradeoff between the
two, as shown in Figures E.4 and 5.7. Accordingriure 5.7, increasing the duplication

level reduces the transportation cost but incretsesVIP. From DL4 to DL8, a decrease of
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100 units in total cost increases WIP by 1.3, @ &.4 unit loads for finite, ML2 of
infinite r and ML1 of infinite r, respectively. From DL1 toLB, a decrease of 100 units in
total cost increases WIP by 0.04, 0.1 and 0.3 lagitls for the same cases. Therefore,
duplication from DL1 to DL4 has a smaller rate mérease of WIP compared to duplication
from DL4 to DLS8.

The overall rate of increase in WIP from DL1 to Dik&.11, 0.16 and 0.38 for finite ML2

of infinite r and ML1 of infiniter, respectively. The rate is higher in infinitecases,
particularly in ML1 of infiniter case, since these cases are more congested cdnipare
finite r and ML2 cases. The reason for the congestion finite r and ML1 cases are

explained in the work-in-process section.

On the average, total cost decreases by 23% frohtDLDL8 and 2% from DL4 to DLS.
WIP, on the other hand, increases by 42% from DL.Dt4 and 70% from DL4 to DL8

with respect to DL1, for finite cases.
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CHAPTER 6

CONCLUSION

Concluding Remarks

In this thesis, we have studied the facility laypublem and explored the effect of facility
layout design on the operational performance of gheduction environment. Our study
concerns three perspectives: the dynamic facibtyolit problem (DFLP), integration of
empty travel cost into the layout problem formwdatand dynamic distributed facility layout
problem (DDFLP).

We focus on equal sized departments, which represachine tools used in production.
According to our literature review of the dynamiacility layout problem, simulated
annealing (SA) is a promising solution method féiLIP. We propose a modification on SA
Il algorithm of McKendall et al. (2006) by slightighanging its neighborhood definition.
Parameters of the new algorithm, SALAB, are expentally set. We propose four variants
of SALAB as SA*, SALAB-R, SALAB-1 and SALAB-2. Afteupdating the best known
solutions using the ones found in this study, SAERBinds the best solution for 31 of the
48 problems of Balakrishnan and Cheng (2000) arsltha smallest average deviation,
0.05%, from the best known solutions. It is follalMey SA Il of McKendall et al. (2006)
with 23 best results and an average deviationXfi%. 18 new best solutions are obtained in
this study, 3 by SA*, 11 by SALAB-R, 2 by SALAB-Ihd 4 by SALAB-2.

We then modify SALAB-R, renamed as DSALAB, to sothe dynamic distributed facility
layout problem, which tries to minimize total (falhd empty) travel cost and relocation cost.
Several experimental factors are used to creatardinenvironments. Finally, simulation is
used to explore the operational performance of ingnduplication levels and demand
characteristics for the dynamic distributed layalisained by DSALAB.

We observe that DSALAB results do not deviate minchn the simulation results except for
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the finite relocation cost runs of the high utitiba case. The high utilization case has large
interperiod transition times that cause a relayivialge deviation. Infinite relocation cost
case represents the static facility layout prob{8mFLP), in which decisions do not change
over periods, resulting in small deviations althodgving relatively high utilization levels.
According to improvement characteristics of DSALARIII travel cost of the initial
configuration is improved more compared to the gntratvel cost. DSALAB improves the

initial solution by 17% on the average.

Total cost decreases by disaggregation of depatsmémo smaller ones, but the
improvement is insignificant when departments haeee than four duplicates. Moreover, it
is observed that relocation cost has the smallestesin the total cost of the dynamic

distributed layouts.

According to simulation results, by increasing tHaplication level, total transporter
utilization and total cost reduces whereas WIPeases. However, disaggregation into more
than four department duplicates has a relativelgigmficant improvement in total
transporter utilization and total cost. The averaghiction in total cost is 23% from DL1 to
DL4 and 2% from DL4 to DL8. It is also observedtthdlP has a smaller increase up to
duplicate level four compared to that for disaggtem from duplicate level four to eight.
For the finiter cases, the average increase in WIP is 42% from tOLDL4 and 70% from
DL4 to DL8 with respect to DL1. According to thedeoff curves of WIP and total cost, the

tradeoff is stronger for the more utilized cases.

As a result, the fully distributed case, in whickpdrtment duplicates have only one
machine, is not necessarily the optimum when bb#h travel cost and the WIP are
considered. Moreover, duplication level four (DLlig)a critical point for the problems and
factors used in this study since further disagdgiegadoes not significantly improve the
travel and relocation costs whereas it largely aases the WIP. This is because
overutilization risk of department duplicates igthin small sized duplicates having fewer

parallel machines.

Future Research I ssues

Proposed algorithm for DFLP, SALAB-R is a meta-listic implementation for the
dynamic layout problem. Therefore it can be imprbby hybrid applications. Other initial
layout configurations and restart of the algorittam also be considered. Proposed algorithm

for DDFLP, DSALARB is also a meta-heuristic and damimproved by hybrid applications.
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Moreover some other solution methods can be stuitiedhe DDFLP model which is a
nonlinear mixed integer problem. In particular, #rapty travel cost can be considered in

flow allocation in addition to the full travel cost

For the DDFLP model, we assume that departmeniahips have equal capacities to have a
balanced utilization and less congested system.edemneffects of other strategies and slack

capacities on material handling cost and WIP cafuftber analyzed.

We assume that relocation cost of duplicates iedamall departments but it can vary over
department types. In relocation, there is also dpportunity cost of not being able to
produce anything. This can be reflected in the tdation by making the relocated machine

unavailable for one period.

We introduce the empty travel cost of transporteder the assumption that there is one
transporter or random selection rule from multiplensporters is implemented. However
other strategies can be formulated and introduced dynamic distributed layout

formulations. Better strategies for different pemiance measures can be found in this

manner.

The overall demand volume and overall available ax@n be made dynamic as well. One
may increase demand volume and add new machinedioee implying expansion of the

facility.

Another factor affecting the performance of theduetion environment is the production
and transportation batch sizes of products. In shigly, we assume that production and
transportation batches have the same size (urd).lddoreover no set-up time is incurred
while produced part type is changed. Mathematimahfilation and simulation model can be

modified to include these factors.

We analyze the distributed facility considering &lgsized duplicates which equally share
the machines of the same department type. Howawglicdtes with varying sizes can be
considered for the distributed layout design. Thgout problem can be studied on

continuous scale instead of using the grid layout.

We consider the center of the rectangular areaeagput and output point of a department
duplicate. A more realistic approach can be apphigdusing different input and output
points and deciding on their locations around tfem af department duplicate. Location of

entrance and exit points to and from the system w@lag be considered as additional
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decisions.

Distributed layout may have advantages on produndgad times since it has the flexibility

to construct alternative short processing pathsidening the processing routes of products.
Therefore, one may concentrate on distributed layoodels that consider lead times or
WIP. We use the relocation cost and full and emp#yvel costs of transporter as the
objective of layout design. However, an approximatesed form WIP or lead time

formulation can be developed using queuing netwesults and used in the objective
function. Moreover, a multi-criteria approach caa bsed in both the dynamic and
distributed layout design problems, consideringiotss cost components and operational

performance measures.
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APPENDIX A

EXPERIMENTS FOR ITERATION LIMIT AND
COOLING RATIO SETTINGS

6D5P

A: 30, 180, 360, 720, 1440, 1500, 1600, 2000

a: 0.95, 0.99, 0.996, 0.997, 0.998

EachA anda combination is tested on 5 problems with 3 diffetfieitial solutions
6D10P

A:360, 720, 1440, 2400, 2500, 2880, 3000

2:0.99, 0.996, 0.997, 0.998

EachA anda combination is tested on 5 problems with 3 diffetfieitial solutions
15D5P

A:75, 1125, 2000, 2500, 3000, 3200, 3800

2:0.99, 0.996, 0.997, 0.998

EacthA anda combination is tested on 5 problems with 3 differaitial solutions
15D10P

A:2250, 5000, 6000, 6500, 7000, 7500

2:0.996, 0.997, 0.998

EacthA anda combination is tested on 3 problems with 3 differaitial solutions
30D5P

A:6000, 7000, 7800, 8500, 10000

a: 0.996, 0.997, 0.998

EachA anda combination is tested on 3 problems with 3 diffetfieitial solutions
30D10P

A:10000, 12000, 15000

2:0.996, 0.997, 0.998

EachA anda combination is tested on 3 problems with 3 diffetfieitial solutions

The following notation is used for reporting theuks in Figures A.1 through A.6 and
Tables A.1 through A.6:

Alpha: Cooling ratio

A: Number of moves permitted at each temperatwel J&imit on inner loop iteration count.

Last Best N: Number of moves until the best sohuts found (average of the problems tested at each
o andA combination).

Dev % : Percentage deviation of the best cost fautid SALAB from the best known cost reported

by McKendall et al. (2006) (average of the probleéested at eacdn andA combination).

Best: Number of times the best known solution isfib for problems tested at eaclhndA

combination.
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Figure A.1. Dev % results for 6D5P settings

Table A.1. 6D5P Settings

Alpha A TastBestM Dev% Besi
0.99C 360 68,11€¢ 0.00 15
0.95C 2,000 74,294 0.00 15
0.99€¢ 180 88,07¢ 0.00 15
0.99C 720 128,56: 0.00 15
0.99&¢ 180 130,45¢ 0.00 15
0.99¢ 360 141,32¢  0.00 15
0.997 360 200,682 0.00 15
0.99C 1,44¢C 219,66z 0.00 15
0.998 360 237,067 0.00 15
0.99C 1,600 237,60z 0.00 15
0.99C 1,500 249,26¢ 0.00 15
0.99¢ 720 260,89:  0.00 15
0.99C 2,000 295,95¢ 0.00 15
0.997 720 329,70:  0.00 15
0.99€ 1,440 379,72z 0.00 15
0.99€ 1,500 433,79t 0.00 15
0.998 720 446,45 0.00 15
0.99¢ 1,600 464,54¢ 0.00 15
0.997 1,44C 534,80C 0.00 15
0.99€¢ 2,000 576,99¢ 0.00 15
0.997 1,500 613,737 0.00 15
0.997 2,000 627,66¢ 0.00 15
0.997 1,600 636,85¢ 0.00 15
0.99¢8 1,44C 700,55¢ 0.00 15
0.99¢ 1,500 707,35¢ 0.00 15
0.99¢8 1,600 708,91C 0.00 15
0.99¢ 2,000 831,99¢ 0.00 15
0.95C 1,600 68,12C 0.00 13
0.95C 1,500 59,097 0.01 14
0.997 180 111,94¢ 0.01 14
0.99¢ 30 34,87¢ 0.01 13
0.99C 180 37,245 0.02 12
0.95C 1,44¢C 56,22¢ 0.03 14
0.95C 720 29,524 0.03 10
0.997 30 20,80 0.05 11
0.99€ 30 18,19C 0.07 11
0.95C 360 15,16¢ 0.11 8
0.95C 180 7,068 0.14 8
0.99C 30 8,160 0.16 7
0.95C 30 1,918 0.62 3
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Figure A.2. Dev % results for 6D10P settings
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Table A.2. 6D10P Settings

Alpha A LastBestN Dev % Best
0.997 1,440 1,627,259 0.01 14
0.997 2,880 3,106,051 0.01 14
0.996 2,500 2,020,057 0.01 13
0.998 1,440 2,275,422 0.01 13
0.996 2,880 2,384,307 0.01 13
0.996 3,000 2,426,053 0.01 13
0.997 3,000 3,090,197 0.01 13
0.998 2,400 3,626,606 0.01 13
0.998 2,500 3,820,747 0.01 13
0.998 3,000 4,472,275 0.01 13
0.997 2,500 2,625,237 0.02 12
0.990 2,400 825,817 0.02 12
0.998 720 1,195,652 0.02 12
0.996 2,400 1,855,140 0.02 12
0.997 2,400 2,392,610 0.02 12
0.998 2,880 4,255,731 0.02 12
0.990 2,500 824,887 0.02 12
0.997 720 812,376 0.03 11
0.996 1,440 1,117,920 0.03 9
0.996 720 609,453 0.03 9
0.990 3,000 990,425 0.04 12
0.998 360 616,978 0.04 9
0.990 2,880 943,265 0.04 9
0.990 1,440 510,563 0.06 7
0.997 360 425,041 0.07 7
0.996 360 314,799 0.08 5
0.990 720 264,107 0.09 6
0.990 360 129,850 0.14 5
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Figure A.3. Dev % results for 15D5P settings

4000

Table A.3. 15D5P Settings

Alpha A LastBestN Dev % Best|
0.998 3,000 7,636,484 0.43 1
0.998 2,000 5,002,198 0.43 2
0.998 3,800 9,382,435 0.43 1
0.997 3,200 5,303,326 0.43 2
0.998 3,200 7,764,491 0.43 2
0.996 3,800 4,838,619 0.45 3
0.996 2,500 3,181,836 0.45 1
0.998 2,500 6,376,310 0.46 1
0.997 3,800 6,249,410 0.46 2
0.997 2,500 4,111,355 0.47 1
0.997 3,000 5,035,647 0.47 2
0.998 1,125 2,811,060 0.48 2
0.996 3,000 3,764,917 0.48 2
0.996 3,200 4,060,723 0.53 0
0.997 1,125 1,923,593 0.53 0
0.996 2,000 2,543,759 0.54 1
0.990 3,800 1,936,138 0.54 1
0.997 2,000 3,456,693 0.54 0
0.990 3,000 1,519,597 0.58 0
0.990 3,200 1,618,461 0.59 0
0.990 2,500 1,256,665 0.61 0
0.996 1,125 1,433,662 0.63 0
0.990 2,000 1,067,050 0.64 0
0.990 1,125 583,175 0.73 0
0.998 75 205,300 1.00 0
0.997 75 136,860 1.09 0
0.996 75 105,533 1.11 0
0.990 75 43,333 1.48 0
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Figure A.4. Dev % results for15D10P settings

Table A.4. 15D10P Settings

Alpha A LastBestN Dev % Best]
0.998 7,500 21,811,182 0.26 0
0.998 6,000 17,575,041 0.27 1
0.997 7,500 14,652,396 0.28 0
0.996 7,000 10,558,336 0.29 2
0.998 5,000 14,644,984 0.29 1
0.997 6,000 11,781,145 0.29 0
0.997 6,500 12,575,895 0.29 2
0.997 5,000 9,763,056 0.35 0
0.998 6,500 19,679,266 0.36 0
0.996 5,000 7,492,534 0.36 0
0.996 6,500 10,021,095 0.37 1
0.997 7,000 14,085,384 0.37 0
0.998 7,000 20,322,481 0.38 0
0.996 7,500 11,191,619 0.39 0
0.996 6,000 8,834,196 0.40 0
0.998 2,250 6,773,309 0.42 0
0.996 2,250 3,404,277 0.49 0
0.997 2,250 4,578,746 0.51 0
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Figure A.5. Dev % results for 30D5P settings

Table A.5. 30D5P Settings

Alpha A LastBestN Dev % Best|
0.998 10,000 28,970,108 -0.01 4
0.998 8,500 25,137,849 0.00 6
0.997 10,000 19,638,710 0.10 3
0.997 7,800 15,444,749 0.14 2
0.998 7,000 20,435,752 0.14 3
0.996 7,800 11,721,288 0.15 3
0.998 7,800 22,892,674 0.17 2
0.997 7,000 14,059,368 0.18 1
0.997 6,000 11,683,826 0.18 3
0.998 6,000 17,797,077 0.19 2
0.996 8,500 12,666,771 0.22 3
0.996 10,000 14,934,010 0.23 1
0.997 8,500 16,517,165 0.25 1
0.996 7,000 9,989,832 0.30 0
0.996 6,000 8,886,193 0.31 1
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Figure A.6. Dev % results for 30D10P settings

Table A.6. 30D10P Settings

Alpha

A

Last Best N Dev % Best]

0.998
0.998
0.998
0.997
0.997
0.997
0.996
0.996
0.996

12,000
15,000
10,000
12,000
15,000
10,000
10,000
12,000
15,000

40,295,472
49,867,332
34,600,373
25,922,308
33,136,543
22,017,694
16,310,018
20,475,555
25,230,101

0.10
0.11
0.14
0.19
0.19
0.21
0.21
0.23
0.30

N W W W wdh b O




APPENDIX B

DETAILED RESULTS FOR SALAB

SA*, SALAB-R, SALAB-1 and SALAB-2 are tested on 48enchmark problems of
Balakrishnan and Cheng (2000).

For SA* and SALAB-R, each problem is solved fivendéis starting with different random
initial solutions. Both the average and minimuntteése five results are reported in Tables
B.1 through B.4. Notation used in these tables iokhows.

BESTKNOWN: Best known solution before SALAB runs

PR#: Problem number

D: Number of departments

P: Number of Periods

AVGCOST: Average of five for SA* and SALAB-R

ADEV%: Percentage deviation of AVGCOST from BESTKW® for SA* and SALAB-R
MINCOST: Best of 5 for SA* and SALAB-R

MDEV%: Percentage deviation of MINCOST from BESTKW®I for SA* and SALAB-R
DEV%: Percentage deviation of COST from BESTKNOWbhi SALAB-1 and SALAB-2
CPUMIN: Average CPU time in minutes on a Pentiuml8GHz PC.

AVGDEV: Average percentage deviation over all 48pems
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Table B.1. SA* results

P D P| AVGCOST ADEV% MINCOST MDEV% BESTKNOWN CPU MIN
1 6 5 106,419 0.00 106,419 0.00 106,419 20
2 6 5 104,834 0.00 104,834 0.00 104,834 20
3 6 5 104,320 0.00 104,320 0.00 104,320 20
4 6 5 106,399 0.00 106,399 0.00 106,399 20
5 6 5 105,628 0.00 105,628 0.00 105,628 20
6 6 5 103,985 0.00 103,985 0.00 103,985 20
7 6 5 106,439 0.00 106,439 0.00 106,439 20
8 6 5 103,771 0.00 103,771 0.00 103,771 20
9 6 10 214,313 0.00 214,313 0.00 214,313 38
10 6 10 212,175 0.02 212,134 0.00 212,134 .38
11 6 10 208,174 0.09 207,987 0.00 207,987 .38
12 6 10 212,742 0.10 212,741 0.10 212,530 .38
13 6 10 210,906 0.00 210,906 0.00 210,906 .38
14 6 10 209,952 0.01 209,932 0.00 209,932 .38
15 6 10 214,252 0.00 214,252 0.00 214,252 .38
16 6 10 212,588 0.00 212,588 0.00 212,588 .38
17 15 5 481,069 0.13 480,453 0.00 480,453 D.96
18 15 5 485,584 0.17 484,761 0.00 484,761 D.96
19 15 5 490,114 0.28 489,059 0.06 488,748 D.96
20 15 5 486,379 0.41 484,446 0.01 484,405 D.96
21 15 5 488,842 0.23 488,044 0.07 487,722 D.96
22 15 5 487,910 0.25 486,898 0.04 486,685 D.96
23 15