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ABSTRACT

BUSINESS FAILURE PREDICTIONS IN ISTANBUL STOCK EXCHANGE

Tekel, Onur
MBA, Department of Business Administration

Supervisor: Assoc. Prof. Dr. Ramazan Sart

June 2009, 46 pages

This study aims to develop business failure prediction models using the data of
selected firms from ISE markets. The sample data comprise ten selected financial
ratios for 27 non-going concerns (failed businesses) and paired 27 going concerns.
Two non-parametric classification methods are used in the study: Artificial Neural
Networks (ANN) and Decision Trees. The classification results show that there is
equilibrium in the classification of the training samples by the models, but ANN
model outperform the decision tree model in the classification of the testing
samples. Further, the potential usefulness of ANN and Decision Tree type data
mining techniques in the analysis of complex and non-linear relationships are

observed.

Keywords: Artificial Neural Networks, Decision Trees, Business Failure

Prediction, Data Mining
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ISTANBUL MENKUL KIYMETLER BORSASI’NDA ISLETME
BASARISIZLIGI TAHMINLERI

Tekel, Onur
Yiiksek Lisans, Isletme Béliimii

Tez Yoneticisi: Dog. Dr. Ramazan Sari

Haziran 2009, 46 sayfa

Bu galismada IMKB pazarlarindan segilmis sirketlerin verileri kullanilarak
isletme basarisizig1 tahmin modelleri gelistiriimeye ¢alisilmistir. Orneklem verisi
27 adet basansizlifa ugramig sirket ile onlarla eslenmis 27 adet faaliyetlerine
devam eden sirketin se¢ilmis onar adet mali oranindan olusmaktadir. Calismada
iki adet parametrik olmayan simiflandirma yontemi kullamlmistir; Yapay Sinir
Aglart (YSA) ve Karar Agaglari. Smiflandirma sonuglan aligtirma érnekleminin
siniflandirmasinda modellerin dengede oldugunu gostermektedir, ancak YSA
modeli test drnekleminin siniflandirmasinda karar agact modeline tistiin gelmistir.
Ayrica, YSA ve Karar Agact gibi veri madenciligi tekniklerinin kompleks ve

lineer olmayan iligkilerin analizindeki potansiyel faydalar gézlemlenmistir.

Anahtar Kelimeler: Yapay Sinir Aglari, Karar Agaclar, Isletme Basarisizlif
Tahmini, Veri Madenciligi
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CHAPTER 1

INTRODUCTION

Making good decisions is directly related to reducing the unstability and uncertain
conditions that each and every decision-maker encounters. In a frequently
changing business atmosphere, educated guesses about the future afe really
valuable, because these guesses give the organizations the chance of being ready
against the situations that are unusual. Thus, every professional .uses forecasting

methods to be able to see at least one step ahead from their current position.

Forecasting methods can be examined in two broad categories: qualitative
methods (depend on subjective assessments of people, known also as
“judgmental methods™), and quantitative methods (which are mechanical
procedures and depend on manipulation of the historical data, known also as
“objective methods™). Judgmental techniques are generally useful when the
raw data that is needed to run a mathematical method is not present, Thus,
decision-makers are forced to make rough estimates by using judgmental
methods. Although these methods are very useful, they are biased toward the
user group who develops them. Quantitative methods category can be
examined in two segments: time series and causal. Time series techniques
heavily rely on historical data which is measured in successive and equal time
periods. The causal methods use the links between variables and the effects of
variables on the change of another variable. (Chase and Charles 1997)

Whatever the method is, usually an accurate forecast means significant increases
in revenue, decreases in expenses, or both. Moreover, costly mismatches of
capacity to demand can often be avoided through consistent forecasting, and thus

professionals who are responsible for monetary decisions become effective in cost

controlling issues (Freeman 2003).



Statistical classification, which is a type of causal forecasting, is a procedure of
placing individual items into groups, based on quantitative information about the
characteristics of these items. Some well known statistical classification methods
are: logistic regression (L.R), decision trees, neural networks and discriminant
analysis. These methods are used heavily in prediction of financial performance
studies. Some of these studies are credit risk measurement (Altman and Saunders
1998), business failure prediction (Beaver 1966), and financial distress prediction
(Chen and Du 2009). The results of these studies are important for a group of
people and financial institutions who care about the financial position and the
lifetime of the firms. Investors, financial market specialists, creditors,

stockholders and managers are some of the main stakeholders within this group.

The expectations of the stakeholders in Turkey are not different from the rest of
the world, Knowing that fact, this study examines the potential usefulness of
financial ratios in the prediction of business failures in Turkey. In this study,
“listing” status of the firms in the Istanbul Stock Exchange (ISE) markets is used
as an indicator of financial performance, and the firms which were permanently
delisted from the ISE markets are thought as “Financially unsuccessful”. Within
this frame, ANN and decision tree methods were used to classify “listed” and
“delisted” firms which were selected for the study, using the key determiner
characteristics of financial ratios. The results of the models that were developed
using the methods above were compared to show the similarities and differences

in the prediction capabilities of two methods.

Looking to the business failure prediction studies that were done for the Turkish
case, it can be said that most of these studies were done for the banking sector.
Moreover, studies that compare non-parametric techniques are relatively rare.
Therefore with this study, it is tried to compensate the need for a study which
compares two non-parametric techniques and examines the sectors other than the

banking sector.




The structure of the rest of the study is as follows. In the next chapter, relevant
literature about the prediction of financial performance issues is reviewed.
Chapter three includes the generation of the data set, and the explanation of the
variables and methods used in the study. ANN and decision tree models are
developed in chapter four. Chapter five presents the results that are derived from

the study and finally chapter six concludes.



CHAPTER 2

LITERATURE REVIEW

As a main title, “financial performance prediction” has been studied by scholars
more than a half century. Under this main title, “prediction of bankruptcy”,
“prediction of business failures”, “prediction of stock performances”, “corporate
financial distress prediction” are the subtitles that comes to minds first. It will
probably not be wrong to say that the study pioneered all these titles, belongs to
Beaver (1966). In this study, key accounting ratios of some failed and non-failed

firms are compared at a point in time within a univariate analysis frame.

Beaver’s univariate study was improved by Altman (1968) by the application of
multivariate approach. In this study (also known as Z-score model), Altman used
linear discriminant analysis for the first time to develop a business failure
prediction model. This model used a set of financial ratios (actually five ratios) to
obtain a way of measure which makes a distinction between failed and non-failed
firms. Moreover, this model proved to be successful in predicting business

failures in 94% of the initial sample,

After Altman (1968)’s study, several studies that uses discriminant analysis to
predict business failures were made. Deakin (1972) used the same 14 ratios that
Beaver (1966) used, and tried to find a linear combination of these ratios which
best predicts a potential business failure. Edmister (1972) tested the usefulness of
financial ratios in predicting failures of small businesses. Blum (1974) constructed
a model called “The Failing Company Model” by examining three general

denominators (liquidity, profitability and variability) underlying the cash-flow



framework. Altman et al. (1974) developed a multiple discriminant model for
assessing the credit worthiness of commercial loan applicants in textile sector of
France. Altman et al. (1977) constructed a second generation model with several

improvements to the Z-score approach.

There are models that are constructed with methods besides discriminant analysis.
Ohlson’s (1980) Logit model and Zmijewski’s (1984) Probit model tried to obtain
the probabilities of firm failures and measure the effects of some specific
variables on these probabilities. In addition to that, Zmijewski (1984) examined

sampling biases on the selection of the firms in his study.

Coming to the non-parametric techniques, decision trees and artificial neural
networks are the well known ones. Decision {rees are irees that classify data,
based on the attribute values. Aftributes are represented by nodes and values are
represented by branches in a decision tree. Friedman’s (1977) RPA (Recursive
Partitioning Algorithm), Kass’ (1980) CHAID (Chi squared Automatic Interaction
Detector) algorithm, Breiman’s (1984) CART (Classification and Regression
Trees) algorithm and Quinlan’s (1986, 1993) ID3 (Iterative Dichotomiser 3) and
C4.5 (an extension of ID3) algorithms are the most known decision tree
algorithms. Frydman et al. (1985) applied RPA to their financial distress model
and compared this technique to discriminant analysis. ID3 method was applied in
credit scoring by Carter and Catlett (1987) and corporate failure prediction by
Messier and Hansen (1988). Chung and Tam (1993) compared 1D3 method to two
other inductive learing algorithms by applying these methods to a construction
project assessment task and a bankruptcy prediction task. Shirata (1998) studied
the bankruptcy in Japan in her empirical study with a CART model. Koh and Low
(2004) used CHAID algorithm in their going concern prediction study which they
compared the usefulness of neural networks, logistic regression and decision trees.
In this study they observed that decision tree going concern prediction model
outperformed neural network and logistic regression models. Chen et al. (2006)

made a comparative study for the prediction of business failures in China. In this




study, they used logistic regression, neural network, decision tree (CHAID), and
linear discriminant analysis models. They found logistic regression and neural
network models as optimal prediction models for this study. Doumpos and
Zopounidis (2006) explored the combination of different classification methods in
developing efficient models for credit risk assessment. Within this context they
used CART algorithm. Koyuncugil and Ozgulbas (2007) examined small and
medium-sized enterprises of Turkey in their study. In this study, they created
financial performance profiles of these enterprises by using CHAID algorithm,
and also they tried to develop an early financial performance warning mechanism

for these enterprises.

Artificial neural networks can be defined as computational (or mathematical)
models inspired by the nature of biological neural networks. A neural net is made-
up of simple processing elements called neurons, units, cells, or nodes. Each
neuron is connected to other neurons by directed communication links with
associated weights, and these weights represent information that is used to solvé a
problem (Fausett 1994). Odom and Sharda (1990)’s study was one of the first
studies that applied ANN to bankruptcy prediction. In this study, they used
Altman (1968)’s financial ratios as the inputs of the ANN model that they created
for a number of bankrupt and solvent US firms. They also created a multiple
discriminant analysis (MDA) model as a comparison. Tam and Kiang (1992)
studied bank failure prediction and made a comparison between ANN and some
other methods (MDA, LR, k-nearest neighbor (kNN), 1D3). Empirical results of
this study showed that ANN offered better predictive accuracy than the other
methods used in t-his study. Salchenberger et al. (1992) studied prediction of thrift
failures. In their study they compared neural networks and logit models in
accuracy of predicting the failures, and observed that the ANN model
outperformed the LR model. Fletcher and Goss (1993) built an ANN and a LR
model using the company failure data of the study of Gentry et al. (1985), and
compared these models according to their accuracy in predicting the bankruptcies.
The result of this study showed that the ANN model predicted the bankruptcy data




better than the LR model. Wilson and Sharda (1994) made an explanatory study
that compared the predictive capabilities of ANN and MDA. Both of the models
used Altman (1968)’s five financial ratios as inputs and the dataset which includes
some bankrupt and non-bankrupt firms, was obtained from Moody’s Industrial
Manual. In this study, authors suggested that the ANN model outperformed the
MDA model in predicting the corporate bankruptcy. Boritz and Kennedy (1995)
studied bankruptcy prediction by comparing a number of techniques including
different neural network procedures, MDA and LR. In this study, they also used
the bankruptcy prediction models that were developed by Altman (1968) and
Ohlson (1980) as benchmarks. However, the results of the comparisons were
inconclusive, or with their own words, neural network solutions didn’t achieve the
“magical” results. Fernandez and Olmeda (1997) compared ANN with MDA, LR,
C4.5 and MARS (Multivariate Adaptive Regression Splines) in their study which
examines Spanish banking sector. According to this study the ANN model had a
better accuracy level. On the other hand, the authors showed that when two or
more methods were combined the predictions generally were more accurate than
any single method in the study. Kiviluoto (1998) used self-organizing maps
(SOM), which is an ANN approach, in his study of classifying Finnish firms
according to financial situation of being healthy or bankrupt-prone. As a result, he
showed that an unknown firm could be easily and quite reliably characterized on
the basis of its position on the map. Lin and McClean (2001) made a bankruptcy
prediction study by using the financial ratios of bankrupt and non-bankrupt firms
from UK. They applied MDA, LR, C5.0 (a decision tree algorithm), ANN and
hybrid classifiers to the data, but before applying the methods they used human
judgment and ANOVA (analysis of variance) techniques for selecting the
appropriate ratios from a group of financial ratios. At the end of the study, they
found the ANOVA feature selection was better than the human judgment feature
selection except for MDA, and also ANN and decision tree methods showed
better performance than the statistical methods. Moreover, hybrid classifiers that

used more than one method were better than all methods in predicting the failure




in the first year. Charitou et al. (2004) developed failure prediction models for UK
public industrial firms using LR and ANN. They observed that ANN models
achieved the highest overall classification rate of 78%. Brockett et al. (2006)
examined the ability of two statistical (MDA and LR) and two neural network
(back-propagation and learning vector quantization (LVQ)) models to identify
financially troubled life insurers. This study showed that the neural network
models outperformed the traditional statistical approaches. Boyacioglu et al.
(2009) aimed to apply and evaluate four different neural network models, support
vector machines and three multivariate statistical methods to the problem of
predicting bank failures in Turkey. Results of this study showed that two neural
network models (multi-layer perceptron (MLP) and learning vector quantization
(LVQ)) could be considered as the most successful models in predicting the

financial failure of banks.

In this particular study, ANN and decision tree techniques were used to develop
models that classify the selected firms according to their financial performances
and using financial ratios. With this study it was aimed to compensate the need for
a study which compares non-parametric techniques and examines the positions of

sectors other than the banking sector for the Turkish case.




CHAPTER 3

DATA AND METHODS

3.1 Data and Variables

The data set used in this study was obtained from the Istanbul Stock Exchange
(ISE)’s website and includes the data of two groups of firms. Firms from the first
group are those whose stocks were de-listed (it can be explained as a financial
performance failure) from the ISE markets permanently as from 2000. Firms from
the second group are those whose stocks are presently listed in the ISE markets.

Selection procedure for these two groups is as follows:

Group 1 (de-listed group) consists of 27 firms, which were directly selected from
the list that was published in the ISE website' according to the following criteria.
The first criterion was the availability of the financial statements of the firms in
the ISE web site. It was a problematic issue to reach the financial statements of
these firms since they were de-listed. It was only possible to reach the statements
for the years prior to the year that the firms were de-listed. This situation raised

the question of which year prior to failure should the statements belong to?

Looking to the previous studies, it can be seen that there is not a unique approach
to this situation. For instance Beaver (1966) used the data of the first year before
failure in his study; on the other hand Chen and Marshall (2006) used data that

! See Appendix A for the full list and the source.




belonged two years before failure in their study. There are several different

examples about the usage of the statements in the literature.

In this study, firstly data from the last year prior to failure (or de-listing date) were
tried 1o be used, but the statements were not available for all firms. Therefore, the
availability of data was checked for two years prior to failure for all of the firms.
This time, most of the firms’ statements were available except for a few of them.
A further inspection was done by going two years deeper in the past to see
whether the statements of those years for these exceptional firms were available,
but result was still negative for some of the firms. Due to this data availability
issue and the issue of keeping the predictive accuracy of the data, it was thought

to use the data from two years before the failure for the de-listed group.

The second criterion of the firm selection stage for Group 1 was the sectors of the
firms. In the original list which was downloaded from the ISE web site, there used
to be banks and insurance companies. These firms were excluded from the study
since this kind of financial institutions have different financial statement structure.
Therefore, it was thought that for having a standard form of financial statements

in the study, excluding these firms would be beneficial.

After applying these two criteria, there were 29 firms on hand. In the second part
of this selection process, firms which are presently “listed” (these are Group 2
firms which are going concerns) were selected based upon a paired-sample
design. In this part, previously selected 29 firms were paired with going concerns”
according to their sectors and asset sizes. The core issue in this stage was the asset
sizes. The asset sizes of those 29 firms were obtained from the financial
statements and they were tried to be paired with the going concerns (from the
same sectors) so that the firms in the pairs could have close asset sizes. However,
sometimes finding such pairs was not possible. Therefore, in such situations,

pairing the firms whose asset sizes had the same number of digits (in terms of TL)

2 Financial statements of these going concerns belonged to the year that their failured pairs’
financial staments belonged to.
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or pairing the firms that had at most one digit difference was applied as a heuristic
to match failed firms and going concerns. For instance, a Group 1 firm with TL
300 million asset size, could be paired with a Group 2 firm with TL 400 or TL 40
million asset size, but not with a firm with TL 4 million asset size. By using this
heuristic, it was ensured that the firms in the same pairs had the same scale in

terms of asset sizes.

Two of the Group 1 firms could not be paired with any going concerns in this
stage, because one of them was a very large company and the other one was a
small company. Thus, after the pairing process there were 27 pairs on hand which
meant 54 firms®. In this study, the paired-sample design was applied in order to
provide a control over the factors (sectoral factors and factors caused by size) that

might have affected the predictive accuracy of the study (Beaver 1966).

Financial ratios are generally good predictors of performance, since the
interpretation and the calculation of them are easier than trend and static (vertical)
analyses (Akman and Mugan 2007). Moreover, financial ratios can reveal a
company’s strengths and weaknesses better than the individual items on the

financial statements (Brigham and Ehrhardt 2008).

In this study, 11 variables were used to create the models. 10 of them were
financial ratios and were used as explanatory (independent) variables, and the one
remaining variable was a dummy variable that showed whether a firm was listed
or de-listed. Three criteria were used to select these 10 ratios from the set of ratios
available in the literature. These criteria were 1) popularity in the literature, 2}
performance in the previous studies, and 3) potential relevancy to the study and
computability with the information gained from the financial statements (Beaver

1966 and Altman 1968). The ratios that were used in the study are as follows:

3 See Appendix B.
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Current Ratio (Current Assets / Current Liabilities): “This ratio is a
test of short-term liquidity or in other words it tests a firm’s ability to meet
the short-term obligations” (Akman and Mugan 2007).

Quick Ratio (or Acid Test): “This ratio is calculated by deducting
inventories from current assets and then dividing. the result by current
liabilities” (Brigham and Ehrhardt 2008).

Working Capital / Total Assets: “Working capital is defined as the
difference between current assets and current liabilities. Therefore, this
ratio is a measure of the net liquid assets of the firm relative to the total
capitalization” (Altman 1968). |

Earnings Before Interest and Taxes / Total Assets (Basic Earning
Power): “This ratio shows the raw earning power of a firm’s assets, before
the influence of taxes and leverage and a good measure for comparing
firms with different tax situations and different degrees of financial
leverage” (Brigham and Ehrhardt 2008).

Retained Earnings / Total Assets: “This ratio is a measure of cumulative
profitability over time, and the age of a firm is implicitly considered in this
ratio” (Altman 1968).

Sales / Total Assets (Total Assets Turnover Ratio): “This ratio measures
the turnover of all the firm’s assets or in other words indicates the sales
generating ability of the firm’s assets” (Brigham and Ehrhardt 200'8).
Return on Total Assets: “This ratio measures the profitability of total
resources available to the business. It indicates how efficiently the
management has used the resources to create income” (Akman and Mugan
2007).

Return on Common Equity: “Stockholders invest to get a return on their
money. Therefore, this ratio tells how well stockholders are doing in an

accounting sense” (Brigham and Ehrhardt 2008).

12



- Total Liabilities / Total Assets (Debt Ratio): “This ratioc measures the
percentage of funds provided by creditors, thus it is an indication of
financial leverage used by the company™ (Akman and Mugan 2007).

- Paid-in Capital / Total Assets: “This ratio measures how much of the
firm’s funds are coming from the firm’s capital in terms of percentage. It
is very similar to debt ratio” (Turetken 1999).

In the following sections, predictive models were developed and used to test the
predictive accuracy of these financial ratios. Therefore, in the “Methods” section a
general description of the methods was given and in the “Models” chapter the

predictive models were built by using these methods.

3.2 Methods

“Artificial neural networks (or neural networks) are useful for recognizing
patterns in a data set when the type of the relationships between the dependent and
independent variables is unknown or complex” (Koh and Low 2004). “Neural
networks consist of basic units (nodes) that imitate the behavior of biological
neurons found in the nature” (Berry and Linoff 2004). These nodes are inside the
layers, and a neural network model consists of two or more layers. “Each node
receives inputs from at least one node in a previous layer and combines these
inputs, then generates output to at least one node in the next layer” (Koh and Low
2004) (see Figure 1). In a neural network model, each input has its own weight
and these weights are used to calculate the weighted combination of the input
signals (data) that a neuron receives from the other neurons. These signals
activates the neurons, the neurons process these input signals and transfer the
signals as outputs for the neurons which they are connected to. This is the basic

description of how a neural network processes the data,
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Input B

Node

Figure 1 A Sample Node and Its Data Stream

In a feed-forward neural network, the units are organized into three layers: input
layer, hidden layer and output layer (see Figure 2). Signals flow from input layer
to the output layer through hidden layer. Each unit in the hidden layer is fully
connected to all units in the input layer. “The units in the hidden layer calculate
their output by multiplying the value of each input by its corresponding weight,
adding these up and applying a transfer function” (Berry and Linoff 2004). In the
output layer, a transfer function is applied to the information coming from the

hidden layer again and the final output is obtained.
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Hidden Layer

Input Layer
QOutput Layer

Node

Figure 2 A Sample Feed-Forward Neural Network

>

One of the most popular neural network training methods is “backpropagation’
(BPN). Training is the process of assigning the best weights for the connections
between all units in a neural network. The goal of the training process is setting
the weights in order to make the output as close to the desired output as possible.
The backpropagation algorithm measures the overall error of the network by
comparing the values produced on each training process to the actual value, and
then a group of adjustment procedures are followed to lower the oufput error to an
acceptable level. When the weights on the network no longer change significantly
and the error no longer decreases, the training stops. This is the point that the
network has learned to recognize the patterns in the input. After the training
process the network model is “tested” by using a new set of data that was not used
in the training process. The output that is obtained from here is compared to the
answer which is already known and an accuracy measure is calculated. This
ensures to examine how well the network has learnt to set the correct weights and

recognizes the patterns (Turetken 1999).
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Like artificial neural networks, decision tree models are popular and powerful
data mining techniques for prediction. A decision tree is the structure which has
the ability to divide a large collection of data into successively smaller parts by
applying a group of decision rules. “Basically the decision tree approach begins
by searching the independent variable that divides the sample in such a way that
the difference with respect to the target variable (dependent variable) is greatest
among the divided subgroups” (Koh and Low 2004). “This process continues
repeatedly, and the data is split into smaller groups in such a way that each new
generation of nodes has greater purity than its ancestors with respect to the target

variable” (Berry and Linoff 2004).

There are several decision tree algorithms in the literature. The most popular of
these tree algorithms are Kass’ (1980) CHAID, Breiman’s (1984) CART and
Quinlan’s (1986, 1993) ID3 and C4.5. Among these models CHAID (Kass 1980)
and CART (Breiman 1984) like each other in the way that they build decision
trees, but CHAID differs in the way that it chooses its splits. Instead of the
entropy or Gini metrics for choosing optimal splits, CHAID uses chi square test.
Moreover, CHAID differs from the other three methods in tree generating: CART,
ID3 and C4.5 generate binary trees whereas CHAID can generate nonbinary trees.
“CHAID works all types of categorical and continuous variables, but continuous
predictor variables automatically categorized for the purpose of the analysis”
(Koyuncugil and Ozgulbas 2007). In developing CHAID models, two groups of
variables are used. These are the target variable and the predictor variables that

will explain the target variable. Basically CHAID algorithm operates as follows:

U Stép 1: The best predictor is chosen from the set of the predictor variables
by using a chi square test of independence. The “best” in the previous
sentence means the predictor with the most significant p-value.

s Step 2: By using this predictor the data set is divided into two or more

subsets.
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e Step 3: Each subset coming from Step 2 is divided into new subsets based
on the criterion in Step 1, and this is repeated until it can no longer be split

into statistically significant subsets.
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CHAPTER 4

MODELS

In this part, a specific application of ANN (Multilayer Perceptron) and Decision
Tree (CHAID Algorithm) methods to the data which was mentioned in the “Data

and Variables” section is presented.

4.1 Artificial Neural Networks Model

The ANN model used in this study consisted of “10” input and “2” output nodes.
The input nodes were the financial ratios which were previously mentioned, and
the output nodes were the current status of the selected firms in the ISE market
lists. To state it more clearly, output nodes indicated that whether the selected
firms are still listed in ISE markets (going concern) or permanently de-listed from
ISE markets (failed business). For simplicity a dummy variable called “Status”
was used for creating the output nodes and within this variable “1” stood for the

firms that have failed and “0” stood for the going concerns.

The ANN model used in this study was a multilayer perceptron which is a
feedforward artificial neural network model was built by using SPSS Statistics
17.0 software. Multilayer perceptron is a modification of standard linear
perceptron in that it uses three or more layers with non-linear activation functions.
In this study sigmoid function (see Figure 3), which has an S-shaped curve, was

used as the activation function. The form of this function is presented below:
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(€)= (4.1)

1+e°

“It takes real-valued arguments and transforms them to the range (0, 1)” (SPSS
Statistics 17.0 User’s Manual). The input data was rescaled before it was used in
the network to ensure that all of the scale dependent variables could fit the
requirements of activation function. This procedure was done by subtracting the
mean of independent variables from the related independent variable and dividing

the result by the standard deviation:

X—mean (42)

5
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o

jam]
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Figure 3 Sample Sigmoid Function Curve

The network was trained using backpropagation algorithm. This algorithm can be
summarized in three steps (Berry and Linoff 2004):
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1. The network gets a training example and using the existing weights in the
network, it calculates the output or outputs.

2. Then the error is calculated by the backpropagation algorithm by taking
the difference between the calculated result and the expected (actual
result).

3. The error is fed back through the network and the weights are adjusted to
minimize the error- hence the name backpropagation because the errors
are sent back through the network.

The data set was split into two subsamples. The first subsample that consisted of
19 paired firms (38 firms in total) was used for the training and the second
subsample that consisted of 8 paired firms (16 firms in total) was used for the
testing of the network. In terms of percentage, that equals: 70% or the data was

allocated for the training and 30% for the testing purposes.

The network was built using one hidden layer, and there were “10” hidden units
(nodes) in the hidden layer. The number of hidden units was defined by trial and
error. Starting with “1” hidden units, the number of hidden units was gradually
increased and the optimum results were observed with 10 hidden units. “Sum of

squares error” was used as the classification error for the network.

In Table 1, model summary for the ANN is presented. According to this summary,
15.8% of the training sample is misclassified and Sum of Squares Error (SSE) is
5.308, and 18.8% of the testing sample is misclassified and Sum of Squares Error
(SSE) is 3.229.

Model Summary
Training | Sum of Squares Error 5.308
Percent Incorrect Predictions 15.8%
Testing | Sum of Squares Error 3.229
Percent Incorrect Predictions 18.8%

Table 1 Model Summary for ANN Model
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Table 2 shows the classification results for the ANN model. Looking at the table,
it is observed that 84.2% of the data in the training sample and 81.3% of the data

in the testing sample is classified correctly.

Classification
Predicted
Sample Observed 0 1 Percent Correct
Training O 15 4 78.8%
1 2 17 89.5%
Overal Percentage 44.7%| 55.3% 84.2%
Testing O 7 1 87.5%
1 2 6 75.0%
Overal Percentage | 56.3%| 43.8% 81.3%

Table 2 Classification Results for ANN Model

Predicted by observed chart depicted in Figure 4 is a way of visualizing the
classification results shown in Table 1. This chart displays clustered box plots of
predicted pseudo-probabili’zif:s,4 for the combined training and testing samples.
“The x axis corresponds to the observed response categories and the legend
corresponds to the predicted categories” (SPSS Statistics 17.0 User’s Manual).
The portion of the box plots above the 0.5 mark on the y axis represents correct
predictions shown in Table 1, and the portion below the 0.5 mark represents the
incorrect predictions. As it can be seen from the classification results table, the
network is almost in equilibrium in predicting the cases “0” and “1”. Therefore,
there is not a significant distance between the leftmost and the rightmost box
plots. However, it indicates that the network does better in classifying the 17
cases (de-listed group), since the rightmost box plot has a greater pseudo-

probability than the lefimost box plot.

* Pseudo-probabilites (also called as risk neutral probabilities) are not real probabilities, but
theoretical probabilities under a series of assumptios that helps to simplfy the calculations.
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Figure 4 Predicted by Observed Chart for ANN Model

The ROC (Receiver Operating Characteristic) curve in Figure 5 gives a visual
display of the tradeoff between sensitivity’ and specificity®. The closer the curve
follows the left-hand border and then the top border of the ROC space, the more
accurate the test. The accuracy of the model is measured by the area under the
ROC curve. An area of “1” represents a petfect accuracy and an area of “0.5”
represents a worthless model. According to the area measures presented in Table
3, ANN model has a significant accuracy since the area equals “0.835” for both

case “0” and case “17.

* Sensitivity is the probability that a "positive" case is correctly classified.
® Specificity is the probability that a "negative" case is correctly classified.
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Area Under the Curve

Area
Status 0 0.835
1 0.835

Table 3 Area under the ROC Curve

“Independent variable importance” is a sensitivity analysis that computes the
importance of each predictor in determining the neural network. In Table 4,
importance values and the normalized importance of the independent variables in
the network are presented. “Normalized importance is simply the importance

values divided by the largest importance values and expressed as percentages”

(SPSS Statistics 17.0 User’s Manual).
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Normalized
Importance | Importance
WC/TA . 0.085 54.6%
RE/TA 0.027 17.6%
EBIT/TA 0.156 100.0%
Sales/TA 0.093| - ' 59.9%
TLTA 0.089 57.2%
P-in-C/TA 0.079 50.5%
CA/CL 0.099 63.4%
ROA 0.123 79.1%
ROE 0.143 92.0% 1.
QR 0.107 68.6%

Table 4 Independent Variable Importarice of ANN model

Figure 6 shows the importance values and the normalized importance of the
independent variables in a bar chart. According to this chart, “EBIT / TA” and
“ROE” are the two most important predictors in determining the neural network

model.
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Figure 6 Independent Variable Importance Chart of ANN Model

4.2 Decision Tree Model

The second model used in this study was a decision tree model. CHAID algorithm
was used to develop the model. Basically, CHAID algorithm operates using p-
values adopted from chi square tests of independence. The decision tree model
used in this study was also developed using SPSS Statistics 17.0 software. A short
description of the steps of CHAID algorithm was presented in the “Methods”
section. A more detailed description of the algorithm that was mentioned in the
SPSS Statistics 17.0 User’s Manual is as follows (It is also mentioned in the study
of Koyuncugil and Ozgulbas (2007)):
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. For each predictor variable X, find the pair of categories that gives the
largest p-value with respect to the dependent variable Y. The calculation
of the p-value depends on the type of the dependent variable:

a. IfY is a continuous variable use an F test.

b. If Y is nominal categorical, the null hypothesis of independence of X
and Y is tested. Therefore, a contingency table is formed using classes

" of Y as columns and categories of predictor X as rows. Use Pearson
chi square statistic or likelihood ratio statistic.

c. If Y is categorical ordinal the null hypothesis of independence of X
and Y is tested against the row effects model (with the rows being the
categories of X and columns the cases of Y). Use likelihood ratio
statistic.

. For the pair having the largest p-value, compare the p-value to a

predetermined alpha level, @perge

a. If p-value is greater than @merg., merge this pair into a single
compound category. Then a new set of categories of X is formed, and
you start the process over at step 1.

b. Ifthe p-value is less than dy,epge, 20 On step 3.

. Compute the adjusted p-value for the merged categories by applying

Bonferroni adj ustment’ (generally preferred to use for large samples).

Select the predictor X that has the smallest adjusted p-value and compare

its adjusted p-value to a predetermined alpha level, gy

a. If the adjusted p-value is less than or equal to @gpyir, split the node
based on the set of categories of X.

b. If the adjusted p-value is greater than agy,;,, do not split the node. The
node is a terminal node.

. Continue the tree-growing process until the stopping rules are met.

Independent variables of this model were 10 financial ratios and the dependent

variable was a dummy variable that represented the current status of the selected

firms. The dummy variable was the same variable that was used in the ANN

model, and again “1” stood for the businesses that have failed and “0” stood for

the going concerns.

5% significance level was selected for both splitting the nodes and merging the

categories. Likelihood-ratio method was selected to calculate chi square for

determining splitting and category merging. Split-sample validation was used for

7 “Bonferroni adjustment is to divide the desired bound for the p-value by the number of
comparisons being made, in order to get a confidence of 1-p for all comparisons” {(Berry and
Linoff 2004).
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the validation of the model. The same subsamples that were used in the ANN
model were used in the training and testing phases of this model, which meant
again the training sample had the 70% and the testing sample had 30% of the total

data set.

Table 5 shows the classification results for the Decision Tree model. Looking to
the table, it is observed that 84.2% of the data in the training sample, and 62.5%

of the data in the testing sample is classified correctly.

Classification
Predicted
Sample Observed 0 1 Percent Correct
Training O 16 3 84.2%
1 3 16 84.2%
Overal Percentage 50.0% | 50.0% 84.2%
Testing 0 4 4 50.0%
1 2 6 75.0%
Overal Percentage 37.5%| 62.5% 62.5%

Table 5 Classification Resulis for Decision Tree Model

Figure 7 and Figure 8 show the decision tree diagrams for training and testing
samples. According to these diagrams, the most important independent variable of
the model is “TL / TA” ratio since it stands in the terminal node, and the other
important independent variables are “ROA” and “QR” standing in the child nodes.
According to the findings the main indicator of a going concern is having a “TL /
TA” ratio less than or equal to 0.71, and the reverse is true for the failed

businesses.
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The risk estimation in Table 6 can be thought of as a summary of the
classification results in Table 5. The risk estimate of 0.158 for the training sample
indicates that the category predicted by the model is wrong for 15.8% of the cases,
and similarly the risk estimate of 0.375 for the testing sample indicates that the

category predicted by the model is wrong for 37.5% of the cases.

Risk
Sample |Estimate | Standard Error
Training 0.158 0.059
Test 0.375 0.121

Table 6 Risk Estimate for the Decision Tree Model
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CHAPTER S

RESULTS

In this study, it was tried to figure out whether it was possible to predict business
failures in Turkey, especially in ISE markets, using some certain financial ratios.
Therefore, two non-parametric models were created and their classification

performances were observed.

Table 7 shows the results of the models used in the study. Looking to the
percentages of predictions it can be said that “Multilayer Perceptron™ algorithm
has a better predictive ability in predicting failed businesses {(denoted with “1%)
than its predictive ability in predicting going concerns (denoted with “0”) in the
training sample. On the other hand, there is a balance between the predicted
groups in the second case in training sample where “CHAID” decision three
algorithm is used. As it can be seen from the table, overall classification
percentages of the two models are equal for the training sample and it is 84.2%.
Looking to the literature, it is generally expected that the classification
percentages to decrease in the testing samples. This statement holds true in the
ANN model with a slight decrease in the classification percentage from 84.2% to
81.3% in the testing sample. However, the rate of the decrease is dramatic for the
decision tree model: the classification percentage decreases from 84.2% to 62.5%.
Looking to these results it can be said that ANN model outperforms decision tree

model with its better performance in the testing sample.
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Classification

ANN Model Decision Tree Model
Predicted Predicted
Percent Percent
Sample Observed 0 1 Correct 0 1 Correct
Training O 15 4 78.9% 16 3 84.2%
1 2 17 89.5% 3 16 84.2%
Overal
Percentage 44.7%} 55.3% 84.2%| 50.0%; 50.0% 84.2%
Testing O 7 1 87.5% 4 4 50.0%
1 2 6 75.0% 2 6 75.0%
Overal
Percentage 56.3% 43.8% 81.3%| 37.5% 62.5% 62.5%

Table 7 Classification Summary of the Models Used In the Study

Although the two models have approximately the same classification abilities, the

methods that they use, indicate different ratios as the most important performance

indicators except one. The “Multilayer Perceptron™ algorithm indicates “EBIT /

TA”, “ROE” and “ROA” ratios as the most important predictors in determining
the ANN model. On the other hand, “CHAID” algorithm presents “TL / TA”,

“ROA” and “QR” ratios as the most important predictors in determining the

decision tree model. “ROA” is the only ratio that is selected by both models as

one of the most important predictors.
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CHAPTER 6

CONCLUSIONS AND DISCUSSION

This study explored the potential usefulness of financial ratios in predicting the
business failures of the firms whose stocks were traded in the ISE markets.
Comparative analysis of the classification results indicated that the ANN and
decision tree models have similar performances in the training sample, but the

ANN model outperformed the decision tree model in the testing sample.

The general trend in the business failure literature is to compare the results of the
parametric models with the non-parametric ones, and the results of these
comparative analyses indicate that the models constructed by non-parametric
techniques outperform the models constructed by the parametric techniques most
of the time. However, studiecs which compare non-parametric techniques are
relatively rare. Therefore, in this study it was aimed to compare two non-
parametric techniques to see whether there was a significant difference in their
performance of predicting the business failures. The results of this analysis were
as expected: the prediction performances of these two techniques were almost
equal. In the literature, studies with similar results are common. Koh and Low
(2004) compared three models constructed using logistic regression, ANN and
decision tree techniques and found that all three models gave adequate results.
Among these results the best one belonged to decision tree model. Likewise,
Olmeda and Fernandez (1997) showed in their study about the hybrid classifiers
that ANN and decision tree models had almost the same predictive ability when
they were thought as single models (In this study ANN model was slightly more

successful than the decision tree model).
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There are a number of limitations about the study. One of them is about the
difference between the classification percentages of the ANN and the decision tree
models in the testing sample. This difference might be the effect of the sample
size, because previous studies made in this topic mostly had larger sample sizes.
Therefore, this study was a case specific one and a generalization might only be
possible using larger sample sizes and making the all available tests to measure

the method related effects.

Another limitation of the study might be the number of the financial ratios used to
develop the models. Only ten selected financial ratios were used in the study as a
result of the availability of the data and the computability of the ratios. Including
more independent variables and implementing different models to select the most

appropriate and predictive ones might be a better approach.

Since an ANN model is a “black box”, it is difficult to interpret the exact
relationships that the technique builds in the hidden layer. Because of this it
sometimes becomes difficult to compare the power of ANN to the other
techniques. Moreover, the necessary test statistics for effect assessment are not
available yet. Therefore, ANN and the other data mining techniques do not

replace traditional statistical methods.

In the study, the classification percentages were computed in a simple manner
ignoring the misclassification costs that might occur in the practice. Determining
the potential breakpoints and classification costs might be a point that increases

the power of the models in practice.

Despite the limitations stated above, it can be said that data mining techniques like
ANNs and decision trees are powerful tools as alternatives for commonly used
statistic techniques in predicting business failures. For instance, MDA models can
only be used if the data satisfy some certain statistical assumptions (multivariate

normality and equality of variance-covariance matrices). On the other hand, ANN
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and decision trees do not depend on such assumptions. Therefore, they are

generally more flexible than parametric techniques.

This study suggests that some key financial ratios such as “EBIT/TA”, “ROE”,
“TL/TA”, “ROA” are beneficial for managers (especially managers in Turkey) to
notice and handle some potential problems about their firms. These ratios will
also be significant indicators of performance for the other stakeholders mentioned
in the “Introduction” part. Investors who plan to invest in the stocks of the firms,
banks which loan credits, stock market specialists who make suggestions to their
clients and etc. may support their analysis from some aspects using these
suggestions. Despite the all benefits, financial ratio analysis is not a sufficient way
alone in decision making, and it has to be supported by some other critical
analyses such as sector and company analyses. However, it is beﬁeﬁcial for the
decision makers, since it gives some clues about the potential threats and the

opportunities.
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APPENDIX A

COMPANIES WITH STOCKS DE-LISTED FROM THE ISE MARKETS
PERMANENTLY (*) (AS FROM YEAR 2000)

CODE STOCK DE-LISTING DATE

ARAT ARAT TEKSTIL 11/17/2008

EGIYM EGESER GlYIM 11/17/2008

MEDYA MEDYA HOLDING 11/17/2008

SAPAZ SABAH PAZARLAMA 11/17/2008

ABANA ABANA ELEKTROMEKANIK 5/1/2008

RKSEV RAKS EV ALETLERI 6/15/2007

KOTKS KONITEKS 2/7/2007
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IKTFN IKTISAT FINANSAL KIRALAMA  5/13/2004

METAS METAS 10/8/2003

KEPEZ KEPEZ ELEKTRIK 6/18/2003

AKTAS AKTAS ELEKTRIK 8/16/2002

GUMUS GUMUSSUYU HALI 8/16/2002

SOKSA SOKSA 8/16/2002

TPBNK TOPRAKBANK 1/31/2002

APEKS APEKS DIS TiICARET 1/15/2002

IHFIN IHLAS FINANS 11/7/2001

SVGSH SEVG] SAGLIK HiZM. 7/9/2001
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YABNK YASARBANK 4/3/2001

EMPAS EMSAN PAS.CELIK 10/18/2000

(*) Stocks delisted because of acquisitions are not included.

Source: www.imkb.gov.tr

41




1L 9TSTZS6T

1L £64°6EE'LT

1L SEGTSSTY

SHZIS LASSY ANV SINYUIA dTAIVd

4 XIANAddV

42



0] sSuojaq azZIs Jasse 3G) JeY) ALK (xxx)

SILIAJUO0)) SUI09) (4x)

sassauisng pafrey (x)

1L 9E5°0L8°E

fejequuy Siunwy

1L LEB'TSEY

1L 619146

NYBI "sed ueswy SvdINg

DU 15381

AL

1L YO0V SY

43



JAS VIVd JHL

J XIANAddV

44



FSLLT09LT0

¥rOP90096°0-

CISE006LT°0-

TOZ9EZEEED

TEZTL9600'T  STI06E60L0  PEESTLIETO  £90¥TSLPO0-  SSTETO000

S908ISETFO-

SEVLETIT00-

T99ZESBIL0

TSEISTIIO0

6Z89TSI6TC

2906,2880°0

LSEGZEYSS'T

TITOVSTO'0

BTZZTLSTE0

68012250

ERLTEYHICO

9ZETRSTIE T

SSEPIBI65T

ELZEITLEDD

Z908T008L0

YO6TZTILCO

265091000 S0TEPOL0LC  6PBTLVESLT LBETISLIY O

9TELYTISSTD  EZTS6BSL'Y S6¥EBBSO00  S0/6SLEEZO-

STE0ZECOD0

¥Z58P8ST00

ZLOTYI0EEQ

TIZYE0ZLS Y- SVLIIN ST

45



6630699

8IELEOBLST

TILOEELLYD

9Z8BS5E00

Z988L90ST0

9BIETLLLT D

46



