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ABSTRACT

A COMPARISON OF DATA MINING METHODS FOR PREDICTION AND
CLASSIFICATION TYPES OF QUALITY PROBLEMS

Anakli, Zeynep
M.S., Department of Industrial Engineering
Supervisor : Prof.Dr. Giilser Koksal
Co-Supervisor: Assoc. Prof.Dr. Esra Karasakal

December 2009, 182 Pages

In this study, an Analytic Network Process (ANP) and Preference Ranking
Organization MeTHod for Enrichment Evaluations (PROMETHEE) based approach
is developed and used to compare overall performance of some commonly used
classification and prediction data mining methods on quality improvement data,

according to several decision criteria.

Classification and prediction data mining (DM) methods are frequently used in many
areas including quality improvement. Previous studies on comparison of
performance of these methods are not valid for quality improvement data.
Furthermore, these studies do not consider all relevant decision criteria in their
comparison. All relevant criteria and interdependencies among criteria should be

taken into consideration during the performance evaluation.

In this study, classification DM methods namely; Decision Trees (DT), Neural
Networks (NN), Multivariate Adaptive Regression Splines (MARS), Logistic
Regression (LR), Mahalanobis-Taguchi System (MTS), Fuzzy Classifier (FC) and
Support Vector Machine (SVM); prediction DM methods DT, NN, MARS, Multiple
Linear Regression (MLR), Fuzzy Regression (FR) and Robust Regression (RR) are

v



prioritized according to a comprehensive set of criteria using ANP and

PROMETHEE.

According to results of this study, MARS is found superior to the other methods for
both classification and prediction. Moreover, sensitivity of the results to changes in
weights and thresholds of the decision criteria is analyzed. These analyses show that

resulting priorities are very insensitive to these parameters.

Keywords: Classification, Prediction, Analytic Network Process, PROMETHEE,

Data mining
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TAHMIN ETME VE SINIFLANDIRMA KALITE PROBLEMLERI OZELINDE
VERI MADENCILIGI METOTLARININ KARSILASTIRILMASI

Anakli, Zeynep
Yiiksek Lisans, Endiistri Miithendisligi Boliimii
Tez Yoneticisi: Prof. Dr. Giilser Koksal

Ortak Tez Yoneticisi: Dog. Dr. Esra Karasakal

Aralik 2009, 182 Sayfa

Bu c¢alismada, veri madenciligi literatiiriindeki en yaygin tahmin etme ve
siniflandirma metotlariin  performanslar1  Analitik Ag Siireci (AAS) ve
Zenginlestirme  Degerlendirmeleri  i¢in ~ Siralama  Organizasyon  Metodu
(PROMETHEE) kullanilarak, birden c¢ok kritere gore kalite iyilestirme verisi

Ozelinde degerlendirilmektedir.

Veri madenciliginde siklikla kullanilan tahmin etme ve siniflandirma metotlarinin
kalite iyilestirme de olmak iizere bir ¢cok alanda uygulamalar1 bulunmaktadir. Cok
sayida tahmin etme ve siiflandirma metodu vardir. Ancak, daha 6nce bu metotlarin
karsilastirilmast i¢in yapilan caligmalar kalite iyilestirme verileri igin gegerli
olmayabilir. Ustelik bu ¢alismalarda biitiin karar kriterleri degerlendirilmemistir.
Metotlarin performanslart degerlendirilirken bu kriterler ve aralarindaki etkilesimler

de hesaba katilmalidir.

Bu c¢alismada siniflandirma metotlarindan karar agaglart (DT), sinir aglart (NN),

MARS, lojistik regresyon (LR), Mahalanobis-Taguchi Sistemi (MTS), bulanik
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siiflandirma (FC) ve destek vektdr makinalart (SVM); tahmin etme metotlarindan
da DT, NN, MARS, ¢oklu dogrusal regresyon (MLR), bulanik regresyon (FR) ve
robust regresyon (RR) AAS ve PROMETHEE yontemleri kullanilarak kapsamli bir

karar kriteri kiimesi degerlendirilerek dnceliklendirilmistir.

Bu calismada elde edilen sonuglara gore, hem smiflandirma hem de tahmin etme
metotlar1 iginde, MARS en iyi metottur. Ayrica, elde edilen sonuglarin karar
kriterlerinin agirliklarina ve metotlar arasindaki performans farkini 6lgecek olan esik
degerine olan duyarliligit degerlendirilmistir. Analiz sonuglari, elde edilen

onceliklendirme sonuglarinin bu parametlere duyarliligi olmadigini géstermistir.

Anahtar Kelimeler: Siniflandirma, Tahmin etme, Analitik Ag Siireci, PROMETHEE
Veri Madenciligi
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CHAPTER 1

INTRODUCTION

In data mining (DM) literature, there are several applications of classification and
prediction methods in a variety of areas. Quality Improvement (QI) and control is
one of these areas, tasks such as parameter design, tolerance design, inspection and
screening, quality monitoring and quality analysis. Koksal et al. (2008) review the
DM applications in many of these quality tasks in manufacturing industry.
According to Koksal et al. (2008), classification and prediction are the most

frequently used DM functions used to perform these tasks, in the literature.

This study investigates which classification and prediction method should be
preferred for specific QI and control problems. In this study, we focus on commonly
used classification and prediction methods applied in performing the QI tasks

selected and analyzed by Kdoksal et al. (2008).

The aim of this study is to comprehensively evaluate and compare performance of
the selected classification and prediction methods on the selected quality problems to

guide the QI practitioners and researchers.

An important part of a successful classification and prediction is selection of the
most appropriate method. Even though several methods are available for these
purposes, none of them has been labeled as the best one. According to Bradley
(1997), there is no universally accepted ranking of these methods. For each problem

or case, suggested method may change owing to the nature of the problem.

In the literature, there are many studies comparing and suggesting the classification

and/or prediction methods for different problem areas (Manel, Dias and Ormerod,



1999; Brazdil and Soares, 2000; Moisen and Frescino, 2002; Bradley, 1997, Dhar
and Stein, 1997, Patel, 2003, Koksal et al., 2008). Most of these comparisons are
mainly based on the accuracy performance of the methods. Evaluation of a method

cannot be limited with its one aspect such as accuracy performance.

Indeed, Dhar and Stein (1997) define different aspects such as explicability,
flexibility, response speed and scalability to evaluate performance of several DM
tools. However, these evaluations for each aspect are not aggregated within a context
and methods are not evaluated according to their overall performances on those

aspects.

Patel (2003) also defines several aspects to evaluate some DM methods’
performance, but does not aggregate these evaluations to see the overall performance

of the compared methods.

Moreover, evaluations in Dhar and Stein (1997) and Patel (2003), are not specific to
a problem area. These evaluations represent methods’ average performance on the

defined aspects. These performances may change with different problem areas.

In this study we are interested in prediction or classification based on data collected
for certain types of QI and control tasks. As Rokach and Maimon (2006) state,
quality related data in manufacturing has its own characteristics. Thus, evaluating the
applied data mining methods according to conventional ways is ineffective. Most
significant characteristics of the quality related data are imbalanced classes (such as
defective, non defective), curse of dimensionality (small sized of data, large number

of variables) and mixed type of data.

The performance of the methods, according to aspects such as those defined by Dhar
and Stein (1997) and Patel (2003), may change when applied on quality related data.
Furthermore, QI practitioners may not emphasize a criterion such as, response speed
as much as say call center customer service people. Thus, these evaluations should
not be made independent of the context. An important difference of this study from
the others is that all evaluations concerning the classification and prediction methods

are made within the context of the selected QI and control problems.
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Another important feature of this study is the methodology used to aggregate
significant aspects of the problem context to compare and rank the classification and
prediction methods. The ranking of the selected classification and prediction methods
are obtained by following a mixture of two multi-criteria decision making
approaches: Analytical Network Process (ANP) and Preference Ranking
Organisation MeTHod for Enrichment Evaluations (PROMETHEE). There is an
attempt to combine ANP with PROMETHEE in the literature (Bozkurt, 2007). Both
approaches require decision makers’ or experts’ input in comparing and evaluating
the methods. For this reason, experts with prior experience and background with the
application of these methods on relevant data have contributed to this study.
Information gathered from literature has also been utilized to facilitate the
comparison and ranking process. Furthermore, results of applications of the selected
methods on different data sets have been analyzed to provide additional information

about relationships among some of the comparison criteria.

ANP method is used to find out relative priorities of the decision criteria with respect
to the goal of the problem. ANP handles both interdependencies and feedbacks
between the decision criteria and the goal. Thus, resulting priorities (represented as
weights) may be different than the expected ones, since human brain cannot handle

that much of a complexity.

ANP application results in relative weights of the decision criteria and then these
weights are used as inputs of the PROMETHEE method, which we used to model
preference of the decision makers. This method compares each pair of alternative
classification and prediction methods with respect to each decision criterion and
determines the outranking character of these methods. These characters are
interpreted and the ranking of the alternative classification and prediction methods

are obtained.

Next, sensitivity of the results to changes in weights and thresholds of the decision
criteria is analyzed. In the sensitivity analysis, changes in the ranking of the
alternative methods are studied with changes in the weights and thresholds one at a

time.



It is important to point out that the main aim of this study is to compare and rank
commonly used classification and prediction methods according to important criteria
of the QI and control problems and suggests the most favorable ones especially for
practitioners. Conclusions of this study may not be valid beyond the scope of this
problem. This study investigates which classification and prediction method should
be preferred for specific QI and control problems. These specific problems are also

described in Chapter 2.

In the following sections, a literature review and background is given in Chapter 2.
Several classification and prediction methods, performance measures used to assess
these methods and the most common multi-criteria decision making tools are
introduced in this chapter. Moreover, some background information is provided for
the methods used in this study. In Chapter 3, the ranking approach of this study, ANP
and PROMETHEE applications for classification and prediction methods are
presented. Interpretation of the results and sensitivity analysis are also presented in

this chapter. Finally, concluding remarks are provided in Chapter 5.



CHAPTER 2

LITERATURE REVIEW AND THEORETICAL BACKGROUND

In the recent years, knowledge discovery from databases (KDD) and data mining
(DM) has been widely applied in various fields. Data mining can be defined as
extraction of interesting (non-trivial, implicit, previously unknown and potentially
useful) patterns or knowledge from huge amount of data (Han and Kamber, 2001).
Classification and Prediction are the most familiar and popular data mining functions

(Han and Kamber, 2001; Rokach and Maimon, 2005).

Data mining approaches can be applied in different areas and Quality Improvement
(Ol) and control is one of them. The literature presents several studies that examine
the data mining methods in QI. For instance, Huang (2005) uses decision tree method
to identify important factors influencing the percentage of defectives. Kang (2000)
suggests integrated machine learning approaches for solving certain quality
problems. Fan et al. (2001) integrate the concepts of quality control, data mining, and
process knowledge. Koksal et al. (2008) provide a review of DM applications on

selected QI problems.

During this study, the literature is reviewed in mainly three different areas:

1. Classification and prediction methods in DM
2. Performance measures of classification and prediction methods

3. Multi-criteria decision making approaches for comparing alternatives



2.1 Classification and Prediction Methods in Data Mining

Koksal et al. (2008b) present a review of DM applications on selected QI problems.
These selected QI problems are product/process quality description, predicting
quality, classification of quality and parameter optimization. In this study, we also
focus on the classification and prediction DM methods’ performance on these
selected QI problems. Classification and prediction methods widely used in literature

are listed in Table 2.1.

Classification is used to forecast future values of categorical data. Major
classification algorithms are Statistical based (S-based) algorithms, Decision Tree-
based (DT-based) algorithms, Artificial Neural Network-based (ANN-based)
systems and other classification algorithms (Kdksal et al., 2008b).

S-based algorithms such as generalized linear models (GLZ) such as logistic
regression (LR) and naive bayesian classifier (NBC) use statistical techniques. DT-
based algorithms generate rules by using ‘if then’ type structures. ID3, C4.5, C5.0,
Chi-squared automatic interaction detection (CHAID) and classification and
regression tree (CART) are widely used DT based algorithms. ANN-based systems
are used to model complex relationships. ANN-based systems can represent both
linear and non-linear relationships. They consist of input, hidden and output layers
and between these layers there are weighted connections. These weights are updated
during the learning phase. Widely used forms of ANN are perceptron, radial basis
function (RBF), competitive ANN (CompetANN), Probabilistic NN (PNN), bayesian
NN (BNN) and rectangular basis function network (RecBFN) (Koksal et al., 2008b).

Other classification algorithms consist of k-nearest-neighbours (KNN) which is a
distance based algorithm, Genetic Algorithm (GA) combined with rough set theory
(RST), fuzzy set theory (FST), support vector machines (SVM), entropy network
(EN) and association rule-based methods (Kdksal et al., 2008b).



Table 2.1 Classification and prediction methods commonly used for quality problems

Methods Algorithm Some References
MLP with BP Braha and Shmilovici (2002);
Kim et.al. (2003); Han et. al
Neural Network (NN) based methods (1999)
SOM
Braha and Shmilovici (2002
(for both classification and prediction) raha and Shmilovici ( )
Recurrent NN
Feedforward BB Kim and Lee (1997)
C4.5 Braha and Shmilovici (2002)
CHAID Huang and Wu (2005)
Decision Tree (DT) based methods
C5.0 Bakir et al. (2007); Huang
(for both classification and prediction) ) and Wu (2005)
Li et al. (2003); Chien et. al.
CART (2006)
Statistical based methods MLR Kim and Lee (1997)
(for prediction ) NLR Kim et al. (2003)
Multivariate Adaptive Regression Splines .
Yerlikaya (2008
(MARS) MARS ya (2008)
(for both classification and prediction) Uysal and Giivenir (1999)
Logistic Regression (LR) Yenidiinya (2009) ; Grimm_
(for classification) LR and Yarnold (1994); Agresti
(1996)
The Mahalanobis-Taguchi System (MTS) Taguchi et al. (2001); Ayhan
(for classification) MTS (2009)
FC Functions Ozer (2009)
i ; i Fuzzy Rule Based
Fuzzy Classifier (FC) (for classification) Meier et al.(2007)

Methods (FRBM)

Support Vector Machine (SVM)
(for classification)

SVM

Cristianini and Taylor (2000)

Fuzzy Regression (FR) (for prediction )

Fuzzy Functions

Kilig (2009); Ip et. al. (2003)

Robust Regression (RR) (for prediction )

Huber-M

Avet (2009)

LMS

Ortiz et al. (2006)

Prediction is performed to forecast future values of continuous type data. Koksal et

al. (2008b) list the major prediction algorithms as follows: S-based methods, DT-
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based methods, ANN-based methods and others. Multiple Linear Regression (MLR),
nonlinear regression (NLR), time series analysis (TSA) and response surface
methodology (RSM) are widely used statistical based methods. CART is the DT
based method used in predicting quality. The most widely used ANN based methods
for predictions are multi-layer perceptron (MLP), RBF and BNN. Case-based
reasoning (CBR), fuzzy adaptive network (FAN), info-fuzzy network (IFN) and

abductive network (AN) are among the other methods used for predicting quality.

In addition to these methods mentioned above there is a relatively new technique
Multivariate Adaptive Regression Splines (MARS). MARS is a very powerful
regression based method used to fit models especially to large and complex data sets

(Uysal and Giivenir, 1999; Kdksal et al., 2008b, Yerlikaya, 2008).

Compared classification and prediction methods in this study, accuracy data

collected from their application on two data sets are available at Koksal et. al. (2009).

There are some studies comparing some classification and prediction methods, these
studies and suggested methods are given in Table 2.2. These studies are applied in
different areas and different data sets are used accordingly, such as diagnostics and
ecological data. Suggested classification or prediction methods may differ according

to problem area and the data.

Some DM tools and their evaluations performed by Dhar and Stein (1997) are
illustrated in Table A.1 in APPENDIX A. Patel (2003) also presents a comparison
study and findings of this study is illustrated in Table A.2 in APPENDIX A.



Table 2.2 Studies comparing and suggesting the some classification and prediction methods

Reference Data sets Methods Compared Criteria Suggest
Forest -LR
inventory - Generalized Additive -PCC MARS and
Moisen and | field data and | Models (GAMs) -Kappa ANN for
Frescino ancillary (including MLR) -RMSE prediction;
(2002) satellite-based | - CART -PWI MARS and
information - MARS -Run time GAMs
-NN
A set of data -MAE
Razi and on the - MLR -MAPE NN or CART
Athappilly | smoking -NN -MSE rather than
(2005) habits of - CART -Large Prediction MLR
people Error (LPE)
Two typical
N ecological LR The area under
Muiioz and | data sets - Principal Component . .
Felicisimo representative | Regression Receiver Qperatlng MARS and
. Characteristics CART
(2004) of typical - CART curve (AUC)
ecological - MARS
data sets
-PCC
Zhu and Three cancer | - Penalized logistic -Number of
Hastie diagnosis data | regression (PLR) parameters PLR
(2004) sets -SVM -Cross-validation
error
Yield data
Braha and generated -DT Composite
Shmilovici | during daily | - NN PCC , Pf
(2002) semiconductor | - Composite classifiers classtiers
manufacturing
-C45
Six "real - Multiscale Classifier Bayes,
Bradley worlfi" - Perceptron MLP and KNN
(1997) medical - NN (MLP) AUROC based methods
diagnostics - KNN rather than the
data sets - Quadratic Discriminant DT
Function
NBC, C4.4, and
P;l(l)éggg ctal dSiI:grlrllgs(,itlif:zl - I];H"l?:,c ’ -i(ljj(}:{O C Si}/nlzfa?a:;res
( ) data sets -SVM i and
outperform C4.5
- Multiple discrimant Specificity
Manel et al. | Ecological analysis (MDA); Sensitivity LR and MDA
(1999) data -LR; _ROC plots
-NN
- R Square
Kéksal et Cu'stome?r -LR -PCC ’ MARS performs
al. (2008a) satisfaction -NN -Log Odds Ratio better and LR
’ data -MARS -Kappa competes with it
-AUC




Table 2.2 (Continued) Studies comparing and suggesting the some classification and prediction

methods
Reference Data sets Methods Compared Criteria Suggest
C4.5 , IND-
CART and
QUEST
algorithms are
suggested
. Thirty-two DT -Mean Error Rate among twenty
Lim et. . -Mean rank of error | two different
different data | -NN .
al (2000) sets -Statistical classifiers rate DT algoritms;
-Training times POLYCLAS
algorithm is
suggested
among nine
Statistical
classifiers
-LWR -Mean Absolute
-Rule based regression Distance
Uysal and -Projection pursuit -Adaptive Rule based
Gtivenir Unspecified regression -Incremental regression and
(1999) -KNN -Interpretable MARS
-MARS -Memory based
-CART -Partitioning
Simulation
data -NN -within and out of
West et al. .
(customer -LR sample predictive NN
(1997) R .
patronage -Discriminant Analysis accuracy
behaviour)
-MSE
-MAE
-Mean Relative
Stolzer and Fuel . DT Squared Error
Halford consumption |\ (MRSE) NN and MLR
(2007) dgta of an MLR -Mean Relative
aircraft Absolute Error
(MRAE)
-Correlation
Coefficient
MRSA -AUC
Shang et al. | (resistant to -LR
(2000) penicillin) NN “Robustness (Cross | NN
Validation)

diagnosis data
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2.2 Performance Measures

Prediction accuracy is the most common performance measure used in the literature
(Hyndman and Koehler, 2006; Braha and Shmilovici, 2002; Han and Kamber,2001;
Dhar and Stein,1997; Patel, 2003). In general, for classification methods percent of
correctly classified (PCC) or misclassification rate (MCR), and for prediction
methods mean square error (MSE) are used to measure accuracy. Han and Kamber
(2001) use different accuracy measures such as recall (sensitivity), precision and
specificity. These measures are also used in several sources (Fielding and Bell, 1997;

Fawcett, 2004).

Fawcett (2004) uses F measure which is a weighted combination of precision and
recall that produces scores ranging from 0 to 1. Instead of using both precision and

recall, using F measure is suggested by Billsus and Pazzani (1998).

Fielding and Bell (1997) suggest normalized mutual information (NMI), kappa and
odds ratio in addition to recall (sensitivity), precision, specificity and other standard
accuracy measures. Kappa, which is a measure of agreement, and odds ratio are also

suggested by Agresti (1996).

Besides accuracy, Dhar and Stein (1997) list the important performance measures as
compactness, computing resource, development speed/effort, ease of use,
embeddability, explicability, flexibility, independence from expert, learning curve
requirements, response speed, scalability, tolerance for complexity, tolerance for data
sparseness and tolerance for noise in data. Han and Kamber (2001) state that in
addition to accuracy, classifiers can be compared with respect to their speed,

robustness, scalability, and interpretability.

Application time, cost of obtaining labeled data, expert evaluation and field testing

are some other measures suggested by Weiss and Zhang (2003).

The percent of correctly classified, kappa statistics, root mean square error (RMSE),

proportion of plots within some user-specified range (PWI), correlation coefficient
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and also the amount of time it took to run each model are used as evaluation criteria

by Moisen and Frescino (2002).

Mean square errors (MSE), R square and adjusted R square are widely used
measures to evaluate adequacy of the prediction methods (Montgomery and Runger,
1996). Mean absolute percentage error (MAPE) is suggested by Kim and Lee
(1997). The area under the curve (AUC) of a receiver operating characteristic (ROC)
plot and kappa statistics are used to evaluate model performance in Virkkala et al.
(2005). According to Bradley (1997) AUC is one of the best ways to evaluate a
classifier's performance since it seems to be the only one that is independent of the
decision threshold and not biased by prior probabilities. Mallow’s Cp and prediction
sum of squares (PRESS) are measures which are described in Mosteller and Tukey

(1977).

Besides the measures mentioned above, Patel (2003) construct a measure list and
evaluate the performance of Multiple Linear Regression, Logistic Regression,
Discriminant Analysis, Naive Bayes, Neural Networks, Trees and k-Nearest
Neighbors methods according to these measures. Interpretability, speed-deployment
and speed-training, robustness to outliers in independent variables, robustness to
irrelevant variables, robustness to missing values and effort to tune performance

parameters are some of the criteria used by Patel (2003).

Literature presents numerous performance measures and the whole list of
performance measures found out during this study is given in APPENDIX A. In this
section, only widely used measures are mentioned. Important measures in QI context

and their definitions are given in APPENDIX B.

2.3 Ranking and Prioritization Methods

Multiple criteria decision making (MCDM) techniques support the decision makers
to deal with decision problems that involve multiple and conflicting criteria. Since
more than one criterion is evaluated, there is no optimal decision but a satisfactory
one. MCDM methods use decision maker preferences to make recommendations

(Guitouni and Martel, 1998).
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Discrete multiple criteria problem is one where decision space consists of finite set of
alternatives and also the criteria set is explicitly known. There are several MCDM
methods. Type of data they use and the number of the decision makers are taken into
consideration during the selection of the appropriate method (Triantaphyllou, 2000).
MCDM methods for discrete problems can be assigned to one of the following
categories: multi attribute utility theory (MAUT) methods, outranking methods and

interactive methods and others (Pardalos et al. 1995).

MAUT is an extension of the classical utility theory. Its aim is to model the decision
maker's preferences through a utility function u aggregating all the decision criteria.
Analytical hierarchy process (AHP) can be included in MAUT (Pardalos et al. 1995;
Belton and Stewart, 2002).

AHP is based on three main principles; hierarchy construction, priority setting and
logical consistency checking. AHP is introduced by Saaty in 1980s and this method

is widely used to solve complicated problems with multiple decision criteria.

Yoon and Hwang, (1995) states that there are two methods to deal with qualitative
data: the median ranking method which use ordinal (rank) data, and AHP method

which accept paiwise comparison data.

At the beginning of the AHP application, problem is analyzed to determine goal,
decision criteria, their sub-criteria and alternatives. Next, a uni-directional hierarchy
is constructed. Constructed hierarchy is a linear hierarchy, with a goal at the top
level. Main criteria and their sub-criteria are placed into the second and third level of

the hierarchy, respectively. At the bottom level, there are alternatives.

After constructing the hierarchy, comparisons are performed. Elements at each level
are compared with each other with respect to the elements in the upper level. Upper
level element is used as a decision criterion during the comparison of the elements in
lower level. Saaty’s nine point scale is used (Saaty, 2000) during these pairwise
comparisons. Pairwise comparison matrices are developed for each decision criteria

namely for each set of pairwise comparison. By using the eigenvector method
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relative priorities of the compared elements are calculated. These priorities are used

to determine overall priorities of the alternatives.

The most important drawback of the AHP is independency assumption of the
elements in the hierarchy. AHP is not sufficient to model the problems with

dependent elements.

The Analytical Network Process (ANP) is a generalization of the Analytic Hierarchy
Process (AHP) and developed by Saaty (2000). ANP deals with problems with
interdependent elements. Feedbacks and dependencies can be represented by
networks. Since Saaty (1999) introduced ANP, this subject has been extensively
studied and successfully applied to various fields such as undesirable facility location
selection problems (Tuzkaya et al. 2008), solid waste management (Khan and Faisal,
2008), the identification of an organization’s strategic management concepts (Asan
and Soyer, 2008), Strengths, Weaknesses, Opportunities and Threats (SWOT)
analysis (Yiksel and Dagdeviren, 2007), evaluating Digital video recorder (DVR)
systems (Chang et al., 2007), landslide hazard assessment (Neaupane and
Piantanakulchai, 2006), evaluation of emergency bridge (Sun et al, 2007) and so on.

Yet, performance evaluation of the Data Mining Tools is not one of these fields.

Main and the most important difference in these ANP applications is the constructed
network structures. For instance, in Biliyiikozkan et al. (2004) ANP is used to
prioritize design requirements (DRs) by taking into account the degree of the
interdependence between the customer needs (CNs) and DRs and the inner
dependence among them. Constructed network structure is a three level hierarchy
(goal, criteria and alternatives) with inner dependence within components and no

feedback.

The ANP model in Khan and Faisal (2008) is used to prioritize and select appropriate
municipal solid waste disposal methods. The network consists of five levels. The
first level is the decision problem of prioritizing the waste disposal methods namely
goal. The second level is that of the actors that influence the prioritizing of the
alternatives. The third level is the criteria or the determinants upon which the
prioritization of the waste disposal method is broadly based. The next level consists
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of the enablers or the sub-criteria that support the determinants and the last level is
the alternatives. Feedback occurs between the actors and the criteria and there is

interdependence among the sub-criteria in the fourth level of the network.

The proposed ANP network in Asan and Soyer (2008) consists five clusters and there
is no hierarchical structure and there is only outer dependency between these

clusters. Elements in the clusters are independent from each other.

ANP is applied to a supplier selection problem in Gencer and Giirpinar (2007).
Resulting ANP network consists four clusters and one of them is alternatives cluster.
Alternatives cluster has only outer dependencies but the other three clusters have
both inner and outer dependencies. There are also feedbacks in this network

structure.

ANP is used in a Strengths, Weaknesses, Opportunities and Threats (SWOT)
analysis by Yiiksel and Dagdeviren (2007). They propose a network structure having
both hierarchy and network with four levels. In this network, the goal (best strategy)
is indicated in the first level, the criteria (SWOT factors) and sub-criteria (SWOT
sub-factors) are found in the second and third levels, respectively, and the last level
is composed of the alternatives (alternative strategies). Indeed it is a case of a
hierarchy with inner dependence within clusters but no feedback. There is inner

dependence only in the second level SWOT factors.

Fuzzy ANP is also presented by literature (Dagdeviren et al., 2008; Promentilla et al.
2008; Yu and Cheng, 2007). According to Dagdeviren et. al. (2008) Fuzzy ANP is
more appropriate to deal with measuring the qualitative factors since evaluating their

performance with fuzzy numbers is easier and it gets more realistic results.

Biiyilikozkan et. al.(2004) states that Fuzzy ANP method offers more precise analysis
but it requires more time and resource and indeed determining the correct fuzzy

numbers in the ANP approach may need additional work.

The Decision Making Trial and Evaluation Laboratory (DEMATEL) is an alternative

method modeling the cause effect relationships and also handling inner dependencies
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within a set of criteria. DEMATEL method was conducted in 1973, by the Battelle
Memorial Institute through its Geneva Research Centre and has been succesfully
applied to various fields such as solid waste management (Tseng and Lin, 2009),
knowledge management (Wu, 2008), competency development of global managers
(Wu and Lee, 2007) and so on. DEMATEL constructs interrelations among criteria.
In the DEMATEL process, an appropriate threshold value is important in order to
obtain adequate information to define the impact-relations map for further analysis
and decision-making. A theoretical method to aid in deciding the threshold value is
necessary (Li and Tzeng, 2009). Indeed, DEMATEL is a useful method to define
relationships between criteria and also influence directions, and it can be used to

raise the accuracy of applying ANP (Tsai and Chou, 2007).

The second category of the MCDM methods is “the outranking methods”.
ELECTRE (Elimination et choix traduisant la realite) and PROMETHEE (Preference
Ranking Organisation MeTHod for Enrichment Evaluations) are widely used
outranking methods. ELECTRE was introduced by Benayoun et.al. (1966) and
PROMETHEE was introduced by Brans (1982). In literature there are other
outranking based approaches such as ORESTE but they are considered as ordinal

(Guitouni and Martel, 1998).

In the ELECTRE methods, preference and indifference thresholds are required to
aggregate criteria. There are several extensions of the ELECTRE used in the
literature. In ELECTRE 11, to develop two extreme outranking relations, which are
strong and weak relations, multiple levels of concordance and discordance are
considered. ELECTRE III is very similar to ELECTRE II, but fuzzy set theory is
used to derive outranking relation. To handle the imprecision and uncertainty
involved in the evaluation of alternatives ELECTRE IV is developed. These
extensions are used in several studies in literature (Belton and Steward, 2002; Ertay

and Kahraman, 2007; Pardalos et al. 1995).

PROMETHEE developed by Brans (1982) and further extended by Brans and
Vincke (1985). Brans et al. (1986) states that PROMETHEE is superior to
ELECTRE since it is more stable to the threshold deviations.
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Halouani et al. (2009) suggests PROMETHEE method among the MCDM methods,
to project selection problem with quantitative and qualitative data. Dulmin and

Mininno, (2003) also applies PROMETHEE to qualitative and quantitative criteria.

Al-Kloub et. al. (1997) states that PROMETHEE outstands among other ranking
methods, since it is software driven, user-friendly, provides direct interpretation of

parameters, and a sensitivity analysis of results.

There are also studies which are combination of the two MCDM approaches.
Macharis et al.(2004) combines AHP and PROMETHEE approaches to strengthen
the PROMETHEE with ideas of AHP. Also, Dagdeviren (2008) proposes an AHP-
PROMETHEE integrated approach for the equipment selection problem. Bozkurt
(2007) combine ANP with PROMETHEE.

Lastly, interactive local judgment approach with trial and error iterations are
categorized as interactive methods by Pardalos et al. (1995). Belton and Stewart
(2002) categorize indirect and interactive value function methods and goal and
reference point methods as interactive methods. In these methods, a complete
preference model is not constructed; rather a sequence of real or hypothetical
alternatives is presented to decision makers and they indicate their preferences

between recently seen alternatives.

The main aim of this study is to determine the overall performance of the
classification and prediction methods and suggest the most favorable ones. During
their performance evaluation, several criteria, which are both qualitative and
quantitative, are taken into account. Most of these criteria are correlated. Their
relative importance according to the decision makers in Quality Improvement

context is needed in order to prioritize the Classification and Prediction Methods.

Analytical Network Process (ANP) is the most suitable method to consider
qualitative and quantitative criteria as well as the interdependencies and feedbacks.
PROMETHEE is also selected as the most suitable method among other ranking
methods. Thus, to prioritize the related Classification and Prediction Methods ANP
and PROMETHEE will be used.
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2.4 Analytical Network Process (ANP)

In this study main aim is to determine the overall performance of the classification
and prediction methods with respect to decision criteria that are selected from the
literature after discussion sessions of the decision makers and the help of the
statistical analyses and then choose the most favorable methods. Since there are lots
of interdependent decision criteria, and these criteria are also mixed type, in other

words qualitative and quantitative.

Most of the possible decision criteria in literature are statistically or conceptually
dependent to each other and there are also feedbacks. Ignoring these facts, and
treating the problem as a simple decision problem, which can be structured
hierarchically in a unidirectional relationship among decision levels, leads to

misleading results.

Analytical Network Process (ANP) is suggested as the most suitable method to
organize qualitative and quantitative criteria as well as the dependencies and
feedbacks (Saaty, 1999). ANP is especially suited for modeling the
interdependencies, feedbacks and hierarchies in the problem. It uses networks to
identify relationships among the components of the problem. This network structure
enables to represent and analyze relations and synthesize their mutual effects by a
single method (Saaty, 2000). With the ANP, we gathered the weights of the criteria
with respect to the goal and these weights are more than simple priorities. ANP
evaluates the interdependencies, feedbacks and hierarchies, and then reaches the
absolute priority of any criterion regardless of which criteria it influences. Resulting
priorities are determined according to influences between criteria. For instance, a
criterion influencing the most of the remaining criteria has higher priority than a
criterion mostly influenced by other criteria. Thus resulting priorities should be
evaluated accordingly since they represent more than straightforward rankings of the

criteria.
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Steps of the ANP are as follows:

Step 1: Main goal of the study is clearly stated and then, accordingly decision
criteria are selected from the related problem context. This is the most important
step, since decision makers should decide on the significant aspects of the problem.
Number of decision criteria should be kept as low as possible to avoid asking too

many pairwise comparisons.

Step 2: Important aspects, that a classification or prediction method is supposed to
have, are determined and then decision criteria are labeled as sub criteria of these

aspects and clusters are formed accordingly.

Step 3: Questions of the pairwise comparisons are formulated in terms of dominance

or influence. There are two types of question:

Given a parent element and comparing elements 1 and 2 under it, which element has

greater influence on the parent element?

Given a parent element and comparing elements 1 and 2, which element is

influenced more by the parent element?

Make sure the questions on influencing or being influenced by are posed in a
consistent way throughout the exercise. Whether the influence is flowing from the
parent element to the elements being compared, or the other way around, must be

kept in mind.

Then, a relation matrix is constructed. Dependencies are determined with respect to
the main goal and only existence of the dependencies is illustrated in the relation

matrix.

Step 4: Based on the constructed relation matrix and formed clusters, the network is
structured. Dependencies between criteria are represented by the arrows. Links
between criteria in the same cluster are called inner dependencies. Links between a
criterion in one cluster and a criterion in another cluster are called outer

dependencies.
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Clusters are also connected by an arrow, if there is a link from at least one criterion

of a cluster to at least one criterion of another cluster.

This network is used to determine pairwise comparisons that are needed to be

performed by the decision makers.

Step 5: Pairwise comparisons are performed by the decision makers. If there is a
goal node in the network, a pairwise comparison may be needed to see the

contribution of the other elements (criteria or clusters) to the goal.

Table 2. 3 Saaty’s Nine Point Scale

Intensity of

Importance
Equally preferred 1
Moderately preferred 3
Strongly preferred 5
Very strongly preferred 7
Extremely preferred 9

2,4,6,8 are intermediate values.

Reciprocals of above
if activity 7 has one of the above nonzero numbers assigned to it
when compared with activity j, then j has the reciprocal value when

compared with i.

During the pairwise comparisons, Saaty’s nine point scale is used (Saaty, 2000). This

scale is represented in Table 2.3.

Pairwise comparison matrix is constructed and filled up by the decision makers for

each parent element as in Figure 2. 1.
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In Figure 2. 1., to fill the cell with the question mark in it, decision makers answer a
question such as “Compare the element 2 and element 3 with respect to their
influence on the element 1. Decide how much more the influence of the element 2
(element in the row) than the influence of the element 3 (element in the column).
(Question type is determined in the Step 3 and used throughout the pairwise

comparisons)

With
Element 2 | Element 3
respect to
Element 1 (E2) (E3)
Element 2
1 ?
(E2)
Element 3
1/? 1
(E3)

Figure 2. 1 A pairwise comparison matrix representation (element can be a criterion or a

cluster)

Step 6: The local priorities are calculated from each pairwise comparison matrix by

using the eigenvector method.

The matrix of paired comparisons leads to the condition:

Aw=2A,, w (2.4.1)
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A non-zero solution implies that the determinant |A — Ayul| 18 equal to zero. 4, 1s

a root of the equation obtained by setting the determinant to zero and called the

eigenvector of A. Principle eigenvector w is a positive column vector.

Consistency of the comparisons should be checked. Consistency Ratio (C.R.)
measures the consistency of the pairwise comparison matrix. C.R. is obtained by
forming the ratio of Consistency Index (C.I) and Random Consistency Index (R.I).
(Saaty, 2000)

CR.= ﬁ where
RI.
A - _
Cl.= M—I” and RI.=198772  (nis the size of the matrix )
n— n

If C.R. is greater than 0.10, an adjustment is needed to improve the consistency.

(Saaty, 2000)

Step 7: Eigenvectors are calculated and placed into the Unweighted Supermatrix.

This Supermatrix is a partitioned matrix, columns of which contain the local
priorities derived from the pairwise comparisons. This matrix shows all interactions
between elements in the problem. If there is no interaction, corresponding entries in
the matrix are zero. Elements can interact along more than a single path and the
priorities of these elements are measured over all the paths and cycles which connect

them.

A standard supermatrix structure is illustrated in Figure 2. 2. This structure may

change according to the network structure.

Unweighted Supermatrix should be normalized to make the matrix column stochastic
(each of its columns sums to unity). Resulting matrix is called as Weighted
Supermatrix. This is required to ensure convergence of the matrix when the

Weighted Supermatrix is raised to limiting powers.
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Cluster Criterion 3
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) Alternativel
i Alternative2
Cluster -
Alternative...

Figure 2. 2 A standard supermatrix structure

Step 8: The Weighted Supermatrix is raised to powers and the Limit Matrix is
obtained. From the Limit Matrix the final priorities, which are steady state priorities,

are extracted with respect to the goal.

2.5 PROMETHEE

PROMETHEE (Preference Ranking Organization METHod for Encrichment
Evaluations) is a sequencing method which was introduced by Brans (1982).
Priorities can be calculated with this method. Steps of the PROMETHEE method are,
as follows (Brans and Vickle, 1986).

Step 1: Data matrix is constructed. Data matrix structure and notation are as

follows:

Notation:

I: Set of alternatives, (1, 2... 1)
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A: Alternatives (Aq, A; ...A),

K: Set of criteria (1, 2... k),

f: real valued criteria (fy, 3, ..., fx),

w: Weights of criteria (w;, wa,...,Wwx) , namely relative importance of criterion f.

Alternatives
Ay A, Aj w
Criteria
f fi(A) fi(Ay) fi(A3) W)
f, (A1) £(As) f2(As) W2
fic fi(A1) fi(As) fi(As) Wi

Figure 2. 3 Data matrix structure

Step 2: Preference functions are determined for each criterion by the decision

makers according to properties of the criterion.

If two alternatives; A; and A, € A are compared, the result of this comparison is

represented as preference. Let a preference function is represented as P:
P:AxA—(0,1)

Preference function represents the intensity of the preference of A; over A,.
Pj(Ai, Ay) =0 means an indifference of A; over A; for criterion j;

Pj(Ai1, Ay) =0 means weak preference of A; over A, for criterion j;
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Pj(Ai, Az) =1 means strong preference of A; over A, for criterion j;
P;(Ai1, Ay) =1 means strict preference of A; over A, for criterion j.

Preference function is a function of the difference between two alternatives. This can

be represented as follows:
P](Al, Az) = P(f] (Al) - f] (Az)) for criterion f]
d: fl(Al) - fl(Az)

Preference function has to be a non-decreasing function and equal to zero for

negative values of d.
There are six different preference functions and they are illustrated in APPENDIX C.

After determining the preference function, related parameters of these selected

functions should be set by the decision makers.

Step 3: The multi-criteria preference index [] is defined as the weighted average of

the preference function P :

k
2 wiP(4,4,)
H(Al .4, ) ==

(2.5.1)

k

w.
j=1 7

H(AI,AZ) represents the DM’s preference intensity of alternative A; over A, by

considering all criteria at the same time.

l—I(A1 , A4, ):0 means weak preference of A; over A; for all the criteria,
H(Al 4, ):l means strong preference of A; over A; for all the criteria.

Step 4: For each alternative leaving and entering flows are defined. Entering flow
measures the outranked character of the alternatives. Leaving flow measures the

outranking character of the alternatives.
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Let:
@~ (A)): Entering flow of Alternative 1

DAY= Y TI(4,, 4,) (2.5.2)

iel
®" (A)): Leaving flow of Alternative 1

O (A)=)TI(4, 4)) (2.5.3)

iel
® (A)): Net flow of Alternative 1
© (A= D@ (A)- D (A) (2.5.4)

Leaving and entering flows are represented graphically respectively in Figure 2. 4

and Figure 2. 5.

H(A17A3)

[1(A1,A2)

Figure 2. 4 Leaving flow from Alternative 1
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[1(A2,A))
H(A3,A1)

©
H(Ai’Al)

Figure 2. 5 Entering flow to Alternative 1

Step 5: Partial preorders or complete preorders are determined with PROMETHEE.

Partial preorders are determined with the PROMETHEE 1. The higher the leaving

flow and the lower the entering flow, the better that alternative.

If one of the following conditions is satisfied, A is preferred to A;:

D" (A)> D (A and O (A) < D (Ay)
D" (A))> @ (A2) and @ (A= D (Ay)
D" (A))= ®"(A2) and @ (A)) < D (Ay)

If following condition is satisfied, A; is indifferent to Aj:

D (A)= D" (Ay) and O (A))= O (Ay)

If one of the following conditions is satisfied, A; and A; are incomparable:
D (A)> D7 (Ay) and O (A)) > O (Ay)

Q' (A)) < D' (Ay) and @7 (A)) < O (Ay)
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Complete preorders are determined with PROMETHEE II. Net flows are used as

follows:

If ® (A)> ® (A,), A outranks A,,

If ® (A)=® (A,), A is indifferent to A,.

Indeed, partial preorders are more useful then complete preorders since they can give
more realistic information. Partial preorder gives the incomparability information

that is not obtained by the complete preorders.
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CHAPTER 3

RANKING OF DM METHODS

In order to prioritize the classification and prediction methods applied to quality data,
several interdependent decision criteria are taken into consideration. Relative weights
of these criteria are determined using the ANP method. These weights are used as
input to the PROMETHEE method. PROMETHEE tries to model decision makers’
preference function. Based on the some thresholds priorities of the alternative
classification and prediction methods are determined by means of PROMETHEE. In
this chapter, this mixture of two multi-criteria decision making approaches used for
the raking is explained in detail as well as its application results. Furthemore results
of a sensitivity analysis performed for the criteria weights and thresholds are

presented.

3.1. The Approach

As a first step of the ANP application, main goal is clearly stated as “Determining
the overall performance of the classification/prediction methods and suggesting the

most favorable ones.”

Both ANP and PROMETHEE require decision makers’ input in comparing and
evaluating the methods. Decision makers consulted with in this study are listed in
APPENDIX D. They are all experienced in application of several classification and

prediction data mining methods on quality related manufacturing data.

Several criteria are collected from literature to make multidimensional evaluation of
the classification and prediction methods. These criteria are given in APPENDIX A.

After a comprehensive literature survey, a preliminary list of potential criteria is
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constructed. That list consists of both qualitative and quantitative criteria. Criteria
which are method specific are eliminated in the first place. Then, these criteria are
labeled according to their usage with prediction or classification methods. Most of
the qualitative criteria are used with both classification and prediction methods. Two

separate criteria lists are formed for classification and prediction methods.

Resulting criteria lists are evaluated and refined by the decision makers. Firstly, to
refine the criteria lists, decision makers decide the most important aspects, a
classification or prediction method is supposed to have. Secondly, criteria which
represent same aspects of the classification or prediction methods are also
determined. Among those criteria, the most comprehensive ones are selected to
measure the related aspect. Decision criteria in these resulting lists and their

definitions are listed APPENDIX B.

The number of the decision criteria affects the number of pairwise comparisons in
the ANP application. In order to decrease the number of the criteria further first, the
qualitative criteria are evaluated by the experts and based on their importance for
quality problems and their similarities a shorter list is obtained. Then to decrease the
number of quantitative criteria further, correlation and factor analyses of some
accuracy data collected from DM method applications on two quality data sets are

performed. The data is available at Koksal et al. (2009).

Results of these analyses are given in APPENDIX E. According to these analyses,
highly correlated measures are reevaluated and the measures representing each

correlated group (factor) is selected for use in this study.

Decision criteria obtained at the end are grouped and clusters are formed according
to their common properties. These clusters are referred to as criteria, and elements in

these clusters are referred to as sub-criteria hereafter.

Next, the direction of the influence flow is determined as “from the elements being
compared to the parent element”. According to determined flow direction, following

question type is used:
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“Given a parent element and comparing elements 1 and 2 under it, which element has

greater influence on the parent element?”

The relation matrices are constructed according to the selected flow direction.
Relation matrices of classification and prediction methods are illustrated in
APPENDIX F. Discussion sessions are arranged to determine relations between sub-
criteria. The decision makers assess the influence of the sub-criteria in the rows of
the relation matrix on the each sub-criterion in the column of the relation matrix.
Statistical analyses given in APPENDIX E are also taken into consideration during
these discussion sessions. Final decisions are reached with the consensus of the
decision makers. Links between sub-criteria are formed according to relation

matrices.

Figure 3. 1 Initial network structure constructed according to Saaty (1999)
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Initial network is structured according to Saaty (1999). This preliminary network is
represented in Figure 3. 1. In literature survey, several ANP applications and
different network structures are examined. However, none of these networks suits
well to represent this problem. The best way to describe the problem is to form a
mixed type network which is both hierarchical and having dependencies and
feedbacks. This mixed type network structure is also applied successfully to the
performance evaluation of the Research and Development projects being executed in

a Defense Research and Development Institute by Tohumcu and Karasakal (2008).

Second Network, which is constructed according to Tohumcu and Karasakal (2008),

is illustrated in Figure 3. 2.

Necessity of mixed type network arises due to several drawbacks of the network

defined by Saaty (1999). These drawbacks can be generalized as follows:

1. Meaningless pairwise comparisons:

When elements in different clusters are linked to each other, the clusters which
they belong to are automatically linked. These links cause pairwise cluster
comparisons which are meaningless and cannot be answered by the decision

makers.

2. Insufficient pairwise comparisons:

With this network structure, comparing elements from different clusters under a

parent element, which is influenced from these two elements, is impossible.

3. Missing information:

The most important drawback of the standard ANP network is that clusters
cannot be compared according to their contribution to goal. These comparisons

may give invaluable information and should not be ignored.
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Figure 3. 2 Network for the classification methods

Network constructed for the prediction methods is illustrated Figure 3.8 in Section

3.3.2.

Then questions of the pairwise comparisons are generated according to the network

in Figure 3.2. A drawback of the second network arises at this point.

Pairwise

comparison number increases considerably since while preliminary network ignores

the pairwise comparisons of the sub-criteria from different criteria, the second one

allows comparison of these sub-criteria.

33



CRITERIA

A

Type-4 Type-5--- -~ Type-3

SUB CRITERIA

Figure 3. 3 Network representation and resulting question types

Prepared questionnaires given in APPENDIX G consist five types of questions:

1. Pairwise comparison of criteria with respect to the goal:

Decision makers compare the criteria with respect the specified goal as stated
before ~which is “Determining the overall performance of the

classification/prediction methods and suggesting the most favorable ones.”

Decision makers answer the questions such as “Which criterion should be
emphasized more for the evaluation of classification and prediction methods’
performance? Predictive Accuracy or Ease of Use of the Model? And how much
more? ”
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2. Pairwise comparison of criteria with respect to other criteria:

Decision makers compare the criteria with respect to a criterion that is influenced

by them.

In this part of the questionnaire decision makers answer the questions such as
“Which criterion influences criterion Predictive Accuracy more? Robustness or

Speed? And how much more?”

3. Pairwise comparison of sub-criteria with respect to criteria:

Decision makers compare the sub-criteria with respect to criteria. Contribution of

the sub-criteria to the criterion to which they belong is evaluated.

Decision makers answer the questions such as “Which sub-criterion should be
emphasized more for criterion Predictive Accuracy? Misclassification Rate or

Kappa? And how much more?”

4. Pairwise comparison of sub-criteria with respect to sub-criteria:

Decision makers compare the sub-criteria with respect to a sub-criterion which is

influenced by them.

Decision makers answer the questions such as “Which sub-criterion influences

sub-criterion Misclassification Rate more? Kappa or CI? And how much more?”

5. Pairwise comparison of criteria with respect to sub-criteria (feedback):

In the last part of the questionnaire decision makers answer the questions such as
“Which criterion is influenced more from the sub-criteria Misclassification Rate?

Predictive Accuracy or Speed? And how much more?”

It is obvious that style of asking question differs due to the hierarchical structure. If
parent element is in upper level, questions are asked to find out the contribution of

the compared elements to the parent element (in part 1 and 3). If all of the elements
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are in same hierarchical level, questions are asked to find out level of the

interdependencies (in part 2 and 4).

In part 5 of the questionnaire, feedbacks are evaluated by the decision makers.
Feedbacks are defined as follows: If a sub-criterion say ‘“subcriterion-1” has
influence on a criterion and the same sub-criterion is influenced by another sub-
criterion say “sub-criterion-2”, one can conclude that “sub-criterion-2” indirectly has

influence on that criterion which is influenced by “sub-criterion-1".

Comparisons are performed according to Saaty’s nine-point scale in Table 2.3.
During the evaluation, intermediate values of this scale are not considered in order to
simplify to discriminate adjacent values. Intermediate values are used when

compromise is needed between the adjacent values.

Consistency check for each pairwise comparison matrix is done and 0.10 limit is
used as threshold value (Saaty, 2000). Adjustments are done to improve the

consistency when C.R. is above 0.10.

Table 3. 1 Numbers of pairwise comparisons for classification and prediction methods

Number of Questions
Question type
Classification methods | Prediction methods
Type-1 10 10
Type-2 12 12
Type-3 43 25
Type-4 1432 551
Type-5 74 70
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There are totally 1571 pairwise comparisons for classification, 668 for prediction

tools; their distribution is illustrated in Table 3. 1.

Total number of questions of pairwise comparisons is very high. To minimize the
decision maker effort, discussion sessions are arranged. These four-hour sessions are
organized three times with the participation of the decision makers. During these
sessions, selected questions are discussed and answered by the decision makers (List
of decision makers can be seen in APPENDIX D). About 100 questions can be
answered during these sessions, since discussions take long time due to different
views of the decision makers having different backgrounds and experiences. Group
decision making approach suggested by literature (Saaty, 2000, 2001) is used during
pairwise comparisons. Each decision maker expresses his/her own evaluations and
their reasoning. Then one combines these evaluations into a group evaluation and

questions are answered accordingly.

According to Saaty (2001) number of judgments made by decision makers and their
validity are two constant concerns to users of the ANP. Saaty (2001) suggests several
methods to expedite decision making without loss of validity. Most of these methods
are based on simplifying the constructed network. Since, we have already simplified
the network by decreasing the number of decision criteria as much as possible, the
most applicable method to expedite decision making is using the completed
comparisons to fill the missing judgments. Decision makers’ judgments are assumed
to be consistent and remaining questions are answered by the author, accordingly.
After answering the remaining questions of pairwise comparisons consistently,
results are confirmed by the decision makers. Resulting weights are reviewed and
unexpected results and corresponding pairwise comparisons are reevaluated by the

decision makers.

The local priorities are calculated from each pairwise comparison matrix by using the
eigenvector method. Eigenvectors are calculated and placed into the Unweighted
Supermatrix and then normalized to get the Weighted Supermatrix. Then, the
Weighted Supermatrix is raised to limiting powers to obtain the steady state priorities

of the elements in this matrix. The resulting matrix called as Limit Matrix. From the
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Limit Matrix the final priorities are extracted with respect to the goal. Resulting
Unweighted Supermatrix, Weighted Supermatrix and Limit Matrix for both

classification and prediction methods are illustrated in Appendix H.

The resulting weights of the criteria and sub-criteria for classification and prediction
methods are illustrated respectively in Table 3. 7 in Section 3.2.2 and Table 3.15 in
Section 3.3.2. In the next part of this study, only sub-criteria weights are used as

input to the PROMETHEE.

As a first step of the PROMETHEE, data matrices are constructed for both

classification and prediction methods.

PROMETHEE needs real valued criteria. Classification methods are evaluated
according to the 22 sub-criteria and prediction methods are evaluated according to
the 18 sub-criteria. These sub-criteria and objectives of these functions are illustrated

in Table 3.8 in Section 3.2.3 and Table 3.16 in Section 3.3.3 respectively.

First seven sub-criteria in Table 3.8 and first three sub-criteria in Table 3.16 are
already real valued, but remaining 15 sub-criteria do not have general real valued
representations. They are qualitative measures and commonly evaluated verbally
such as “high”, “low”, “medium” etc. To convert them to real valued sub-criteria,
their common verbal evaluations are matched with a scale. This scale is represented

in Table 3. 2.

Table 3. 2 Scale used to convert verbal evaluation of the subjective measures

High High-Medium Medium Medium-Low Low

5 4 3 2 1
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Decision makers apply different classification and prediction methods on the same
quality related data. Then, their performance on these data is evaluated according to

predefined sub-criteria in Table 3.6 and Table 3.14.

Quantitative sub-criteria scores of the applied methods are calculated and placed in
to the data matrices. Qualitative sub-criteria scores of the applied methods are
determined by the decision makers and with the help of literature (Dhar and Stein,
1997; Patel, 2003). Each decision maker evaluates the method, which he/she is
experienced in. Scale in Table 3. 2 is used during the evaluation. There can be more
than one evaluation for a specific method. Scores for these methods are reevaluated,
and then final scores are determined which are confirmed by all decision makers who
are experienced in that method. Consensus of the decision makers is needed to reach

a final decision.

The next step is that determination of the preference function and related parameters.
For each sub-criterion, decision makers choose a preference function (preference

function types are illustrated in APPENDIX C.

For quantitative sub-criteria, continuous functions are more suitable. Since, small
differences between two alternative methods are negligible up to a point and increase
in the difference also increases the preference intensity, decision makers agree on the

preference function “Criterion with Linear Preference and Indifference Area”.

Scores for qualitative sub-criteria are discrete; they can only get values in Table 3. 2
and there is no intermediate value. Thus, discrete preference functions are more
suitable for qualitative sub-criteria. Decision makers agree on the preference function
“Level Criterion”, since difference between two alternative methods also can take

discrete values.

Chosen preference functions are illustrated in Table 3. 3.
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Table 3. 3 Selected preference functions

Type Graph Parameter Function
P (d)
. 0, qg=>d
Level Criterion __ a,p Pd)=41/2, qg<d <p
| 1, p<d
q p d
P
Criterion with @ 0, q=>d
Linear Preference 1 ‘ _ _ _ <
and Indifference +P Pd)=ld-q)/(pg) gq<d<p
area . 1, p<d
q p

After choosing the preference functions, the next step is determination of the

corresponding parameters. Decision makers state their preference by determining

thresholds. They answer two questions for each sub-criterion:

Let us compare two methods such as A; and A, with respect to sub criterion k. For

that sub criterion, alternatives A; and A, have scores which are calculated with

function fx(A;). Difference of those scores is d= fx(A) — fk(A»).

1. What is the smallest d value at which, your preference function, P(d), equals

to 1?7 In another words, what is the minimum d value at which, you prefer A,

to A, without hesitation.

2. What is the highest d value at which your preference function, P(d), equals to

0 ? In another words, what is the maximum d value at which you are

indifferent between A; and A, without hesitation.

Decision makers’ answer to the first question gives the p value of the preference

function. And, their answer to the second question gives the ¢ value of the

preference function.
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Literature is also used to determine these thresholds. As an example; for kappa,
determined thresholds are as follows: ¢ = 0.1 and p= 0.2. Landis and Koch (1977)
suggest a rough guide to assess kappa. According to this guide, strength of the
agreement increase with each 0.2 increase in the kappa score. Thus, 0.2 is used as a
threshold to define the smallest difference between kappa scores of the alternative

methods to prefer one method over another without hesitation.

Moreover, for quantitative criteria, results of the RANOVA (Repeated-Measures
Analysis of Variance) and the Fisher's least significant difference (LSD) test are also
evaluated. Actually, these tests are conducted to compare the alternative
classification/prediction methods’ accuracy statistically. The test results are

illustrated in APPENDIX 1.

In order to decide whether there are statistically significant differences among the
alternative classification/prediction methods, repeated analysis of variance
(RANOVA) is performed by using the statistical software SPSS, and the following

hypotheses are tested for each comparison criteria:

Ho: MpT= UNN= HMARS™ MLRT USVM™ MMTS™ HECF

H;. At least one of them is different

Fisher’s LSD compares the alternative methods according to their mean scores of the
selected comparison criteria. Before Fisher’s LSD test, RANOVA is conducted to
see whether there is enough evidence to reject the null hypothesis for each criterion.
If the null hypothesis of RANOVA is rejected at a = 0.05 significance level, Fisher's
(LSD) test is performed at a = 0.05 to identify the statistically different alternative

methods.

The test results illustrated in APPENDIX I, support the selection of the p and ¢
values as 0.1 and 0.05 respectively. Average mean differences are also around 0.1 for
compared methods whose mean criteria scores are significantly different from each
other. Average, median and minimum of the significant mean differences are

calculated and compared to the selected thresholds. Test results do not much
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contradict the selected thresholds. For instance, for PCC (1-MCR) average, median
and minimum of the significant mean differences are 0.184, 0.58 and 0.08
respectively. Moreover, threshold selection for kappa is also supported with these
test results. For kappa, average, median and minimum of the significant mean
differences are 0.28, 0.29 and 0.136 respectively. These results support the selection
of the p and ¢ values as 0.2 and 0.1 respectively for kappa.

For qualitative sub criteria p and ¢ values are determined as 2 and 1 respectively. In
literature qualitative sub criteria are evaluated verbally such as high, high-medium,
medium, medium-low and low. According to the scale used to convert these verbal
evaluations to real valued scores, with every 2-point increase in the score,

performance of the method raises one step to an upper level.

Final p and ¢ values are reached with the consensus of the decision makers. The
resulting preference functions and corresponding parameters are illustrated in Table

3.4.

The next step is calculating the decision makers’ preference intensity and then multi-

criteria preference index is calculated for each pair of sub-criteria.

The multi-criteria preference index, [, is defined as follows:

k
Z W_;P/ (4,,4,)
H(AI’AZ): = A
Zj=1 W,

3.1.1)

H(Al , Az) represents the decision makers’ preference intensity of alternative A; over

A, by considering all sub criteria at the same time.
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Table 3. 4 Selected preference functions and related parameters for classification and

prediction methods

Preference Function Parameters Related Sub-criteria

For classification methods

1.1.Misclassification Rate

1.3.CI

1.4.Stability of PCC
1.5.Recall

4¢=0.05 o

Criterion with Linear 1.6.Precision

p=0.10
Preference and 1.7.AUROC

Indifference area For prediction methods

1.1. RMSE

1.2. Stability of RMSE

1.3. R Square

q=0.10 For classification methods

p=0.20 1.2.Kappa

For classification and prediction
methods

2.1.Interpretability
2.2.Compactness
2.3.Embaddability

3.1.Robustness to Categorical
&Continuous Data
3.2.Robustness to complexity
Level Criterion q=1 3.3.Robustness to Noise in Data
p=2 3.4.Robustness to Irrelevant Variables
3.5.Robustness to Missing Values
4.1.Learning Curve Requirements
4.2.Development Speed

4.3 Response Speed
5.1.Computing Resources
5.2.Independence from Experts
5.3.Scalability

5.4 Flexibility
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For each alternative, leaving and entering flows are calculated. In Figure 3.4, leaving

flow of the Alternative 1 of the classification methods (DT) is illustrated.

TI(A1LA;) = 0.0702 TI(A1,As) = 0.0982

TI(A1,A) = 0. 1177 [(ALAs) =0.3122

Figure 3. 4 Leaving flow of Alternative 1 (DT) of the classification methods

Leaving flow represented in Figure 3.4 measures the outranking character of the

Alternative 1 (DT).

In Figure 3. 5, entering flow of the Alternative 1 of the classification methods is

illustrated. Entering flow measures the outranked character of the Alternative 1 (DT).

44



TI(A»A) =0.1937 T1(As,A)=0.2464

[1(A,A)=0.2222 [1(A4,A)=0.1030
Ts4X] ) V.

T1(Ae,A)=0.2269 T1(As,A)=0.0430

Figure 3. 5 Entering flow representation of Alternative 1 of the classification methods

For each alternative, leaving and entering flows are calculated with equations 2.5.2
and 2.5.3. Then, firstly partial preorders are determined with the PROMETHEE 1.
The higher the leaving flow and the lower the entering flow, the better that
alternative. Since partial preorders do not provide much information for this study,

PROMETHEE Il is also used to prioritize the alternative classification methods.

Classification and prediction methods are prioritized in the section 3.2. and 3.3.

respectively.

3.2. Ranking of the Classification Methods

3.2.1. Selection of the ranking criteria and DM methods

For the classification methods, reevaluated quantitative criteria are MCR (or PCC),
recall, precision, kappa, F measure (F¢ s, F;, and F,), specificity and AUROC. Other
quantitative criteria, CI and stability of PCC are evaluated independent from these
criteria since they measure different properties of the classification methods. For

instance, stability measures the difference between the model performance on test
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and train data. Thus, stability and CI are included into the final criteria list without
additional statistical analysis. Stability is also included to the statistical analysis to

see whether it represents another quantitative criterion.

Moreover, in literature using F measure is suggested instead of using both precision
and recall (Billsus and Pazzani, 1998). Likewise, Kappa can be thought as a different
measure since it measures the proportion of correctly classified units after the
probability of chance agreement has been removed. Nevertheless, precision, recall
and kappa are included to the statistical analyses. Additionally, widely used F
measures Fos, F; and F, are also included to these analyses to select the appropriate

one.

Two data sets are used during the statistical analyses of MCR, recall, precision,
kappa, Fos, Fi, F,, specificity, stability and AUROC. According to correlation
analysis in Figure E.1 and Correlation matrix in Figure E. 2 in APPENDIX E, almost

all of these criteria are correlated.

Recall is highly correlated with F, and kappa is highly correlated with F; and Fys.
These are the most remarkable correlations extracted from the correlation analysis.
As expected, F Measures (Fys, Fi, F»,) are also highly correlated with each other.
Decision of using F measure instead of both recall and precision is not supported by
this correlation analysis since precision is not highly correlated with any of the F

Measures.

Besides correlation analysis, factor analysis is also conducted to support criteria
selection. Factor analysis is a statistical method used to describe covariance
relationships among many variables in terms of a few unobservable variables called
factors. The observed variables are modeled as linear combinations of the factors,
plus error terms. The information gained on the interdependencies can be used later
to reduce the set of variables in a data set (Johnson and Wichern, 2002). Results and

findings are given in Figure E. 6 in APPENDIX E.

According to factor analysis in Figure E. 6, recall, F; and F, form a group; MCR,

specificity and stability of PCC form another group; and precision forms a group by
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itself. Other criteria kappa, AUC and F(s can be incorporated into one of these
groups. Kappa is close to the “recall, F; and F,” group. Fos is very close to the
“precision” group. AUC can be incorporated into “recall, F; and F,” or “MCR,
specificity and stability of PCC” group, since factor loadings of AUC are very close
to each other (0.608 and 0.621) for corresponding factors of these groups. Indeed,
these loadings are very low to include AUC in one of these groups. Although kappa
and AUC can be incorporated into a group and correlated, they are included in the
resulting criteria list since as stated before kappa measures different properties of the
models, AUC is also suggested by Bradley (1997). According to Bradley (1997)
AUC is one of the best ways to evaluate a classifier's performance since it seems to
be the only one that is independent of the decision threshold and not biased by prior
probabilities. MCR is also included in the final criteria list, since it is one of the

widely used and well known criteria.

To sum up, recall is chosen to represent the first group; MCR is chosen to represent
the second group. Precision is also selected since it behaves independent from the
other criteria. F measure is not included in the final criteria list since its components
recall and precision are already selected. Kappa, AUC, CI and stability of PCC are
included in the final criteria list since they measure different properties of the

classification methods as stated before.

Classification methods which are applied on the data are illustrated in Table 3. 5.
Findings of these applications are used to fill in the data matrices of classification

methods.
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Table 3. 5 Alternative methods of classification and prediction

Alternative | Classification methods

Al DT

A2 NN

A3 MARS

A4 LR

A5 MTS

A6 FC

A7 SVM

3.2.2. Determination of criteria weights using ANP

Selected decision criteria for classification methods are grouped and clusters are
formed according to their common properties. The clusters and their elements are
illustrated in Table 3. 6. As stated before, these clusters are entitled as criteria, and

elements in these clusters are entitled as sub-criteria hereafter.

According to relation matrix in APPENDIX F, links between sub-criteria are formed
and accordingly criteria are also linked. The resulting network is illustrated in Figure
3. 2. in the Section 3.1. Then questions of the pairwise comparisons are generated
according to the network in Figure 3.2. The pairwise comparisons are completed
with the help of decision makers and the literature. Eigenvector method is used to
calculate the local priorities from the pairwise comparison matrices. These
calculations are done with “The Super Decisions” software implementing the
Analytic Network Process developed by Thomas Saaty. Calculated eigenvectors are

used to form the Unweighted Supermatrix.
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Table 3. 6 Clusters and their elements for classification methods

1.Predictive Accuracy

1.1.Misclassification Rate

1.2.Kappa

1.3.CI

1.4.Stability of PCC
1.5.Recall
1.6.Precision
1.7.AUROC

2.Ease of Use of the Model
2.1.Interpretability
2.2.Compactness
2.3 . Embaddability
3.Robustness

3.1.Robustness to Categorical &Continuous Data
3.2.Robustness to Complexity

3.3.Robustness to Noise in Data

3.4.Robustness to Irrelevant Variables

3.5.Robustness to Missing Values
4.Speed

4.1.Learning Curve Requirements
4.2 .Development Speed

4.3.Response Speed

S.Ease of Modeling
5.1.Computing Resources
5.2.Independence from Experts
5.3.Scalability

5.4 Flexibility

Unweighted Supermatrix is normalized to get Weighted Supermatrix which is
column stochastic (each of its columns sums to unity). This is required to ensure
convergence of the matrix when the Weighted Supermatrix is raised to limiting
powers. Unweighted Supermatrix, Weighted Supermatrix and Limit Matrix for
classification methods are illustrated in APPENDIX H. From the Limit Matrix, final
priorities, which are steady state priorities of the criteria and sub-criteria with respect
to the goal, are extracted. The resulting weights of the criteria and sub-criteria are
illustrated in Table 3.7. In the next section, only sub-criteria weights are used as

input.
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Table 3. 7 Criteria and sub-criteria weights for classification methods

1.Predictive Accuracy 0.11321
< | 2.Ease of Use of the Model 0.06252
S [3.Robustness 0.36007
C | 4.Speed 0.21539
5.Ease of Modeling 0.24882
1.1.Misclassification Rate 0.02419
1.2.Kappa 0.01617
1.3.CI 0.00700
1.4.Stability 0.00546
1.5.Recall 0.03368
1.6.Precision 0.02093
1.7.AUROC 0.01283
2.1.Interpretability 0.02375
2.2.Compactness 0.01162
2 2.3.Embaddability 0.00788
*qé 3.1.Robustness to Categorical &Continuous Data | 0.02702
_z 3.2.Robustness to Complexity 0.22656
& |3.3.Robustness to Noise in Data 0.10012
3.4.Robustness to Irrelevant Variables 0.04470
3.5.Robustness to Missing Values 0.09105
4.1.Learning Curve Requirements 0.02235
4.2 .Development Speed 0.05368
4.3.Response Speed 0.07631
5.1.Computing Resources 0.02886
5.2.Independence from Experts 0.04128
5.3.Scalability 0.06153
5.4 Flexibility 0.06303

3.2.3. Ranking of the classification methods using PROMETHEE

In PROMETHEE, to prioritize the alternative classification methods in Table 3.5
sub-criteria and determined weights in Table 3.7 are used as input. These sub-criteria

and their objectives are illustrated in Table 3.8.
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Table 3. 8 Sub-criteria and objectives for classification methods

Sub-criteria (Classification) Objective
1.1.Misclassification Rate Minimize
1.2.Kappa Maximize
1.3.CI Minimize
1.4.Stability Minimize
1.5.Recall Maximize
1.6.Precision Maximize
1.7.AUROC Maximize
2.1.Interpretability Maximize
2.2.Compactness Maximize
2.3.Embaddability Maximize

3.1.Robustness to Categorical &Continuous Data | Maximize

3.2.Robustness to complexity Maximize
3.3.Robustness to Noise in Data Maximize
3.4.Robustness to Irrelevant Variables Maximize
3.5.Robustness to Missing Values Maximize
4.1.Learning Curve Requirements Maximize
4.2.Development Speed Maximize
4.3.Response Speed Maximize
5.1.Computing Resources Maximize
5.2.Independence from Experts Maximize
5.3.Scalability Maximize
5.4 .Flexibility Maximize
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Table 3. 9 Preference Index [] Table for Classification Methods

Preference Indices ©

Al | A2 A3 A4 | AS Ab A7
DT | NN | MARS | LR | SVM | MTS | FCF

Al-A2 | Al-A3 | Al-A4 | Al-A5 | Al-A6 | Al-A7
0.174 0.114 0.101 0.312 0.118 0.070
A2-Al1 | A3-Al | A4-Al | A5-Al | A6-Al | AT-Al
0.194 0.246 0.103 0.043 0.227 0.222
A2-A3 | A2-A4 | A2-AS5 | A2-A6 | A2-A7
0.058 0.201 0.430 0.248 0.247
A3-A2 | A4-A2 | A5-A2 | A6-A2 | AT-A2
0.118 0.207 0.154 0.163 0.236
A3-A4 | A3-A5 | A3-A6 | A3-A7
0.196 0.444 0.293 0.288
A4-A3 | AS5-A3 | A6-A3 | AT7-A3
0.106 0.038 0.109 0.181
A4-AS5 | A4-A6 | A4-A7
0.329 0.162 0.107
A5-A4 | A6-A4 | AT-A4
0.050 0.267 0.246
AS5-A6 | A5-A7
0.066 0.047
A6-A5 | AT-AS
0.109 0.181
A6-A7
0.053
A7-A6
0.163

As a first step, data matrix is constructed for classification methods. Then,
preference functions and their parameters are determined. Selected preference
functions are illustrated in Table 3.4 in Section 3.1. Corresponding thresholds p and
q are determined with the consensus of the decision makers and also with the help of
the literature and statistical analyses. For all quantitative criteria, except Kappa,

thresholds are ¢ = 0.05 and p= 0.1. For kappa, thresholds are determined as ¢ = 0.1
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and p= 0.2. Lastly, for qualitative criteria thresholds are determined as ¢ = 1 and p=

2. (In section 3.1, threshold selection is explained in detail.)

For each pair of alternative methods, preference index [] is calculated and they are
used to calculate entering and leaving flows of the alternative methods. Preference

indices are illustrated in Table 3.9.

From the calculated leaving and entering flows of the alternative methods partial

preorders are determined. Leaving and entering flows are illustrated in Table 3.10.

Table 3. 10 Leaving and entering flows of classification methods

Classification | ¢+ -
Al DT 0.889669 |1.034809

A2 NN [1.377826 |1.051224
A3 | MARS |1.585933 |0.605642
A4 |LR 1.014313 | 1.061436
A5 |MTS [0.397704 |0.605642
A6 |FC 1.191624 | 1.049469
A7 |SVM | 1.466055 |0.812653

Firstly, partial preorder is determined with the PROMETHEE 1. Values represented
in Table 3. 10 are used while determining the partial preorder. The partial preorder is

represented in Figure 3.6.
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Figure 3. 6 The partial preorder induced by Table 3.10

From the partial preorder illustrated in Figure 3.6 following conclusions are

obtained:

A3 (MARS) is preferred to A; (DT) since @ (A3) > @ (A;) and @ (A3) < @ (A))
A; (MARS) is preferred to Ay (NN) since @ (Az) > @ (Ay) and @ (A3) < O (Ay)
A3 (MARS) is preferred to A4 (LR) since @ (A3) > ®"(As) and @ (A3) < O (Ay)
A3z (MARS) is preferred to As (MTS) since @ (A3) > " (As) and @ (Aj3) =

D (As)

A; (MARS) is preferred to Ag (FC) since @ (A3) > @ (Ag) and @ (A3) < @ (Ag)
A3 (MARS) is preferred to A7 (SVM) since @ (A3) > @ (A7) and @ (Ajz) <

@ (A7)

A, (NN) is preferred to A4 (LR) since @ (Ay) > @ (Ay) and @~ (Ay) < @™ (Ay)
Ag (FC) is preferred to A4 (LR) since @7 (Ag) > @ (Ayg) and @ (Ag) < @ (Ay)

A7 (SVM) is preferred to A; (DT) since @ (A7) > @ (A))and @ (A7) < @ (A))
A7 (SVM) is preferred to A, (NN) since @ (A7) > @ (Ay) and @ (A7) < @ (Ay)
A7 (SVM) is preferred to A4 (LR) since @ (A7) > @ (Ay) and @™ (A7) < O (Ay)
A7 (SVM) is preferred to Ag (FC) since @ (A7) > @ (Ag) and @ (A7) < © (Ag)

54



Remaining combinations of the alternatives are incomparable such as:

A, (DT) is incomparable to A; (NN) since @ (A;) > @ (A;)and @ (Ay) > @ (A))
A1 (DT) is incomparable A4 (LR) to since @ (A4) > @ (A1) and ® (Ay) > O (A))
A (DT) is incomparable to As (MTS) since ®*(A;)> @ (As)and @ (A;) >

O (As)

A, (DT) is incomparable to Ag (FC) since @ (Ag) > @7 (A;) and @ (Ag) > @ (A))
A, (NN) is incomparable to As (MTS) since @ (Ay) > @ (As) and ™ (Ay) >

@ (As)

A, (NN) is incomparable to Ag (FC) since @ (Ay) > @ (Ag) and @ (Ay) > @ (Ay)
A4(LR) is incomparable to As (MTS) since @ (Ay) > @ (As) and @ (Ay) >

O (As)

As (MTS) is incomparable to Ag (FC) since @ (Ag) > @ (As) and @ (Ag) >

@ (As)

As (MTS) is incomparable to A7 (SVM) since @ (A7) > ®" (As) and @ (A7) >

@ (As)

Partial preorders do not provide much information; one can only conclude that
MARS is superior to other six methods. PROMETHEE II is used to prioritize the

alternative classification methods.

Complete preorders are determined with PROMETHEE II. Net flow values of the

alternative classification methods are listed in Table 3. 11:
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Table 3. 11 Net Flows of the Alternative Classification Methods

Classification Methods [0}

Al DT -0.14514
A2 NN 0.326602
A3 MARS 0.980291
Ad LR -0.04712
A5 MTS -0.20794
A6 FC 0.142155
A7 SVM 0.653402

According to net flows of the alternative classification methods, resulting priorities

are given in Figure 3.7:

Coars > @M)/

Figure 3. 7 The complete preorder induced by Table 3.11

3.2.4. Sensitivity analysis and discussions

Sensitivity analyses are conducted to see the effects of the criteria weights and

thresholds on the resulting net flows, namely priorities.

In the first place, sensitivity analysis for the changing criteria weights is conducted.

There are 22 sub-criteria for classification methods and they are dependent to each
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other, since their weights have to sum up 1. Increasing one of the sub-criteria weights
causes to decrease in remaining ones. Thus, we focused on the sub-criteria weights
one by one. For instance, we changed the weight of the MCR in the range of [0, 1]
and difference in the weight of the MCR is allocated to the other sub-criteria
proportional to their own weights. Used formula during the weight generation and
resulting graphs of the changing net flows of the alternative methods for each sub-

criterion are illustrated in the APPENDIX J.

Graphs illustrated in APPENDIX J show that the net flows and also priorities of the
alternative methods are not very sensitive to change in the sub-criteria weights. The
main reason providing insensitivity to the sub-criteria weights is that there are 22
sub-criteria and their weights have to sum up 1. A small change in a sub-criterion
weight has much smaller effect on other sub-criteria after allocating this change to
remaining 21 sub-criteria. If the number of sub-criteria is lower, the effect of the
change in weight will be more significant. Moreover, graphs show that after a point,
priorities of the alternative methods remain same; this is because while the analyzed
sub-criterion weight is increasing, other sub-criteria weights are decreasing
accordingly and they become quite small. Then alternative methods are prioritized
according to scores of the analyzed sub-criterion having very high weight relative to

other sub-criteria.

Besides the number of the sub-criteria, sub-criteria scores of the alternative methods
also affect the sensitivity of the net flows. If for a sub-criterion, alternative methods
have close scores, net flows of these methods are not sensitive to change in that sub-
criterion. For instance, priorities of the alternative methods do not change with the
changing weight of the sub-criterion Response Speed. Sensitivity analysis graph of
the Response Speed is illustrated in Figure J.18 in APPENDIX J. For Response
Speed only one classification method, MTS has different score than other methods;
and with the increase in the weight of the response speed other sub-criteria weights
are losing their significance. Figure J.18 shows that when the response speed weight
reaches to 1, other subcriteria weights will be equal to zero and all of the methods

except MTS, have equal net flow values since there is only one sub-criterion,
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response speed, having positive weight and all of these methods have same score for

that sub-criterion.

Moreover, sub-criteria weights are relatively small numbers. According to the graphs
in APPENDIX J, one can conclude that priorities of the alternative methods are very
insensitive to sub-criteria weights. The reasoning behind this conclusion is that
indeed to change the priorities of the alternative methods, percentage increase or
decrease in sub-criteria weights should be very high. These percentage changes are
given in Table 3.12. Additionally, these sub-criteria weights are generated from the
ANP application and small changes in the pairwise comparisons hardly affect the
resulting weights since number of the pairwise comparisons is very high and
interdependencies and feedbacks are taken into consideration while the final
priorities are calculated by the ANP. Moreover, it is important to note that the
percentage changes in the Table 3.12 are calculated according to the observed first
change in the priority of the alternative methods. The graphs in APPENDIX J show
that these alternative methods are already lower ranked methods and these alterations

do not change our suggested classification methods.

In addition to sub-criteria weights, thresholds are also analyzed to see their effects on
the resulting priorities. We only focused on the thresholds of the quantitative sub-
criteria, since qualitative sub-criteria can get only discrete scores which are
illustrated in Table 3.2 and conducting a sensitivity analyze for these sub-criteria is
unnecessary. Contrary to sub-criteria weights, thresholds are independent from each
other and thus there are numerous threshold combinations can be used during the
PROMETHEE application. Handling these combinations that is very hard and it
requires remarkable effort. Thus, during the sensitivity analysis, we only change one
threshold and keep other threshold as they are. The resulting graphs are illustrated in
APPENDIX J. Net flows and priorities are very insensitive to the changes in
thresholds. One of the reasons is again number of the sub-criteria since overall
effects of the changes in the preferences are multiplied with the sub-criteria weights
to obtain the preference intensity of the alternative methods. The differences become
more insignificant after multiplication since sub-criteria weights are very small

numbers and overall effects of the changes become quite insignificant. Another
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reason of this insensitivity is used preference function which is “Criterion with
Linear Preference and Indifference Area”. The selected thresholds’ effects on the
preference intensity are decreased by this preference function since values below the
preference threshold is also evaluated with a linear function having a slope
determined by the determined preference threshold. This slope lessens the change in

the the preference function result.

Table 3. 12 Percentage increases and decreases in weights to change the priorities of the

alternative classification methods

Increase in | Decrease in
Sub-criteria (Classification) weight weight
1.1.Misclassification Rate 148% *
1.2.Kappa 147% *
1.3.CI * *
1.4.Stability 3563% *
1.5.Recall 48% *
1.6.Precision 139% *
1.7.AUROC 212% *
2.1.Interpretability 195% *
2.2.Compactness 158% *
2.3.Embaddability 661% *
3.1.Robustness to Categorical &Continuous Data 307% *
3.2.Robustness to complexity 6% 29%
3.3.Robustness to Noise in Data 40% 70%
3.4.Robustness to Irrelevant Variables 34% 33%
3.5.Robustness to Missing Values 43% 34%
4.1.Learning Curve Requirements 124% *
4.2.Development Speed 86% 81%
4.3 .Response Speed * *
5.1.Computing Resources 73% *
5.2.Independence from Experts 166% *
5.3.Scalability 30% 19%
5.4 Flexibility * *

* There is not such a value that may change the ranking.
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Resulting priorities of the alternative methods are also compared with the findings of
the other studies in literature. These studies and their suggestions are illustrated in
Table 2.2. in Chapter 2. These findings do not contradict with our findings. Of
course only some of the alternative methods used in this study, are presented in the
literature. In some of these studies MARS is applied to the different problem
contexts and these available comparison studies in literature also presents MARS as
a superior method to other methods as well. Moreover, in general NN is also
superior to DT according to these comparison studies and these findings support our

resulting priorities as well.

3.3. Ranking of the Prediction Methods

3.3.1. Selection of the ranking criteria and DM methods

For the prediction methods, reevaluated quantitative criteria are MSE, MAE, RMSE,
R, R2, Adjusted R2, PWIl, PWI2, Stability of MSE and Stability of RMSE.
Correlation analysis and factor analysis are given in APPENDIX E. According to
correlation analysis and correlation matrix in APPENDIX E, as expected MSE and
RMSE; R and R Square; PWI1 and PWI2; Stability of MSE and Stability of RMSE
are highly correlated.

According to factor analysis in Figure E.8, there are four different groups. MSE,
RMSE and Adjusted R square form a group. R and R Square form another group.
Stability of MSE and Stability of RMSE form the next group. Finally, PWI1 and
PWI2 form the last group. MAE is very close the first group “MSE, RMSE, Adjusted

R square” and it is incorporated into this group.

In literature, using Adjusted R Square is suggested instead of using R or R square.
Unlike R square, adjusted R square allows for the degrees of freedom associated with
the sums of the squares. Therefore, even though the residual sum of squares
decreases or remains the same as new explanatory variables are added, the residual
variance does not. Thus, adjusted R square is generally considered to be a more
accurate goodness-of-fit measure than R square (Montgomery and Runger, 1996).

Although literature supports the usage of Adjusted R square, statistical analyses
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show that Adjusted R Square highly correlated with MSE and RMSE. Finally,
RMSE is chosen to represent the first group (MSE, RMSE, Adjusted R square,
MAE) by the decision makers.

R Square is chosen to represent the second group and Stability of RMSE is chosen to
represent the third group. PWI1 and PWI2 are not used in this study; “1-PWI2”
measuring the outliers that fall outside the range of 2¢ is already represented by the
predetermined qualitative sub-criteria “Robustness to noise in data”. Final decision
criteria lists are formed accordingly. Prediction methods which are applied on the
data are illustrated in Table 3.13. Findings of these applications are used to fill in the

data matrices of prediction methods.

Table 3. 13 Alternative methods of prediction

Alternative Prediction methods
Al DT
A2 NN
A3 MARS
A4 MLR
A5 Fuzzy Regression
A6 Robust Regression
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3.3.2. Determination of criteria weights using ANP

Same as the classification methods, selected decision criteria for prediction methods
are grouped and clusters are formed according to their common properties. The
clusters and their elements are illustrated in Table 3.14. These clusters are identical
with the clusters of the classification methods. Only elements under the cluster
“Predictive Accuracy” are different. As stated before, these clusters are entitled as

criteria, and elements in these clusters are entitled as sub-criteria hereafter.

Table 3. 14 Clusters and their elements for prediction methods

1.Predictive Accuracy

1.1.RMSE

1.2. Stability of RMSE

1.3. R Square

2.Ease of Use of the Model
2.1.Interpretability

2.2.Compactness

2.3 . Embaddability

3.Robustness

3.1.Robustness to Categorical &Continuous Data
3.2.Robustness to Complexity
3.3.Robustness to Noise in Data
3.4.Robustness to Irrelevant Variables

3.5.Robustness to Missing Values
4.Speed

4.1.Learning Curve Requirements
4.2 Development Speed

4.3 .Response Speed

5.Ease of Modeling
5.1.Computing Resources
5.2.Independence from Experts
5.3.Scalability

5.4 Flexibility
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According to relation matrix in APPENDIX F, links between sub-criteria are formed
and accordingly criteria are also linked. Then questions of the pairwise comparisons
are generated according to the resulting network illustrated in Figure 3.7. The
pairwise comparisons are completed with the help of decision makers and the
literature. Moreover, comparisons which are performed for classification methods are
also utilized. Eigenvector method is used to calculate the local priorities from the
pairwise comparison matrices. The Unweighted Supermatrix is formed with the
eigenvectors generated from the pairwise comparison matrices. Unweighted
Supermatrix is normalized and Weighted Supermatrix is generated and then
Weighted Supermatrix is raised to limiting powers to get Limit Matrix. From the
Limit Matrix, final priorities, which are steady state priorities of the criteria and sub-
criteria with respect to the goal, are extracted. Unweighted Supermatrix, Weighted
Supermatrix and Limit Matrix for prediction methods are illustrated in APPENDIX
H. The resulting weights of the criteria and sub-criteria are illustrated in Table 3.15.

In the next section only sub-criteria weights are used as input.
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Figure 3. 8 Network for the prediction methods
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Table 3. 15 Criteria and subcriteria weights for prediction methods

1.Predictive Accuracy 0.09673
s | 2.Ease of Use of the Model 0.06504
2 |3.Robustness 0.36389
O | 4.Speed 0.21960
5.Ease of Modeling 0.25473
1.1.RMSE 0.03496
1.2.Stability of RMSE 0.00880
1.3.R Square 0.03115
2.1.Interpretability 0.02510
2.2.Compactness 0.01228
2.3 .Embaddability 0.00829
3.1.Robustness to Categorical &Continuous Data | 0.02828
& [3.2.Robustness to Complexity 0.23597
‘Qé 3.3.Robustness to Noise in Data 0.10346
_.‘-ﬁ 3.4.Robustness to Irrelevant Variables 0.04637
% 3.5.Robustness to Missing Values 0.09523
4.1.Learning Curve Requirements 0.02363
4.2 Development Speed 0.05717
4.3 Response Speed 0.07865
5.1.Computing Resources 0.03161
5.2.Independence from Experts 0.04593
5.3.Scalability 0.06456
5.4 Flexibility 0.06857

3.3.3. Ranking of the classification methods using PROMETHEE

In PROMETHEE, to prioritize the alternative prediction methods in Table 3.13 sub-
criteria and determined weights in Table 3.15 are used as input. These sub-criteria

and their objectives are illustrated in Table 3.16.
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Table 3. 16 Sub-criteria functions and objectives for prediction methods

Sub-criteria (Prediction) Objective
1.1.RMSE (Root Mean Square Error) Minimize
1.2.Stability of RMSE Minimize
1.3. R Square Maximize
2.1.Interpretability Maximize
2.2.Compactness Maximize
2.3.Embaddability Maximize
3.1.Robustness to Categorical &Continuous Data | Maximize
3.2.Robustness to complexity Maximize
3.3.Robustness to Noise in Data Maximize
3.4.Robustness to Irrelevant Variables Maximize
3.5.Robustness to Missing Values Maximize
4.1.Learning Curve Requirements Maximize
4.2.Development Speed Maximize
4.3.Response Speed Maximize
5.1.Computing Resources Maximize
5.2.Independence from Experts Maximize
5.3.Scalability Maximize
5.4.Flexibility Maximize

As a first step, data matrix is constructed for prediction methods. Then, preference
functions and their parameters are determined. Selected preference functions are
illustrated in Table 3.4 in Section 3.1. Corresponding thresholds p and ¢ are
determined with the consensus of the decision makers and also with the help of the
literature and statistical analyses. For all quantitative criteria, thresholds are
determined as ¢ = 0.05 and p= 0.1 and for qualitative criteria thresholds are

determined as ¢ = 1 and p= 2.

For each pair of alternative methods, preference index [] is calculated and they are
used to calculate entering and leaving flows of the alternative prediction methods.

Preference indices are illustrated in Table 3.17.
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From the calculated leaving and entering flows of the alternative methods partial

preorders are determined. Leaving and entering flows are illustrated in Table 3.18.

Table 3. 17 Preference Index [| Table for Prediction Methods

Preference Indices ©

Al | A2 A3 A4 AS Ab
DT | NN | MARS |MLR | FR | RR

Al-A2 | Al-A3 | Al-A4 | AI-A5 | Al-A6

0.149 0.048 0.084 0.137 0.112
A2-A1 | A3-Al | A4-Al | AS5-Al A6-Al

0.219 0.267 0.161 0.179 0.199
A2-A3 | A2-A4 | A2-AS A2-A6

0.036 0.197 0.290 0.151
A3-A2 | A4-A2 | AS5-A2 | A6-A2
0.124 0.215 0.100 0.119
A3-A4 | A3-A5 | A3-A6
0.193 0.288 0.178
A4-A3 | A5-A3 | A6-A3
0.112 0.009 0.052
A4-AS5 | A4-A6
0.211 0.156
AS5-A4 | A6-A4
0.193 0.194
AS5-A6
0.051
A6-AS5
0.052
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Table 3. 18 Leaving and entering flows of prediciton methods

Prediction Methods | o+ 0-

Al DT 0.529906 | 1.024830
A2 NN 0.892457| 0.706893
A3 MARS 1.049250 | 0.256517
Ad MLR 0.855377| 0.860088
A5 RR 0.532370 | 0.256517
A6 FR 0.736704 | 0.649254

Firstly, partial preorders are determined with the PROMETHEE 1. Values
represented in Table 3.18 are used while determining the partial preorders. The

partial preorder is represented in Figure 3.9.

Figure 3. 9 The complete preorder induced by Table 3.18

From the partial preorder illustrated in Figure 3.9, following conclusions are

obtained:
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A; (NN) is preferred to A; (DT) since @ (A)> @ (A))and @ (Ay) < O (A))

A; (NN) is preferred to Ay (MLR) since @ (A,) > @ (Ay) and @ (Ay) < @ (Ay)
A3 (MARS) is preferred to A; (DT) since @ (A3) > @ (A;) and @ (A3) < @ (A))
A3 (MARS) is preferred to A, (NN) since @ (A3) > @ (Az) and O (Az) < O (Ay)
A; (MARS) is preferred to A4 (MLR) since @ (A3) > ®"(Ag) and @ (A3) <

O (A4)

A3z (MARS) is preferred to As (RR) since @ (A3) > @ (As) and @ (Az) = @ (As)
A3 (MARS) is preferred to Ag (FR) since @ (A3) > @ (Ag) and @ (Az) < @™ (Ap)
A4 (MLR) is preferred to A; (DT) since @ (A4)> @ (A)) and @ (Ay) < @ (A))
As (RR) is preferred to A; (DT) since @ (As)> @ (A;) and @ (As) < @ (A))

Ag (FR) is preferred to A (DT) since @ (Ag) > @ (Aj) and @ (Ag) < @ (A1)

Remaining combinations of the alternatives are incomparable such as:

A, (NN) is incomparable to As (RR) since @ (Ay) > @ (As) and @ (Ay) > @ (As)
A, (NN) is incomparable to As (FR) since @ (Ay) > @ (Ag) and @™ (Ay) > @ (Ag)
A4 (MLR) is incomparable to A5 (RR) since @ (Ag) > @ (As) and @ (Ay) >

O (As)

A4 (MLR) is incomparable to Ag (FR) since @ (Ag) > @ (Ag) and @ (Ay) >

@ (A¢)

As (RR) is incomparable to Ag (FR) since @ (Ag) > @ (As) and @ (Ag) > @ (As)

According to partial preorders, two conclusions can be reached; MARS is superior to
the other five methods and DT is the worse method among the six alternative
methods. PROMETHEE 1I is used to prioritize the all of the alternative prediction

methods.

Complete preorders are determined with PROMETHEE II. Net flow values of the

alternative prediction methods are listed in Table 3.19.
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Table 3. 19 Net Flows of the Alternative Prediction Methods

Prediction Methods [0}

Al DT -0.494924
A2 NN 0.185564
A3 MARS 0.792732
A4 MLR -0.004711
A5 RR 0.275852
A6 FR 0.087450

According to net flows of the alternative prediction methods, resulting priorities are

given in Figure 3.10:

@

Figure 3. 10 The complete preorder induced by Table 3.19

3.3.4. Sensitivity analysis and discussions

Sensitivity analyses are conducted for prediction methods as well. Sensitivity
analysis for the changing criteria weights is conducted for 18 sub-criteria of the

predicition methods. Resulting graphs are illustrated in APPENDIX J.
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According to graphs illustrated in APPENDIX J, the net flows and priorities of the
alternative predicition methods are not sensitive to change in the sub-criteria weights.
The reasons of this insensitivity are same as the reasons stated for classification
methods. For prediction methods, there are 18 sub-criteria and this is also a high
number and decreases the sensitivity of the net flows to the sub-criteria weights.
Percentage changes in criteria weights to change the priorities of the alternative

prediction methods are given in Table 3.20.

For some of the sub-criteria, such as flexibility, alternative methods have close even
identical scores and thus net flows and priorities of the alternative methods are
insensitive to the change in weight of this sub-criterion. The sensitivity graph of the
Flexibility is illustrated in Figure J. 40. When the weight of the flexibility is equal to
1, other subcriteria weights will be equal to zero and all of the methods have the

same net flow values since all of them have the same score for that sub-criterion.

For prediction methods, thresholds of the quantitative sub-criteria are also analyzed
to see their effects on the resulting priorities. According to the resulting graphs
illustrated in APPENDIX J net flows of the prediction methods are also very
insensitive to the changes in thresholds. One of the reasons is again number of the
sub-criteria that is 18 for predicition methods. As stated before, overall effects of the
changes in the preferences are multiplied with the sub-criteria weights and increasing
number of the sub-criteria lowers these weights. For prediction methods used
preference function is same as the classification methods’ which is “Criterion with
Linear Preference and Indifference Area”. As stated before in Section 3.2.4 effects of
the selected thresholds on the preference intensity are decreased by this preference

function.
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Table 3. 20 Percentage increases and decreases in weights to change the priorities of the

alternative prediction methods

Increase in | Decrease in
Sub-criteria (Prediction) weight weight

1.1.RMSE 987% *
1.2.Stability of RMSE 127%

1.3.R Square 61%
2.1.Interpretability 99% 60%
2.2.Compactness * *
2.3.Embaddability 383% *
3.1.Robustness to Categorical &Continuous Data * *
3.2.Robustness to Complexity 53% 11%
3.3.Robustness to Noise in Data 55% 42%
3.4.Robustness to Irrelevant Variables 51% 35%
3.5.Robustness to Missing Values 26% 37%
4.1.Learning Curve Requirements 69% *
4.2.Development Speed 40% 48%
4.3 Response Speed * *
5.1.Computing Resources 58% *
5.2.Independence from Experts 118% 35%
5.3.Scalability 210% *
5.4 Flexibility * *

* There is not such a value that may change the ranking.

For prediction methods, MARS is superior to other methods as well and this finding

does not contradict with the studies in literature summarized in Table 2.2.
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CHAPTER 4

CONCLUSIONS AND FUTURE WORK

This study investigates which classification and prediction method should be
preferred for specific QI and control problems. The aim of this study is to
comprehensively evaluate performance of the selected classification and prediction

methods applied on the selected QI applications.

This is a discrete multiple criteria decision problem since decision space consists of
finite set of alternatives and the criterion set is explicitly known. ANP and
PROMETHEE are selected to apply to this problem and used to prioritize the
alternative classification and prediction methods. Experts with prior experience and
background with the application of these methods on relevant data have contributed
to this study since both of these methods require decision makers’ or experts’ input

in comparing and evaluating the methods.

An important point, the practitioners should be careful about is that during the ANP
application, they should be consistent in determining the directions of the influences
between the elements of the network. Otherwise resulting comparisons and their
interpretations do not represent the interdependencies and feedbacks of the problem.
Of course final priorities do not represent the real priorities of the criteria either. This
kind of mistakes can be easily noticed by the careful practitioners since the resulting

pairwise comparisons will be meaningless and probably unexpected.

The weights extracted from the ANP, are used in the PROMETHEE and alternative
classification and prediction methods are prioritized according to these weights and

determined preference functions and related thresholds. According to these priorities
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MARS is superior to the other classification methods. Among the other classification
methods the second best method is SVM. For prediction methods, MARS is the
suggested method among the others, as well. Besides, its performance is by far the
best. The second best prediction method is RR and its performance is very close to
following method NN. It is important to note that these priorities are not valid for all
problem contexts. The resulting priorities are determined according to selected
decision criteria, their relative importance with respect to goal of the problem and

performance of the alternative methods.

Used data structure also changes with the problem context. In this study, quality data
is used and the most significant characteristics of the quality related data are
imbalanced classes (such as defective, non defective), curse of dimensionality (small
sized of data, large number of variables) and mixed type of data. “Imbalanced
classes” requires careful structuring of the decision criteria. For instance, especially
for criteria, recall and precision stating the class of interest properly is very
important. For QI problems, the class representing the defectives is determined as
class of interest since cost of the misclassifying the defectives is very high. At the

beginning of the study, class of interest should be stated clearly.

In this study, several parameters are determined by the decision makers/experts. Thus
sensitivity analyses are needed to see the affect of these parameters such that criteria
weights and thresholds. The analyses show that resulting priorities are not very
sensitive to the change in these parameters. There are many reasons ensuring the
insensitivity to the criteria weights and thresholds. The most important one is the
number of the assessed criteria, since increase in the number of the criteria decreases
their effects on the resulting priorities. Number of the decision criteria affects the
pairwise comparison number in ANP application. The decision criteria number and
the relations between components of the network determine the resulting number of
the pairwise comparisons. Increase in the decision criteria number also increases the
number of the pairwise comparisons. High pairwise comparison number decreases
comparisons’ individual effects on the resulting weights. Small changes in the

pairwise comparisons have ignorable effects on the weights. To change the priorities
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of the methods by changing the criteria weights, we need to change great amount of

comparisons.

Sensitivity analysis to examine the effects of the thresholds is also conducted. Only
thresholds of the quantitative criteria are analyzed since qualitative criteria can get
discrete scores which are 1, 2, 3, 4 and 5 and difference between two alternative
method can get only following scores: 0, 1, 2, 3, 4. Thus, using a threshold different
than these scores is meaningless. However, selecting a threshold for quantitative
criteria is very hard because there is unlimited alternative threshold choice. Since
these thresholds are independent from each other, there are numerous possible
threshold combinations. Thus we try to analyze their effect one by one. We change
one threshold while others remain unchanged. Conducting a comprehensive
sensitivity analysis consisting these combinations and possible alternative conditions

needs great effort and can be evaluated as a future study.

Insensitivity to the thresholds can be explained with the preference function used
during the PROMETHEE application. For quantitative criteria, we select the
preference function “Criterion with Linear Preference and Indifference Area”. This
function uses a linear function when the difference between scores of the two
compared alternative methods is below the preference threshold. Changing this
threshold affects the slope of this linear function and effects of this change are
lessened. In literature, PROMETHEE is also suggested since it is more stable to the
threshold deviations (Brans et al. 1986).

Although this method was applied for prioritization of the classification and
prediction methods applied to QI problems it is a generalized method that can be
adapted or extended for any problem context. The criteria/sub-criteria determined in
this study is specific to QI problem context, factors for evaluating method
performance and their priorities will vary in each different context. The approach can
be implemented in any discrete problem by making the necessary changes in the
criteria/sub-criteria and the pairwise comparison judgments and thresholds of the
PROMETHEE. And as a last word, for the problems having high number of decision

criteria. which are also interdependent, ANP produces considerable number of
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pairwise comparisons. For this kind of problems, ANP should be improved otherwise

application becomes really difficult for both experts and practitioners.

ANP evaluates the interdependencies, feedbacks and hierarchies, and then reaches
the absolute priority of any criterion regardless of which criteria it influences.
Resulting priorities are determined according to influences between criteria. For
instance, a criterion influencing the most of the remaining criteria has higher priority
than a criterion mostly influenced by other criteria. Thus, to analyze the relationships
and their directions, supporting methods could be used to improve performance of
the ANP. For this purpose, DEMATEL method can be used to specify
interdependencies and determine direction of the influences. For future studies,
DEMATEL may be used to improve the performance of the ANP but it should be
noted that this method also requires expert contribution to determine its parameters

(Li and Tzeng, 2009).
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APPENDIX A

PERFORMANCE MEASURES USED IN THE LITERATURE

Table A. 1 Evaluations of some DM methods performed by Dhar and Stein (1997)

DM Methods
Rule Based Machine Learning
Neural Network Systems Algorithms

Criteria (Decision Trees)
Accuracy High High Moderate to High
Explainability Low Moderate Moderate to High
Response Speed High High High
Scalability Moderate Moderate Moderate to High
Compactness High High Moderate
Flexibility High High High
Embeddability High Moderate Moderate to High
Ease of use Moderate Moderate -
Tolerance for complexity High High Moderate
Tolerance for noise in data | Moderate-High - Moderate
Tolerance for sparse data Low - Low
Independence from experts | High Moderate Moderate
Development speed Moderate Moderate Moderate
Computing resources Low to Moderate | Low Moderate
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Table A. 2 Evaluations of some DM methods performed by Patel (2003)

DM Methods
Criteria MLR | LR | Neural | Trees
Nets

Accuracy M M M
Interpretability H H H
Speed-Training H H HM
Speed- Deployment H H H HM
Effort in choice and transformation of HM | HM L L
indep.Vars.
Effort to tune performance parameters L L H ML
Robustness to Outliers in indep vars ML | ML HM H
Robustness to irrelevant variables H H L ML
Ease of handling of missing values M M H
Natural handling both categorical and H H H H
continuous variables

H: high, M:medium, L:low.
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Table A.

3 Reference List of the all Performance Measures encountered in the literature

# | Performance Measure Reference
Dhar and Stein (1997)
Chien (2006)

1 | Accuracy Weiss and Zhang (2003)

2 | Adjusted R Square Montgomery and Runger (1996)

3 | Application Time Weiss and Zhang (2003)

Virkkala et al. (2005)
Fielding and Bell (1997)
Fawcett (2004)

4 | Area Under Curve (AUC) / AUROC Bradley (1997)

5 | Confidence Interval (CI) Fielding and Bell (1997)

6 | Compactness Dhar and Stein (1997)

7 | Computational Efficiency Moisen and Frescino (2002)

Dhar and Stein (1997)

8 | Computing Resource Chien (2006)

9 | Contribution of Predictors Moisen and Frescino (2002)
10 | Correlation Coefficient Moisen and Frescino (2002)
11 | Cost of Obtaining Labeled Data Weiss and Zhang (2003)

Dhar and Stein (1997)
12 | Development Speed/Effort Chien (2006)
13 | Ease of Handling Missing Values Patel (2003)
Dhar and Stein (1997)
14 | Ease of Use Chien (2006)
Effort in choice and transformation of
15 | independent variables Patel (2003)
16 | Effort to tune performance parameters | Patel (2003)
Dhar and Stein (1997)
17 | Embeddability Chien (2006)
18 | Expert evaluation Weiss and Zhang (2003)
Dhar and Stein (1997)
19 | Explicability Chien (2006)
20 | F Measure Fawcett (2004)
21 | Field testing Weiss and Zhang (2003)
Dhar and Stein (1997)
22 | Flexibility Chien (2006)
Dhar and Stein (1997)
23 | Independence from expert Chien (2006)
Patel (2003)
24 | Interpretability Weiss and Zhang (2003)

89




Table A. 3 (Continued) Reference List of the all Performance Measures encountered in the

literature
# | Performance Measure Reference
Fielding and Bell (1997)
Moisen and Frescino (2002)
Cohen (1960)
Landis and Koch (1977)
Virkkala et al. (2005)
25 | Kappa Statistics Cohen's kappa (2009)
26 | Learning curve requirements Dhar and Stein (1997)
Agresti (1996)
27 | Log-odds Ratio Fielding and Bell (1997)
28 | Mallows’ Cp Mosteller and Tukey (1977)
29 | Mean Absolute Error (MAE) Brandimarte and Zotteri (2007)
Mean Absolute Percentage Error
30 | (MAPE) Kim and Lee (1997)
31| Mean Error (ME) Brandimarte and Zotteri (2007)
Hyndman and Koehler (2006)
32 | Mean Squared Error (MSE) Montgomery and Runger (1996)
Classification and Regression Trees
33 | Misclassification (error) rate (C&RT) (2009)
Natural handling both categorical and
34 | continuous variables Patel (2003)
35 | Normalized mutual information (NMI) | Fielding and Bell (1997)
Operating Characteristics (OC) or
Receiver Operating Characteristics
36 | (ROC) curve Montgomery and Runger (1996)
37 | Percent of Correctly Classified (PCC) | Moisen and Frescino (2002)
38 | Precision Han and Kamber (2001)
39 | Predicted R2 Montgomery and Runger (1996)
Prediction error sum of squares
40 | (PRESS) Mosteller and Tukey (1977)
PWI (proportion of plots within some
41 | user-specified range) Moisen and Frescino (2002)
42 |R2 Montgomery and Runger (1996)
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Table A. 3 (Continued) Reference List of the all Performance Measures encountered in the

literature

# | Performance Measure Reference

43 | Recall Han and Kamber (2001)

44 | Response speed Dhar and Stein (1997)

45 | Robustness to irrelevant variables Patel (2003)

Robustness to outliers in independent

46 | variables Patel (2003)
Moisen and Frescino (2002)

47 | Root Mean Squared Error (RMSE) Brandimarte and Zotteri (2007)

48 | Scalability Dhar and Stein (1997)
Fielding and Bell (1997)
Han and Kamber (2001)
Patel (2003)

49 | Sensitivity Weiss and Zhang (2003)

Fielding and Bell (1997)

50 | Specificity Han and Kamber (2001)
51 | Speed-deployment Patel (2003)
Patel (2003)
52 | Speed-training Weiss and Zhang (2003)
Bryson (2007)
53 | Stability Muata and Bryson (2004)
Dhar and Stein (1997)
54 | Tolerance for complexity Chien (2006)
Dhar and Stein (1997)
55 | Tolerance for data sparseness Chien (2007)
Dhar and Stein (1997)
56 | Tolerance for noise in data Chien (2006)
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APPENDIX B

DEFINITIONS OF THE SELECTED PERFORMANCE
MEASURES

Table B. 1 Initial decision criteria list for classification methods

# Criteria

1 Misclassification (error) rate

2 Kappa

3 Precision

4 Recall (Sensitivity)

5 CI

6 Stability

7 F measure

8 AUROC

9 Scalability

10 Flexibility

11 Interpretability (explanatory capability)
12 Compactness

13 Embaddability

14 Natural handling both categorical and continuous variables
15 Robustness to complexity

16 Robustness to noise in data

17 Robustness to irrelevant variables
18 Robustness to missing values

19 Development speed/effort

20 Response Speed
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Table B. 1 (Continued) Initial decision criteria list for classification methods

# Criteria

21 Computing resource

22 Learning curve requirements
23 Independence from expert

Table B. 2 Initial decision criteria list for prediction methods

# Criteria

1 Adjusted R2 (R-sq adj)

2 R2 (R-sq)

3 Mean Absolute Error (MAE)

4 Mean Square Error (MSE)

5 Root Mean Square Error (RMSE)
6 Stability of MSE

7 Stability of RMSE

8 Scalability

9 Flexibility

10 Interpretability (explanatory capability)
11 Compactness

12 Embaddability

13 Natural handling both categorical and continuous variables
14 Robustness to complexity

15 Robustness to noise in data

16 Robustness to irrelevant variables
17 Robustness to missing values

18 Development speed/effort

19 Response Speed

20 Computing resource

21 Learning curve requirements

22 Independence from expert
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In the following section important measures for Quality Improvement context and

their definitions are listed.

Notation used in the following section:

For Measures of Classification Methods

A confusion matrix illustrates the accuracy of the solution to a classification

problem. Obviously, the best results will have only zero values outside the diagonal.

Table B. 3 Confusion Matrix (Contingency Table)

Predicted class

1 2
Actual 1 a b
class 2 [¢ d

Table B. 4 Confusion Matrix (where class of interest is 1)

Predicted class

1 2
Actual 1 TP=a FN=b
class 2 FP=c TN=d

N : Total number of observations

N =a+b+c+d
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Given a specific class i (class of interest)

True Positive (TP)  : predicted to be in class i and is actually in it

False Positives (FP) : predicted to be in class i but is not actually in it

True Negative (TN) : not predicted to be in class i and is not actually in it

False Negative (FN) : not predicted to be in class i but is actually in it

For Measures of Prediction Methods

. th
y, =1 observed response value

1

=i " fitted response

Y =mean response

n = number of observation

p = number of terms in the model
$ =mean fitted response

n = number of observation

s(y)* = sample variance for observed response
s($)* = sample variance for fitted response
e, =y, —y, >>1ithordinary residual

1

h,>> leverage value for the i th observation
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h, is the leverage of 1 th observation, which is the i th diagonal element of the hat

matrix, H.

H=X (X'X)" X' Where X is the design matrix.

Adjusted R2 (R-sq adj)

Accounts for the number of predictors in your model and is useful for comparing
models with different numbers of predictors. The higher the R2, the better the model

fits your data. The formula is:

R, <1 MSE 1_[2@@) }( -1 j

 MSTotal Z(yi_)—,i)z n—p-1

In this study, Rzadj is not used since MSE is used and it is highly correlated with the

Rzadj .
R2 (R-sq)

Coefficient of determination; indicates how much variation in response is explained

by the model. The higher the R2, the better the model fits your data. The formula is:

R2 1 SSError . D=3
SS Total > (=)

Mean Absolute Error (MAE)

MAE gives the average magnitude of error. Smaller is the better. The formula is:

n

1 .
MAE = ;Zbﬁ —Ji

i=1

In this study, MAE is not used since RMSE is used and it is highly correlated with

the MAE
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Mean Absolute Percentage Error (MAPE)

Gives scale independent (relative) error. Smaller is the better. The formula is:

MAPE = 100

n g

Vi =Y

Vi

In this study, MAPE is not used since RMSE is used and it is highly correlated with
the MAPE

Mean Square Error (MSE)

MSE emphasizes grossly inaccurate estimates. Smaller is the better. The formula is:
1< A N2
MSE = ZZ(yi =)
i=1

In this study, MSE is not used since RMSE is used and it is highly correlated with the
MSE

Root Mean Square Error (RMSE)

RMSE gives magnitude with more weight on grossly inaccurate estimates. Smaller

is the better. Model independent formula is:

RMSE = MSE = \/12(% -7.)
n iz
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Model dependent formula is

RMSE =~/MSE = \/;Z(yi -9
n— i=1

p—1
Correlation Coefficient

It is a measure of linear association between actual and predicted response values.

The formula is:

S -PG - n-1)
P
Js(r)2s()?

In this study measuring the association is not needed since correlation can be
positive or negative and interpretation of this measure may be difficult. Thus,

correlation coefficient is not used as a decision criterion and eliminated.

Prediction error sum of squares (PRESS)

PRESS is an assessment of your model’s predictive ability. PRESS, similar to the
residual sum of squares, is the sum of squares of the prediction error. In general, the
smaller the PRESS value, the better the model’s predictive ability. In least squares

regression, PRESS is calculated with the following formula:

IRy
S

In this study, PRESS is not used.
Predicted R2

Indicate how well the model predicts responses for new observations. Larger values
of predicted R2 suggest models of greater predictive ability. The higher is the better.

The formula is
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Sy
PRESS _ 1=k

R*(pred)=1- =
(pred) SS Total < —
1-> (3,-¥)

i=1

In this study, Rz(pred) is not used.

Misclassification rate (MCR) and Percentage of correctly classified (PCC)

It is simply the number of misclassified observations divided by the total number of
observations in the test set. If necessary, b and ¢ (misclassified observations) can be
weighted with cost. Suitable only if frequencies of different levels of discrete

variables are similar. (Otherwise a biased measure)

. . . b+c
Misclassification (error) rate =T

b+c

Percentage of correctly classified PCC =1—

Kappa

It is proportion of correctly classified units after the probability of chance agreement

has been removed. (Unbiased measure)

Kappa Statistics is an index which compares the agreement against that which might
be expected by chance. Kappa can be thought of as the chance-corrected proportional
agreement, and possible values range from +1 (perfect agreement) via 0 (no

agreement above that expected by chance) to -1 (complete disagreement).

Kappa = (Observed agreement - Chance agreement)/(1 - Chance agreement)
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Kappa = (91 - 92)/(1 - ‘92 )

where
0, = atd observed agreement
0, = (@th), (@+c) + (b+d), (c*d) chance agreement

N N N

Kappa is always less than or equal to 1. A value of 1 implies perfect agreement and

values less than 1 imply less than perfect agreement.

One drawback of the Kappa statistic is that this measure may be sensitive to the
sample size and may fail when the size of one class exceeds the other. (Fielding and

Bell, 1997)

In different sources, a rough guide is proposed to assess the Kappa (Landis and

Koch, 1977) (Cohen's kappa, 2009)

Table B. 5 A rough guide to assess the Kappa statistic (not universally accepted)

Kappa Strength of agreement
0.00 Poor
0.01-0.20 Slight
0.21-0.40 Fair
0.41-0.60 Moderate
0.61-0.80 Substantial
0.81-1.00 Almost perfect
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Precision

An indicator of sharpness in identifying class of interest

. TP
precision = ————
TP+ FP
Recall (Sensitivity)

An indicator of hitting all cases of interest

P

recall = ——
TP+ FN

F measure

There is trade-off between precision and recall. For high precision, hit rate is bound
to drop. However to hit all the positives, the rule set has to shoot many false

negatives as well. F Measure combines these to see the joint effect.

It is the weighted harmonic mean of precision and recall and tries to see how the

tradeoff between precision and recall, is resolved.

1 1
+
precision  recall

This is also known as the F measure, because recall and precision are evenly

weighted.

The general formula for non-negative real 8 is:
Fy = (1 + p? ) (precision . recall)/(ﬁ'2 - precision + recall)

Two other commonly used F measures are the F, measure, which weights recall

twice as much as precision, and the F| . measure, which weights precision twice as
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much as recall. As B increases the weight of recall increases in the measure. (F1

Score, 2009)

F measure, which is a weighted combination of precision and recall, is not used in

this study since precision and recall are both used in this study.
Proportion of plots within some user-specified range (PWI)

PWI is the sum of indicator variables over all observations. The indicator variables
take the value of one if the absolute value of the difference between actual and
predicted response is within some user-specified thresholds. “1- PWI2” is also used

to measure outliers of the observations. PWI2 uses 2 as user specified range R.

j}i _yi‘<R}

|
PWI:;;I{

PWI is not used in this study, since “robustness to noise in data” sub-criteria has a

similar interpretation with 1-PWI2 measure.
Confidence Interval (CI)

When the data partitioning methods such as bootstrapping, randomization, k-fold
partitioning etc. are used accuracy is usually reported as a mean and confidence

limits.
Stability

A classification/prediction model is stable when it performs just as well on both seen
(training) and unseen (test) data sets. The stability can be measured as a number

between 0 and 1, where 0 means completely stable and 1 means completely unstable.

-CC
+CC

Test

cc,
Stability = ——r
cC

where

Train Test

. . .. a+d
CCrrain: Correct classification rate of the training set. CC, . =——

Train
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. . . a+d
CCrest: Correct classification rate of the testing set. CC,,, = ——

Area Under Curve (AUC)

AUC shows the area under the “Receiver Operating Characteristics Curve” (ROC).
ROC is a curve of sensitivity versus (1-specificity) over a range of cutoff points.
When the cutoff points are very high (i.e. 1.0), all claims are classified as legitimate.
The baseline ROC curve (where no model is used) can be thought of as a straight line
from the origin with a 45-degree angle. If the model’s sensitivity increases faster
than the specificity decreases, the curve “lifts” or rises above a 45-degree line

quickly. The higher the “lift”, the more accurate the model.

A statistic that summarizes the predictive accuracy of a model as measured by an
ROC curve is the area under the ROC curve (AUROC). A curve that rises quickly

has more area under the ROC curve.
Operating Characteristics (OC) or Receiver Operating Characteristics (ROC) curve:

A ROC plot is obtained by plotting all true positive fractions on the y-axis against

their equivalent false positive fraction for all available thresholds on the x-axis.

a C
vs.

a+b c+d

AUC shows the area under the “Receiver Operating Characteristics Curve” (ROC).
ROC is a curve of sensitivity versus (1-specificity) over a range of cutoff points.

When dealing with highly skewed datasets, it gives overly optimistic view.

Log-odds Ratio

It measures the association between two binary variables. High association does not

guarantee the model accuracy.
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If we have two binary variables A and B, to look for a measure of association
between the components the most useful general measure is the log-odds ratio,

defined as follows.

Given A=1i , the odds for B=1 versus B=0 are
P(B=1/A= i) /P(B=0/A=i )= =" |z}’

If A and B are independent this ratio is the same at both levels of A. Hence the ratio
of the separate odds ratios is a measure of association taking the value 1 for
independent components. The log of the ratio is more convenient for many purposes,

being zero when independence holds, so that we are led to define
v 1o = logllm "2 Vit 7t

. . . C . ad
According to confusion matrix entries it is identical to the v ,, = log(b—j
c

This study concerns with quality data, measuring the association is meaningless
since high association may imply high misclassification or high correct classification
rate. Thus, log-odds ratio is not used as a decision criterion in this study. It is

eliminated by the decision makers.
Scalability:

It refers to how well the system works when new variables are added or range of the

values that variables can take is increased.
Flexibility:

It is the ease with which the relationships among the variables or their domains can
be changed, or the goals of the system modified. Robustness to perform well as

additional functionality added over time.
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Ease of use of the model:

It describes how complicated the system is to use for the business people who will be

using it on a daily basis.

This criterion consists of several decision criteria such as interpretability,

compactness and embeddability. Thus, it is used as a cluster caption in this study.

Interpretability

Interpretability of a method can be defined as ability of extracting information that
can be verified by experts. All the recursive partitioning algorithms have the

interpretability property.

Compactness

It refers to how small the system can be made. Compactness deals with the ease with

which the system can be encoded into a compact portable format.

Embeddability

It refers to the ease with which a system can be coupled with or incorporated into the

infrastructure of an organization.

Natural handling both categorical and continuous variables (Robustness to

categorical and continuous variables)

This is ability of the method to handle both categorical and continuous variables.

This criterion is renamed as “Robustness to categorical and continuous variables”

in this study.

Tolerance for complexity (Robustness to complexity)

It refers to the degree to which the quality of a system is affected by interactions
among the various components of the process being modeled or in the knowledge

used to model a process. This criterion also covers the ability to detect interactions.
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This criterion is renamed as “Robustness to complexity” in this study.

Tolerance for noise in data (Robustness to noise in data)

It is the degree to which the accuracy of a system is affected by noise in the data.

This criterion is renamed as “Robustness to noise in data” in this study.

Effort in choice and transformation of independent variables

This is required effort to choose the relevant attributes and transform the data into
appropriate format by using data transformation techniques such as smoothing,

normalization etc.

Since almost all of the prediction and classification methods need same effort to
choice and transformation of independent variables, it is not a discriminatory
decision criterion and excluded from the initial decision criteria list by the decision

makers.

Tolerance for data sparseness

It is the degree to which the quality of a system is affected by incompleteness or lack

of data.

The availability and level of detail of data and the accuracy are central issues in

choosing among different techniques.

Sparse data occurs when many data cells in a data item contain NA values. For
example, if a financial data item contains information that is dimensioned by Product
and Market, it is likely that the data will be sparse because not all products are sold

in all markets.

Data sparseness is not a common problem of quality data. Thus, “Robustness to
data sparseness” is not used as a decision criterion in this study. It is eliminated by

the decision makers.
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Ease of handling of missing values (Robustness to Missing Values)

It is the degree to which the quality of a system is affected by missing values of data.
This criterion is renamed as “Robustness to Missing Values” in this study.
Development speed/effort:

The time that the organization can afford to develop a system or, conversely, the time

a modeling technology would require to develop a system. (Dhar and Stein, 1997)

In this study Development speed is selected as a decision criterion since it is the most

comprehensive one. It consists following measures:

Computational time : This is the computation time required for an algorithm to

generate a model for a given dataset.

Speed Training,

Speed deployment,

Effort in choice and transformation of independent variables,
Effort to tune performance parameters.

Response Speed

It is the time it takes for a system to complete analysis at the desired level of
accuracy. The flip side to this dimension is confidence in the sense that you can ask
how confident you are that a certain period of time, within which the system must
provide an answer, will be sufficient to perform the analysis. In applications that
require that results be produced within a specified time frame missing that time
frame means that no matter how accurate and otherwise desirable the results are, they

will be useless in practice.
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Computing resource (computational ease)

It is the degree to which a system can be implemented without requiring special-

purpose hardware and software.
Learning curve requirements

These requirements indicate the degree to which the organization needs to
experiment in order to become sufficiently competent at solving a problem or using a

technique.

Independence from expert

It is the degree to which the system can be designed, built and tested without experts.
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APPENDIX C

PROMETHEE PREFERENCE FUNCTIONS

Table C.1 PROMETHEE Preference Functions

Type Graph Parameter Function
P(d)
1

I Usual ] P(d) = 0, d<0

Criterion 1, d>0

d

II.  Quasi P(d) = 0, gzd

Criterion 4 1, d>q
M. Criterion with d/p, p=d>0

Linear P P@) =

Preference L d>p

0, q=>d
IV. Level Criterion q,p Pd)=:1/2, g<d <p
1 p<d

V. Criterion with P(d) 0 >d

Linear ’ 7=

Preference and ! / aQp P(d)= (d —q)/ ( p—q), g<d <p

Indifference 1 <d

area P yd ’ P

q p
P(d)

VI. Gaussian P(d) = 0, d<0

Criterion ° IR 325 2

l-exp\—-d“/2¢°) d>0
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APPENDIX D

DECISION MAKER / EXPERT LIST

Table D. 1 Experts who contributed to ANP and PROMETHEE evaluations

Name Organization Position Title E-mail
METU
Prof.Dr. Giilser Industrial )
. Faculty member koksal@ie.metu.edu.tr
KOKSAL Engineering
Department
METU
Prof. Dr. Sinan Industrial o
. Faculty member skayali@ie.metu.edu.tr
KAYALIGIL Engineering
Department
, METU
Assoc. Prof. Dr. Inci ]
Department of | Faculty member ibatmaz@metu.edu.tr
BATMAZ o
Statistics
METU
) Research Assistant, B
Berna BAKIR Informatics ) berna@ii.metu.edu.tr
) Ph.D. Candidate
Institute
METU
) Research Assistant, ) )
El¢in KARTAL Department of kartalelcin@gmail.com
o Ph.D. Candidate
Statistics
METU
Fatma YERLIKAYA Institute of Research Assistant, ] )
. ) fatmayerlikaya@gmail.com
OZKURT Applied Ph.D. Student
Mathematics
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Table D. 2 Experts who contributed to PROMETHEE evaluations

Name

Organization

Position Title

E-mail

Assist. Prof. Dr.
Siireyya OZOGUR
AKYUZ

Bahgesehir
University
Mathematics
and
Computer
Sciences

Department

Faculty member

sureyya.akyuz

@bahcesehir.edu.tr

Baris YENIDUNYA

METU
Industrial
Engineering

Department

M.S. Student

Dilber AYHAN

METU
Industrial
Engineering

Department

M.S. Student

Gizem OZER

METU
Industrial
Engineering

Department

M.S. Student

Ezgi AVCI

METU
Industrial
Engineering

Department

M.S. Student

Tuna KILIC

Cankaya
University
Industrial
Engineering

Department

M.S. Student
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APPENDIX E

STATISTICAL ANALYSIS OF MEAN ACCURACY MEASURES

Correlations: MCR; Precision; Recall; F0.5; F1; F2; Kappa; Specificity;
Stability of PCC

MCR Precision Recall FO0.5 F1l F2 Kappa Specific Stab PCC

Precision -0,710

0,000
Recall -0,360
0,000
F0.5 -0,815
0,000
Fl -0,759
0,000
F2 -0,595
0,000
Kappa -0,787
0,000
Specific -0,723
0,000
Stab _PCC 0,797
0,000
AUC -0,778
0,000

Cell Contents:

0,398
0,000

0,898 0,564
0,000 0,000

0,705 0,797 0,934
0,000 0,000 0,000

0,480 0,947 0,774 0,944
0,000 0,000 0,000 0,000

0,814 0,808 0,950 0,975 0,890
0,000 0,000 0,000 0,000 0,000

0,654 -0,308 0,605 0,376 0,095 0,291
0,000 0,000 0,000 0,000 0,328 0,001

-0,633 -0,022 -0,734 -0,647 -0,456 -0,490 -0,819

0,000 0,809 0,000 0,000 0,000 0,000 0,000
0,542 0,565 0,761 0,806 0,735 0,769 0,356 -0,575
0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000

Pearson correlation

P-Value

Figure E.1 Correlation coefficients and p values of the accuracy measures for classification

methods
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Matrix Plot of MCR; Predsion; Recall; FO.5; F1; F2; Kappa; ...

| stability-poc

T T T T T
000 025 050 00 05 1,00 05 1003 06 09 03 06 09 03 06 09 00 05 1®3 06 09 00 02 04

Figure E. 2 Correlation matrix plot of the accuracy performance measures for classification

methods
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Correlations: MAE; MSE; RMSE; R; R2; Adj-R2; PWI1; PWI2;
Stability MSE; Stability RMSE

MAE MSE RMSE R R2 Adj -R2 PWI1 PWI2 StabiMSE
MSE 0,821
0,000
RMSE 0,910 0,950

0,000 0,000

R -0,409 -0,324 -0,499
0,001 0,010 0,000

R2 -0,396 -0,280 -0,437 0,946
0,001 0,026 0,000 0,000

Adj-R2 -0,555 -0,889 -0,802 0,298 0,239
0,000 0,000 0,000 0,018 0,059

PWI1 0,231 0,082 0,163 -0,241 -0,399 -0,071
0,069 0,523 0,202 0,057 0,001 0,578

PWI2 0,207 0,034 0,101 -0,168 -0,345 -0,006 0,960
0,104 0,791 0,432 0,188 0,006 0,963 0,000

Stab MSE -0,534 -0,323 -0,447 0,237 0,290 0,212 -0,376 -0,301
0,000 0,010 0,000 0,061 0,021 0,095 0,002 0,017

Sta RMSE -0,620 -0,425 -0,530 0,265 0,346 0,300 -0,461 -0,406 0,973
0,000 0,001 0,000 0,036 0,005 0,017 0,000 0,001 0,000

Cell Contents: Pearson correlation
P-Value

Figure E. 3 Correlation coefficients and p values of the accuracy measures for prediction

methods
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Matrix Plot of MAE; MSE; RMSE; r; R2; Adj-R2; PWI1; PWI2; ...

0,10
0,05

PWI1

58445

9

00 005 0,10 0,00 005 010 00 ), ), 05 B0 8 000 05 100

Figure E. 4 Correlation matrix plot of the accuracy performance measures for prediction

methods
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Saree Plot of MCR; ...; AUC

Bgenvalue
e

2_
1_
04 - - )
T T T T T T T T T T
1 2 3 4 5 6 7 8 9 10
Factor Nimrber

Figure E. 5 Scree Plot of the factor analysis for MCR, precision, recall, F 0.5, F1, F2, kappa,
specificity, stability of PCC, AUC

According to Figure E. 5, number of factors is determined as 6. It appears that three-
factor solution effectively summarizes the total variance (0.951). The factor analysis
is conducted for 6 factors and the results are given in Figure E. 6. Recall, F;, and F;
form a group; MCR, specificity and stability form another group. Kappa also belongs
to the “Recall, F;, F,” group and AUC can be associated with the “MCR, specificity,
stability” group. Precision forms another group and F s is closer to the “Precision”
group than the other groups. As a result, representing these measures only MCR,
precision, recall, kappa, stability and AUC are selected. Here, even though kappa
AUC and stabilitycould be eliminated (due to the fact that they highly correlate with
recall and MCR respectively) our experts have found it useful for them to be

explicitely in the analysis.
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Factor Analysis: MCR; Precision; Recall; F0.5; F1; F2; Kappa; Specificity;
Stability of PCC

Maximum Likelihood Factor Analysis of the Correlation Matrix

Rotated Factor Loadings and Communalities
Varimax Rotation

Variable Factorl Factor2 Factor3 Factor4 Factorb Factor6 Communality
MCR -0,395 ->-0,864 -0,272 -0,024 0,073 0,090 0,991
Precision 0,244 0,465 -> 0,844 0,031 -0,002 0,006 0,989
Recall 0,993 -0,063 0,051 0,080 0,014 -0,028 1,000
FO0.5 0,578 0,486 0,635 -0,155 0,047 -0,009 1,000
Fl 0,820 0,389 0,389 -0,154 0,013 0,027 1,000
F2 0,962 0,195 0,184 -0,043 -0,005 0,040 1,000
Kappa > 0,742 0,513 0,420 -0,037 -0,032 -0,082 1,000
Specificity -0,161 0,877 0,427 -0,019 -0,058 -0,033 0,981
Stability -0,245 ->-0,858 -0,256 0,066 -0,084 -0,092 0,881
AUC 0,608 -> 0,621 0,152 -0,029 0,147 0,017 0,801
Variance 4,1398 3,5469 1,8233 0,0647 0,0411 0,0278 9,6436
% Var 0,414 0,355 0,182 0,006 0,004 0,003 0,964

Figure E. 6 Rotated factor loadings and communalities of MCR, precision, recall, Fys, Fy, F»,

kappa, specificity, stability of PCC, AUC

According to Figure E. 7 the number of factors is chosen as 6. It appears that four-
factor solution effectively summarizes the total variance (0.924). The factor analysis
is conducted for six factors and the results are given in Figure E. 8. MSE, Adj R2 and
RMSE form a group; R and R2 form another group. Stability of MSE and that of
stability of RMSE also form a group as well as PWI1 and PWI2. From these groups
only RMSE, R2 and stability of RMSE are selected as representatives. PWI measures
are eliminated completely thinking that they have a similar meaning with “robustness

to noise in data”
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Saree Plot of MAE; ...; Stability RMSE

Figure E. 7 Scree Plot of the factor analysis for MAE, MSE, RMSE, R, R2, Adj R2, PWI1,
PWI2, Stability of MSE and Stability of RMSE measures
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Factor Analysis: MAE; MSE; RMSE; R; R2; Adj-R2; PWI1; PWI2;
Stability_ MSE; Stability RMSE

Maximum Likelihood Factor Analysis of the Correlation Matrix

Rotated Factor Loadings and Communalities
Varimax Rotation

Variable Factorl Factor2 Factor3 Factord4d Factor5 Factor6 Communality
MAE -0,699 0,377 0,210 -0,108 -0,523 0,004 0,960
MSE -0,964 0,161 0,110 0,001 -0,122 0,043 0,983
RMSE ->-0,879 0,267 0,280 -0,030 -0,247 -0,066 0,989
R 0,215 -0,087 -0,952 0,061 0,042 0,073 0,971
R2 0,151 -0,137-> -0,928 0,232 0,032 -0,077 0,963
Adj-R2 0,925 -0,064 -0,107 0,004 -0,243 0,001 0,931
PWI1 -0,037 0,211 0,162 -0,940 0,013 -0,042 0,957
PWI2 0,008 0,150 0,105 -0,961 -0,051 0,042 0,961
Stability MSE 0,161 -0,958 -0,109 0,156 0,042 0,040 0,984
Stability RMSE 0,263 »>-0,909 -0,122 0,261 0,071 -0,047 0,986
Variance 3,2110 2,0820 1,9775 1,9680 0,4208 0,0248 9,6842
% Var 0,321 0,208 0,198 0,197 0,042 0,002 0,968

Figure E. 8 Rotated factor loadings and communalities of MAE, MSE, RMSE, R, R2, Adj R2,
PWI1, PWI2, Stability of MSE and Stability of RMSE
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APPENDIX F

RELATION MATRICES

Interpretation of the relation matrices is that if an element in the row has effect on the

element in column, corresponding cell is marked with .

1. Prediction Accuracy

2. Ease of Use of
the Model

3. Robustness

4. Speed

5. Ease of Modelling

CLASSIFICATION

Misclassification

2. Ease of Use of

1. Prediction Accuracy 3. Robustness 4.Speed 5. Ease of Modelling
the Model
1112 |13 |14 |15 | 16. | 17, 21| 22.| 23 3.1 3.2.|33.| 34.| 35. 41| 42.| 43. 51 | 52 | 53.| 54.
c - 8 © g - 8 |e
Q =g} o S
S I 2lgl| 2 sel 2| 8 |¢& 2 z 2le gl 8 3 |& o
= = = = « g o
Sl g s = | & SH3|s|SRES|3|c|SEzP3gYcs|oRQé|egl 2|2
T8l e|o|lx[8|2|¢ 3| 8| = cso|l 2|l e (s £ W2 5lsy g w5 8 2| 3
28 = 2 ol ] > 4 a ° @ 3 £ v | S| G £ E|© 7| 2 c [T x| = X
8 * sl &= Sl e| SPes| S| |=5 2 ezl g s |gd| | 8
g £ * 218 |EMCE|e|Zle”|zcE2{sE|s |°|"
o £ w o € o -
= e g = ° o s |2
S S | £

11
Rate
1.2. Kappa
13. cl
1.4. | Stability of PCC
15. Recall
16. Precision
17. AUROC
2.1. Interpretability
2.2, Compactness
2.3 Embaddability
31 To categorical and
= continuous
3.2, To complexity
3.3. | ToNoisein Data
34 To Irrelevant
Variable:
3.5. | To Missing Values
Learni
a1 eam!ng Curve
Requirements
42 Development
peed/effort
4.3. [ Response Speed
51 Computing
Resource
52 Independence
From Expert
5.3. Scalability
5.4. Flexibility

Figure F. 1 Relation Matrix of decision criteria (for classification methods)
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1. Prediction
Accuracy

2. Ease of Use of
the Model

3. Robustness

4. Speed

5. Ease of Modelling

1. Prediction 2. Ease of Use of .
3. Robustness 4. Speed 5. Ease of Modelling
Accuracy the Model
11| 12. | 1.3. 21, 22| 23. 3.1 3.2. (33|34 |35 4.1. | 42.| 43. 51. |52 | 53. | 54
- 8 o 8 |e
PREDICTION b =1 < 4] - 5 |¢o
sl .0zl s|zP=e|elzl=.|20eeleel s Qa|E |
AEEEE B AN BRI E Y B R ERE
S ° E ° s [T cal 2|9 |eR ©Prs|sy ¢ w o o 2 | 2
= > 53 = a ° & 3 £ o |2 & £ =l - 2 £ |- x| = =4
= e g | 8 28] 8 5 |= 8| & £ 5|le gl & £ |2&| g | 3
= = 9] S € 8 £ zZ 0> S 32 2a & 3|8 » -
= £ o S =T o |[F 9 £lo 2 § g |8
&o = fics 5 = fiss < s |T
=] o |£
1.1 RMSE
1.2. | Stability of RMSE
1.3. R Square
2.1. | Interpretability
2.2 Compactness
2.3. Embaddability
31 To categorical and
continuou
3.2, To complexity
3.3. | To Noise in Data
34 To Irrelevant
Variables
3.5. | To Missing Values
Learning Curve
4.1 .
Requirements
4. Development
speed/effort
4.3. | Response Speed
51 Computing
Resource
52, Independence
From Expert
5.3. Scalability
5.4. Flexibility

Figure F. 2 Relation Matrix of decision criteria (for prediction methods)
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APPENDIX G

THE QUESTIONNAIRE

The questionnaire consists of five types of questions:

Type-1 Pairwise comparison of criteria with respect to goal: Type-1 Questions

are same for prediction and classification methods.

Type-2 Pairwise comparison of criteria with respect to criteria: Type-2

Questions are same for prediction and classification methods.

Type-3 Pairwise comparison of sub-criteria with respect to criteria: Almost all
of the Type-3 Questions are same for prediction and classification methods. Only

questions related with Predictive accuracy and its sub-criteria are different.

Type-4 Pairwise comparison of sub-criteria with respect to sub-criteria: Most of

the Type-4 Questions are different for prediction and classification methods.

Type-5 Pairwise comparison of criteria with respect to sub-criteria (feedback):
Only questions related with Predictive accuracy and its sub-criteria are different for

prediction and classification methods.

Since there are 1571 pairwise comparisons for classification and 668 for prediction

methods, in this section only sample questions are illustrated for each question type.
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Table G. 1 Type-1 Pairwise comparison of criteria with respect to goal ( For both prediction

and classification methods)

“Which criterion should be emphasized more for evaluation of method performance? How much more?
3 5
1 Predictive Accuracy EIEase of Use of the Model
2 Predictive Accuracy I:IRobustness
3 Predictive Accuracy I:ISpeed
4 Predictive Accuracy I:l Ease of Modelling

5 Ease of Use of the Model I:IRobustness
6 Ease of Use of the Model I:ISpeed

7 Ease of Use of the Model I:I Ease of Modelling

ooooooodn
oooooooodo
oooooogn
oooooogn
godooooods
gooooooodde

8 Robustness I:ISpeed
9 Robustness I:I Ease of Modelling
10 Speed I:I Ease of Modelling

Table G. 2 Type-2 Pairwise comparison of criteria with respect to criteria( For both prediction

and classification methods)

“Which criterion influences criterion Predictive Accuracy more? How much more?
1

1 Robustness |:l Speed I:l |:l
2 Robustness D Ease of Modelling D I:l
3 Speed D Ease of Modelling D I:l

00 o
00 -
00 O-
0o e

“Which criterion influences criterion Ease of Use of the Model more? How much more?
1

1 Robustness |:| Speed I:l I:l
2 Robustness |:| Ease of Modelling I:l I:l
3 Speed |:| Ease of Modelling I:l I:l

00O O
00O O
00 o~
0o e
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Table G. 2 (Continued) Type-2 Pairwise comparison of criteria with respect to criteria( For both

prediction and classification methods)

“Which criterion influences criterion Speed more?” How much more?
1 Predictive Accuracy || Robustness ] |i| é é |i| |f|
2 Predictive Accuracy || Ease of Modelling [_] 1O 0O 0O O
3 Robustness [[1  eeseofModeling [ ] 1 O O O O
“Which criterion influences criterion Ease of Modelling more?" How much more?
1 Ease of Use of the Model ||~ Robustness ] |i| il il |i| |f|
2 Ease of Use of the Model || Speed ] (I T I O I
3 Robustness |:| Speed I:I |:| |:| |:| D |:|
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Table G. 3 Type-3 Pairwise comparison of sub-criteria with respect to criteria (For

classification methods)

Which subcriterion should be emphasized more for criterion Predictive Accuracy? How much more?

10

11

12

13

14

15

16

17

18

19

20

21

Misclassification Rate [] xepre ] |i| é i' i'
Misclassification Rate 0 o« L] I I I I O
Misclassification Rate []  stabilityofrcc ] 0 O O 1
Misclassification Rate |:| Recall D D I:l D D
Misclassification Rate [ erecision L] (I I B R
Misclassification Rate |:| AUROC D |:| |:| |:| |:|
Kappa O « [] (I I B R
Kappa [ stabitityof pec ] [ I I
Kappa 0 ke [] (I I B R
Kappa []  precsion [] (I I B R
Kappa []  auroc [] (I I B R
c [ stabilityof pec L] (I I B R
a 0 ke [] (I I B R
a [] Pprecsion L] [ I O R
c| [1  auvroc [ N I I O
Stability of PCC |:| Recall |:| |:| |:| D D
tability of PCC []  erecision ] OO O -
Stability of PCC [0 auroc O OO O O
Recal [0 precision O (N B O
Recall [0 Auwoc ] I I I O
Precision [ auroc ] N O I I I

Jodooboouodooooboooodande

125




Table G. 3 (Continued) Type-3 Pairwise comparison of sub-criteria with respect to criteria (For

prediction and classification methods)

Which subcriterion should be emphasized more for criterion Ease of Use of the Model ? How much more?
e — O ewes 0O OOOOO
2 Interpretability []  embaddability ] ] OO 0O 0O
3 Compactness []  embaddability N OO QOO g
Which subcriterion should be emphasized more for criterion Robustness? How much more?
ﬁ To categorical and continuous variables || To complexity ] |i| |f| |f| |i| |:9|
2 To categorical and continuous variables || ToNoise in Data ] OO 0O OO g
3 To categorical and continuous variables || Tolrrelevant Variables || ] OO 0O 0O 1
4 To categorical and continuous variables || To Missing Values ] OO 0O Qg g
5 To complexity [l  ToNoiseinData I OO 0O0OQ0g g
6 To complexity []  Toirelevantvariables  [_] ] OO 0O 0O
7 To complexity []  ToMissingValues ] OO QOO0 g
8 To Noise in Data []  Toirelevantvariables  [_] ] OO 0O 0O 1
9 To Noise in Data []  ToMissingvalues N OO QOO g
10 To Irrelevant Variables []  ToMissingvalues ] OO 0O 0O g
Which subcriterion should be emphasized more for criterion Speed ? How much more?
’; Learning Curve Requirements []  Doevelopmentspeed/effort | ] t] |f| i] |f| |:9|
2 Learning Curve Requirements []  Responsespeed N OO 00 g
3 Development speed/effort [  Responsespeed ] O 0O O g
Which subcriterion should be emphasized more for criterion Ease of Modelling? How much more?
’: Computing Resource []  ndependence From Expert[_] |i| |i| i] |f| |:9|
2 Computing Resource (]  scalability ] ] 00O 0 1
3 Computing Resource [ Fexibility Il OO Q0-Og QO g
4 Independence From Expert (]  scalability Il OO 0Q-0O Qg g
5 Independence From Expert (1 Fexibility ] O 0O O g
6 Scalability [ Fexibility ] OO 0O Qg g
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Table G. 4 Type-4 Pairwise comparison of sub-criteria with respect to sub-criteria criteria (For

classification and prediction methods)

Which subcriterion influences subcriterion Computing Resources more? How much more?
1 Compactness []  Tocategorical and continuous variables  [_] |:1| |i| |:S| |f| |:9|
2 Compactness [0 Tocomplexity | OO0 >Q0OQg &>
3 Compactness [] Tonoiseinpata O OO O0O>Q-g O™
4 Compactness [0  Toimelevantvariables | OO0 >Q0OQg &>
5 Compactness [ Tomssingvalues O OO O0O>Q-g O™
6 Compactness [J  independence Fromexpert | OO0 >Q0OQg &>
7 To categorical and continuousvariables || Tocomplexity O OO O0O>Q-g O™
8 To categorical and continuous variables || ToNoisein Data | OO0 >Q0OQg &>
) To categorical and continuousvariables || Tolrrelevant Variables O OO O0O>Q-g O™
10 To categorical and continuous variables || ToMissing Values | OO0 >Q0OQg &>
un To categorical and continuousvariables || Independence From Expert O OO O0O>Q-g O™
12 To complexity [ ToNociseinData | OO0 >Q0OQg &>
13 To complexity [  Torrelevant variables O OO O0O>Q-g O™
14 To complexity [0  ToMmssingvalues | OO0 >Q0OQg &>
15 To complexity []  independence Fromexpert O OO O0O>Q-g O™
16 ToNoise in Data [0  Toimelevantvariables | OO0 >Q0OQg &>
17 ToNoise in Data [ Tomssingvalues O OO O0OQ-g O™
18 To Noise in Data | Independence From Expert | OO >Q0OQg O™
19 Tolrrelevant Variables [ Tomssingvalues O OO0 Q0g O™
20 Tolrrelevant Variables [J  independence Fromexpert | OO >Q0OQg ™
7n ToMssing Values [  independence Fromexpert O OO0 Q0g O™
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Table G. 4 (Continued) Type-4 Pairwise comparison of sub-criteria with respect to sub-criteria

criteria (For classification and prediction methods)

Which subcriterion influences subcriterion Independence from Experts more? How much more?
1 Interpretability [  Tocategorical and continuous variables  [_] |:1| |:3| é - |:9|
2 Interpretability [0  Tocomplexity O OO OO0 g
3 Interpretability [0 TonciseinData O OO O0Oog g
4 Interpretability [0  Toimelevant variables | OO0 0g g
5 Interpretability [0 Tomssingvalues | O OO0 g
6 Interpretability [0  ‘eamningcurve Requirements O OO OO0 g
7 Interpretability [[]  computingResource | OO0 &>
8 To categorical and continuous variables || Tocomplexity | OO0 0g g
s To categorical and continuous variables | | ToNoisein Data | OO0 0g g
10 Tocategorical and continuous variables || Tolrrelevant Variables O OO OO0 ™
u Tocategorical and continuous variables || ToMissing Values O OO OO0 g
2 Tocategorical and continuous variables | | Learning Curve Requirements | OO0 &>
13 To categorical and continuous variables || Computing Resource | OO0 0g g
14 To complexity [0 TonciseinData O OO O0Oog Qg
15 To complexity [0  Torrelevant variables O OO QOO0 g
16 To complexity [0  Tomssingvalues O OO OO0 g
v To complexity [0 reamingcurve Requirements O OO O0OnogO g
18 To complexity [0  computingResource O OO O0Oog Qg
19 ToNoise in Data [0  Toirelevantvariables O OO OO0 g
0 ToNoise in Data [0 Tomssingvalues | OO OQg g
2 ToNoise in Data [0  ‘eamingcurve Requirements | OO OQg g
2 ToNoise in Data [  computingResource O OO Oog g
3 Tolrrelevant Variables [0 Tomssingvalues | OO0 0g g
2 Tolmrelevant Variables []  ‘eamingcurve Requirements | O OO0 g
> Tolmrelevant Variables [0 computingResource | OO OQg g
% ToMissing Values [[1 ‘eamingcurve Requirements 1 1 0000 1
27 ToMssing Values [0  computingResource O OO Oog g
3 Learning Curve Reqirements [0  computingResource O OO 0O0g g
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Table G. 4 (Continued) Type-4 Pairwise comparison of sub-criteria with respect to sub-criteria

criteria (For classification and prediction methods)

Which subcriterion influences subariterion Scalability more? How much more?
1 To complexity [] ToNoiseinData ] |:1| Ifl |:5| |:7| il
2 To complexity [[]  Toimelevantvariables [ ] OO0 0 O
3 To complexity [] Tomssingvalues ] C] O O O
a To complexity [[]  Developmentspeed/effort [_] C] O O O
5 To complexity []  computingResource [ ] N I I I I I O
6 To complexity (] Flexibility ] N I I I I I O
7 To Noise in Data [] Tommelevantvariables [ ] OO 0O Q0O O
8 To Noise in Data []  ToMssingvalues ] OO 0O Q0O O
9 To Noise in Data |:| Development speed/effort D |:| |:| |:| I:I I:I
10 To Noise in Data [] computingResource ] O] OO O OO &
1 ToNoiseinData [0 Fedbility d N I I I
12 TolrelevantVariables [ |~ ToMssingValues ] O OO >4 &
13 TolrelevantVariables || Development speed/effort [_] OO O>Od O
14 Tolrrelevant Variables | |~ ComputingResource || OO >Od O
15 Tolrrelevant Variables || Flexibility ] 1 O OO0 O
16 To Missing Values |:| Development speed/effort D |:| |:| I:l D I:l
17 To Missing Values |:| Computing Resource D |:| |:| I:l I:l I:l
18 To Missing Values [] Fexibility ] OO QOgQg O™
19 Development speed/effort |  Computing Resource ] OO Q00O O
20 Development speed/effort || Flexibility ] OO >0 &
2n Computing Resource []  Fexibility ] O OO >O4d &
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Table G. 4 (Continued) Type-4 Pairwise comparison of sub-criteria with respect to sub-criteria

criteria (For classification and prediction methods)

Which subcriterion influences subcriterion Flexibility more? How much more?
1 To categorical and continuous variables || Tocomplexity | |:1| |:3| |:5| - |:9|
2 To categorical and continuous variables | | ToNoisein Data | OO0 0O O™
3 To categorical and continuous variables || Tolrrelevant Variables O I I I I I O
a To categorical and continuous variables || ToMissingValues O I I O I O
s To categorical and continuous variables || Development speed/effort O I I I I
6 To categorical and continuous variables | | Computing Resource O OO0 0O O
7 To categorical and continuous variables || Scalability | OO0 0O O™
8 Toconplexity [1 Tonoiseinpata l O OO0
9 To complexity []  Tolrmelevant Variables | OO0 0O O
10 To complexity [0 Tomssingvalues | OO0 Q0O ™
1 To cormplexity [0  oevelopmentspeed/effort | OO0 O™
2 Tocomplexity [0  computingResource ] [ I I
B Tocomplexity [0 scolability O OO 00 O
14 To Noise in Data | Tolrrelevant Variables | OO0 O™
15 To Noise in Data [0 tomssingvalues O I I I I
16 To Noise in Data [0  oevelopmentspeedeffort O N I I I
17 To Noise in Data [l  computingResource | OO OO0 &
18 To Noise in Data |:| Scalability D |:| |:| |:| D |:|
19 Tolrrelevant Variables [0  ToMmssingValues O I I I I
20 Tolrrelevant Variables |:| Development speed/effort |:| |:| |:| |:| |:| |:|
21 Tolrrelevant Variables |:| Computing Resource D |:| D |:| |:| l:l
2 To Irrelevant Variables |:| Scalability D D D D D I:'
23 To Missing Values |:| Development speed/effort D |:| |:| |:| I:I I:l
24 To Missing Values |:| Computing Resource D D l:l D EI l:l
25 To Missing Values |:| Scalability D D D D D I:'
% Development speed/effort [0  computingResource ] OO OO0 O
27 Development speed/effort [ sclability O O I I O
28 Computing Resource |:| Scalability D |:| |:| |:| |:| |:|
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Table G. 5 Type-5 Pairwise comparison of criteria with respect to sub-criteria (feedback)

Which criterion is influenced more from the subcriteria Misclassification Rate?

Speed D

Predictive Accuracy D

How much more?

oDoooQ

Which criterion is influenced more from the subcriteria Kappa?

Speed D

Predictive Accuracy D

How much more?
5 7

o000

Which criterion is influenced more from the subcriteria CI?

Speed D

Predictive Accuracy D

How much more?
5 7

Oo0OO

Which criterion is influenced more from the subcriteria Stabiity?

Speed l:l

Predictive Accuracy D

How much more?
5 7

OO0 O

Which criterion is influenced more from the subcriteria Recall?

Speed D

Predictive Accuracy D

How much more?

OoooQ

Which criterion is influenced more from the subcriteria Precision?

Speed D

Predictive Accuracy D

How much more?

oDooo

Which criterion is influenced more from the subcriteria AUROC?

Speed D

Predictive Accuracy D

How much more?
5 7

o000

[Je

Which criterion is influenced more from the subcriteria Interpretability?

Ease of Use of the Model D Ease of Modelling D

How much more?
5 7

Oo0OoO

O]

Which criterion is influenced more from the subcriteria Compactness?

Ease of Use of the Model D Ease of Modelling D

How much more?
1 3 5 7

OO0

9

[

Which criterion is influenced more from the subcriteria Robustness to Categorical and Continuous Data?

Predictive Accuracy Robustness

Predictive Accuracy Speed

Predictive Accuracy Ease of Modelling

Oooogod
Oooogoonn

Robustness Speed
Robustness Ease of Modelling
Speed Ease of Modelling

How much more?
3 5

oooooo-
goood
goood
Ooooooo-
Oooodoe-
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(feedback)

Table G. 5 (Continued) Type-5 Pairwise comparison of criteria with respect to sub-criteria

10

Which criterion is influenced more from the subcriteria Robustness to complexitiy?

Predictive Accuracy

Predictive Accuracy

Predictive Accuracy

Predictive Accuracy

[
[
[
[

Ease of Use of the Model D

Ease of Use of the Model D

Ease of Use of the Model D

Robustness

Robustness

Speed

[
[
[

Ease of Use of the Model D

Robustness

Speed

Ease of Modelling

Robustness

Speed

Ease of Modelling

Speed

Ease of Modelling

Ease of Modelling

Doodooodd

How much more?

w

5

goooooood
Joooooooon
Jooooooood

goooooooons
Jooooooddde

Which criterion is influenced more from the subcriteria

Predictive Accuracy

Predictive Accuracy

Predictive Accuracy

Robustness

Robustness

Speed

OoOoOo0don

Robustness

Speed

Ease of Modelling

Speed

Ease of Modelling

Ease of Modelling

"Robustness to Noise in Data"?

Ooooon

How much more?

3 5

gooooao -
Ooooon
ooonn
goooon -
goooog -

Which criterion is influenced more from the subcriteria

Predictive Accuracy

Predictive Accuracy

Predictive Accuracy

Robustness

Robustness

Speed

OOo0Odomn

Robustness

Speed

Ease of Modelling

Speed

Ease of Modelling

Ease of Modelling

"Robustness to Irrelavent Data"?
How much more?

Ooddod

3 5

Oooodoo-
ooogo
ooogg

0ooooo-
Ooonnde
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Table G.5 (Continued) Type-5 Pairwise comparison of criteria with respect to sub-criteria

(feedback)

Which criterion is influenced more from the subcriteria "Robustness to Missing Values"?
How much more?

wv

Predictive Accuracy Robustness

Predictive Accuracy Speed

Predictive Accuracy Ease of Modelling

Oo0Oo0doond
OOdoOdomnd
Oooooo-
Oooonoe-
oooood
ERERERERERNE
Oooodne

Robustness Speed
Robustness Ease of Modelling
Speed Ease of Modelling

Which criterion is influenced more from the subcriteria "Learning Curve Requirements"?
How much more?

1 3 5 7
Predictive Accuracy D Speed D I:I I:I I:l I:I
Predictive Accuracy D Ease of Modelling I:l I:I I:I I:l I:I
Speed D Ease of Modelling I:l I:I I:I I:l I:I

0o e

Which criterion is influenced more from the subcriteria "Development Speed"?
How much more?

1 3 5 7
Predictive Accuracy D Speed I:l I:I I:I I:l I:I
Predictive Accuracy D Ease of Modelling I:l I:I I:I I:l I:I
Speed D Ease of Modelling D D D D D

00 e

Which criterion is influenced more from the subcriteria "Response Speed"?
How much more?
3 5

1
Ease of use of the Model D Speed I:I I:I I:I I:l

[~
[Je

Which criterion is influenced more from the subcriteria "Computing Resources"?

How much more?
5
Predictive Accuracy D Ease of use of the Model I:l
Predictive Accuracy D Speed
Predictive Accuracy D Ease of Modelling

Ease of use of the Model D Speed

Ease of use of the Model D Ease of Modelling

Ooooondn
Ooooooo-
Ooonooe-
Oooodn
Ooonoo-
Oooogde

Speed D Ease of Modelling
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Table G.5 (Continued) Type-5 Pairwise comparison of criteria with respect to sub-criteria

(feedback)

Which criterion is influenced more from the subcriteria "Independence from Experts"?
How much more?

3
Predictive Accuracy D Ease of use of the Model
Predictive Accuracy D Speed
Predictive Accuracy D Ease of Modelling

Ease of use of the Model D Speed

Ease of use of the Model D Ease of Modelling

ODooognd
Oooooo-
gooood
Ooooaooo
Ooooob-
O0ooofe-

Speed D Ease of Modelling

Which criterion is influenced more from the subcriteria "Scalability"?
How much more?

3 5
Predictive Accuracy D Ease of use of the Model
Predictive Accuracy D Speed
Predictive Accuracy D Ease of Modelling

Ease of use of the Model D Speed

Ease of use of the Model D Ease of Modelling

Ooooonnd
oooooo-
gooood
gooood
Ooooomo-
O0ooofe-

Speed D Ease of Modelling

Which criterion is influenced more from the subcriteria "Flexibility"?
How much more?
3

1%}

Predictive Accuracy D Ease of use of the Model D
Predictive Accuracy D Speed
Predictive Accuracy D Ease of Modelling
Ease of use of the Model D Speed

Ease of use of the Model D Ease of Modelling

0Ooonn
Ooonoo-
Oo0oogn
Oooogn
Ooonoos
00onode

Speed D Ease of Modelling
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APPENDIX H

SUPERMATRICES

Unweighted Supermatrix, Weighted Supermatrix and Limit Matrix for both

classification and prediction methods are as follows:
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APPENDIX I

RANOVA AND FISHER’S LSD TEST RESULTS

For classification measures there are two data sets available. RANOVA analysis is

conducted to these data sets.

Since there are two data sets (Customer Satisfaction Data and Casting Data), at first,
effects of the data sets are analyzed with the “test of between subjects”. This test
shows that for criteria “Precision”, ”F0.5”, “F1”, “Kappa”, “Specificity” and
“Stability” data set is not significant and for these criteria remaining analyses are
conducted with the combination of these two data sets. Otherwise, analyses are
conducted for each data set. In Table I.1 resulting p values and their interpretations

are illustrated for each criterion.

Table I. 1 Tests of Between-Subjects Effects

Tests of Between-
Comparison Measures Subjects Effects Interpretation of the test result
p-value

PCC (1-MCR) 013 <.05 Two data sets are statistically different
PRECISION .165> .05 Data sets are not statistically different
RECALL .032 <.05 Two data sets are statistically different
Fos 995 > .05 Data sets are not statistically different
F, .186 > .05 Data sets are not statistically different
F, .025 <.05 Two data sets are statistically different
KAPPA .144 > .05 Data sets are not statistically different
SPECIFICITY .198 > .05 Data sets are not statistically different
STABILITY OF PCC 983 > .05 Data sets are not statistically different
AUC .036 <.05 Two data sets are statistically different
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Then, according to results of the “Test of between Subject Effects”, “Tests of
Within-Subjects Effects” are conducted for each criterion. For PCC, recall, F2 and
AUC two data sets are evaluated separately. For each criterion mean scores of the
alternative methods are compared. For instance; according to criterion Percent of

Correctly Classified (PCC) stated hypotheses are as follows:

Ho: UpT™= HUNN= UMARS= MLR= HSVM= UMTS= HFCF
(Mean PCC scores of these classification methods are equal to each other)

H;: At least one of them is different

Used data sets and resulting p-values for each criterion are illustrated in Table 1.2
Since all of the p-values are less than 0.05, one can conclude that for all of these
criteria at least one method’s mean is different from others and it is worth to
construct Fisher’s LSD test to compare the alternative methods’ performance
according to each of these criteria. In another words the Fisher's LSD multiple
comparison tests are conducted only for the measures which are found statistically

different in the RANOVA test, and the results are illustrated in Table 1.3 and 1.4.

Table I. 2 Tests of Within-Subjects Effects

Comparison Measures DataSet p-value
PCC Casting data .000

Customer Satisfaction Data .002
PRECISION* Combination of Two Data Sets .000

Casting Data .000
RECALL Customer Satisfaction Data .000
FO5 Combination of Two Data Sets .000
F1 Combination of Two Data Sets .000
2 Casting Data .000

Customer Satisfaction Data .002
KAPPA Combination of Two Data Sets .000
SPECIFICITY Combination of Two Data Sets .000
STABILITY OF PCC Combination of Two Data Sets .000

Casting Data .001
AUC Customer Satisfaction Data .000
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Table 1. 3 Fisher's LSD multiple comparison tests results for classification methods
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Table I. 3 (Continued) Fisher's LSD multiple comparison tests results for classification methods
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Table I. 3 (Continued) Fisher's LSD multiple comparison tests results for classification methods
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Table I. 3 (Continued) Fisher's LSD multiple comparison tests results for classification methods
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Table I. 3 (Continued) Fisher's LSD multiple comparison tests results for classification methods
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Table I. 3 (Continued) Fisher's LSD multiple comparison tests results for classification methods

o - 8 g o = 8
fg| 4% s€ |5 25 (28385 & ¢
g e g g 9EZ |g» 83T |E2=5|» 5 5
£ $E EfzgTi|SEE.|z2csg|Z52| 58
S 3 =3 oS 8AS| 4858|8385 S2A|2A
o (LR MITST . . 001 | - . 036
o |LR | FCF : : 0s7| - - | -086"
5 R . . 000 | - . 028
g SVM | FCF : ; 254 ; - |12
% [ MTS* | FCF ] ] 1000 ) ) 008
o [P NN 053 | .082 - 2103|051 -
< |DI* | MARS 876 | 030 - 003 | 1977 | -
DT* | IR 306 | .001 - 055 | 2057 | -
DT SVM 103 | .084 : 090 | -104| -
DT* | MTS 057 | .003 - 1024|3147 -
LT L 025 | 633 - 110" | o010 -
NN MARS 102 | .092 - 105 | 46| -
BEv L 484 | 012 - 047 | 53| -
NN SVM* 005 | 032 : 192" | -155° | -
L 015 | .015 : e
B FCF* 869 | .011 - 007 | -041"| -
MARS | LR 174 | 839 : 058 | .007| -
MARS | SVM* 154 | 045 - 087 | -301"| -
YIARS | MTS o6l | .027| - 122 16|
MARS | FCF 002 | 068 - 1127 -187| -
L SVM* 104 | .014 - 145 | -308° | -
i) 035 | .020 : 180° | 109 | -
LR e 147 | o011 - 054 | -194" | -
SVM* | MIS 186 | .012 - 035 | 418" | -
S| e 036 | .045 - 200" | 14| -
MTS | FCE* 016 | 013 ) 34| 304

*. The mean difference is significant at the .05 level.
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Test results given in Table 1.3 are evaluated to find out the thresholds to prefer one
alternative method to other with respect to specified criterion. For each criterion,
mean differences significant at the 0.05 level are taken into consideration. Average,
minimum and median of the significant mean differences are calculated. For
instance, for PCC (1-MCR) average of the significant mean differences is about
0.184, median of the significant mean differences is 0.158 and minimum of the
significant mean differences is 0.08. Determined preference threshold is 0.01 for
MCR and this value is slightly above the minimum significant mean difference 0.08.
Determined indifference threshold is 0.05 and seems suitable with respect to

minimum of the significant mean differences that is 0.08.

For Kappa, average of the significant mean differences is about 0.28, median of the
significant mean differences is 0.29 and minimum of the significant mean differences
is 0.136. In this study for Kappa, determined preference threshold is 0.2 and

indifference threshold is 0.1. Test results do not contradict these threshold selections.

Same analyses are also conducted for prediction methods. Since for prediction
methods there is only ona data set, there is no need to conduct “test of between

subjects” to analyse the effects of the data sets.

“Tests of Within-Subjects Effects” are conducted for each prediction criterion. For
each criterion mean scores of the alternative methods are compared. For instance;

according to criterion Mean Absolute Error (MAE), stated hypotheses are as follows:

Ho: UDT= UNN= MMARS= HMLR= HFR= HRR
(Mean MAE scores of these pretiction methods are equal to each other)

H;: At least one of them is different

Used data sets and resulting p-values for each prediction criterion are illustrated in
Table I.4. p-values of R and Stability of MSE are less than 0.05, and for these criteria

at least one method’s mean is different from the others and it is worth to construct
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Fisher’s LSD test to compare the alternative methods performance according to

these two criteria.

Table I. 4 Tests of Within-Subjects Effects

Comparison Measures Data Set | P-value
MAE 0.166
MSE 0.357
RMSE 0.244
R 0.005
R2 Casting 0.088
ADJR2 Data 0.366
PWI-1 0.400
PWI-2 0.374
STABILITY MSE 0.052
STABILITY RMSE 0.087

The Fisher's LSD multiple comparison tests are conducted only for these two criteria
which are found statistically different in the RANOVA test, and the results are
illustrated in Table 1.5. None of the selected comparison criteria for prediction
statistically different according to RANOVA test and thus Fisher's LSD multiple
comparison test results are not available for them (RMSE, Stability of RMSE and R
Square).
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Table I. 5 Fisher's LSD multiple comparison tests results for prediction methods

Comparison Methods Compared P-value Mean
Measures Difference
Method-1 Method-2
v DT NN .685 .044
DT MARS 406 .105
DT MLR 611 -.087
DT MLR LOGIT 132 411
DT HUBER-M .101 435
DT FF 418 -172
NN MARS 513 .061
NN MLR 324 -.131
NN MLR LOGIT .108 367
NN HUBER-M .088 391
NN FF 210 -.216
MARS MLR .053 -.193
MARS* MLR LOGIT .044 .306*
MARS* HUBER-M .024 .329%
MARS FF .058 =277
MLR* MLR LOGIT .004 .499*
MLR* HUBER-M .004 522%
MLR FF .069 -.085
MLR LOGIT | HUBER-M .340 .023
MLR LOGIT | FF* .003 -.583*
HUBER-M FF* .005 -.607*
o DT NN 447 -369
‘g DT MARS 671 134
>_‘| DT MLR .633 -.199
= DT MLR LOGIT 216 -.488
= DT HUBER-M 429 -296
e DT FF 105 -.868
7 NN MARS 102 503
NN MLR .065 .170
NN MLR LOGIT 434 -.119
NN HUBER-M Sl .073
NN* FF .033 -.499*
MARS MLR 123 -.333
MARS* MLR LOGIT .041 -.623%
MARS HUBER-M .060 -431
MARS* FF .020 -1.003*
MLR MLR LOGIT .098 -.289
MLR HUBER-M .240 -.097
MLR* FF .013 -.669*
MLR LOGIT | HUBER-M* .043 .192%
MLR LOGIT* | FF .007 -.380*
HUBER-M* FF .004 -.572%
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APPENDIX J

SENSITIVITY ANALYSES

FOR SUB-CRITERIA OF THE CLASSIFICATION METHODS

For classification methods, there are 22 sub-criteria in the sub-criteria set I, and we

change the each sub-criterion weight (W) in the range of [0, 1].

Wi gerence = Wiga = Wi for each sub criterion i

new

I/Vjold

Wiow =Wiseo . i,j € 1 foreach sub criterionj #i
diffe Z VV]

J#i

Then according to each generated weight set, net flows are calculated and graphs are

conducted.
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Figure J. 9 Sensitivity of the net flows with respect to change in the weight of the Compactness
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Figure J. 10 Sensitivity of the net flows with respect to change in the weight of the
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Figure J. 11 Sensitivity of the net flows with respect to change in the weight of the Robustness to
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3.3.Robustness to Moise in Data
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Figure J. 13 Sensitivity of the net flows with respect to change in the weight of the Robustness to

noise in data
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Figure J. 14 Sensitivity of the net flows with respect to change in the weight of the Robustness to
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3.5.Robustness to Missing Values
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Figure J. 15 Sensitivity of the net flows with respect to change in the weight of the Robustness to

missing values
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Figure J. 16 Sensitivity of the net flows with respect to change in the weight of the Learning
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163



4.2.Development Speed

;l/

il
u s
uk
]
e
T
uE
was
i
il
wui

e

Figure J. 17 Sensitivity of the net flows with respect to change in the weight of the Development
speed
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Figure J. 18 Sensitivity of the net flows with respect to change in the weight of the Response
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164



5.1.Computing Resource

. -.’_-..r-"....
1
-
P e 0135
3
N
- “"""-—.____“ —_—r
[ —rr
- — 10
- ""--.._____-‘-1
- - "
= L3 EEL . B L LE L . . . s = . e - e g =
h noonE w R oxw g o A
v gl

Figure J. 19 Sensitivity of the net flows with respect to change in the weight of the Computing
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Figure J. 20 Sensitivity of the net flows with respect to change in the weight of the Computing
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Figure J. 21 Sensitivity of the net flows with respect to change in the weight of the Scalability
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Figure J. 22 Sensitivity of the net flows with respect to change in the weight of the Flexibility
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FOR SUB-CRITERIA OF THE PREDICTION METHODS
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Figure J. 23 Sensitivity of the net flows with respect to change in the weight of the RMSE
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Figure J. 24 Sensitivity of the net flows with respect to change in the weight of the Stability of
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Figure J. 25 Sensitivity of the net flows with respect to change in the weight of the R Square
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Figure J. 26 Sensitivity of the net flows with respect to change in the weight of the
Interpretability
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Figure J. 27 Sensitivity of the net flows with respect to change in the weight of the Compactness
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Figure J. 29 Sensitivity of the net flows with respect to change in the weight of the Robustness to

categorical and continuous data
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3.2.Robustness to Complexity
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Figure J. 30 Sensitivity of the net flows with respect to change in the weight of the Robustness to

complexitiy
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Figure J. 31 Sensitivity of the net flows with respect to change in the weight of the Robustness to

noise in data

171



3.4.Robustness to Irrelevant Variables
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Figure J. 32 Sensitivity of the net flows with respect to change in the weight of the Robustness to

irrelevant variables
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Figure J. 33 Sensitivity of the net flows with respect to change in the weight of the Robustness to

missing values
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Figure J. 34Sensitivity of the net flows with respect to change in the weight of the Learning
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Figure J. 35 Sensitivity of the net flows with respect to change in the weight of the Development

speed

173




4.3.Response Speed
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Figure J. 36 Sensitivity of the net flows with respect to change in the weight of the Response
speed
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Figure J. 37 Sensitivity of the net flows with respect to change in the weight of the Computing
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5.2. Indepedence from Experts
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Figure J. 38 Sensitivity of the net flows with respect to change in the weight of the Independence

from experts

5.3.Scalability

15
/ —DT
1 —nNN
= MARS
—MLR
05 = Robust Regression
\Z\ ——Fuzzy Func.
o \ b

Net Flows

84

o T 9 = un odtadl o $f r o v @ 9~ ©w o T o~ o W @m N w o % o

(=] [=} =] — — -—lDtNDDN m = m 3 e < wn n o r-] -] ~ ~ ~ o o o =] o

S 8§ &6 5 © & & s 8 & © & & & S © o © S & & © S oS o o o
Weight

Figure J. 39 Sensitivity of the net flows with respect to change in the weight of the Scalability
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5.4.Flexibility
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Figure J. 40 Sensitivity of the net flows with respect to change in the weight of the Flexibility
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FOR SUB-CRITERIA OF THE CLASSIFICATION METHODS

SENSITIVITY OF THE THRESHOLDS
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Figure J. 41 Sensitivity of the net flows with respect to change in the threshold of the MCR
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Figure J. 42 Sensitivity of the net flows with respect to change in the threshold of the Kappa
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Figure J. 43 Sensitivity of the net flows with respect to change in the threshold of the CI
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1.4. Stability of PCC
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Figure J. 44 Sensitivity of the net flows with respect to change in the threshold of the Stability
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Figure J. 45 Sensitivity of the net flows with respect to change in the threshold of the Recall
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1.6. Precision
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Figure J. 46 Sensitivity of the net flows with respect to change in the threshold of the Precision
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Figure J. 47Sensitivity of the net flows with respect to change in the threshold of the AUROC
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FOR SUB-CRITERIA OF THE PREDICTION METHODS
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Figure J. 48 Sensitivity of the net flows with respect to change in the threshold of the RMSE
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NetFlows

1.2. Stability of RMSE
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Figure J. 49 Sensitivity of the net flows with respect to change in the threshold of the Stability of

RMSE
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Figure J. 50 Sensitivity of the net flows with respect to change in the threshold of the R Square
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