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Dean, Graduate School of Natural and Applied Sciences

Prof. Dr. Gürkan Karakaş
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Prof. Dr. Şinasi Ellialtıoğlu
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Signature :

iii



ABSTRACT

CATALYTIC PARTIAL OXIDATION OF PROPYLENE ON METAL SURFACES
BY MEANS OF QUANTUM CHEMICAL METHODS

Kızılkaya, Ali Can

M.S., Department of Chemical Engineering

Supervisor : Prof. Dr. Işık Önal

January 2010, 101 pages

Direct, gas phase propylene epoxidation reactions are carried out on model slabs representing

Ru-Cu(111) bimetallic and Cu(111) metallic catalyst surfaces with periodic Density Func-

tional Theory (DFT) calculations.

Ru-Cu(111) surface is modelled as a Cu(111) monolayer totally covering the surface of

Ru(0001) surface underneath. The catalytic activity is evaluated following the generally ac-

cepted oxametallacycle mechanism.

It is shown that the Ru-Cu(111) surface has a lower energy barrier (0.48 eV) for the stripping

of the allylic hydrogen of propylene and a higher energy barrier (0.92 eV) towards propylene

oxametallacycle (OMMP) formation compared to 0.75 eV barrier for OMMP formation and

0.83 eV barrier for allylic hydrogen stripping on Cu(111), and thus ineffective for propylene

oxide production based on the investigated models and mechanism. In order to analyze the

observed inability of the Ru-Cu(111) surface to selectively catalyze propylene oxide forma-

tion, a Lewis acid probe, SO2, was adsorbed on the oxygenated Cu(111) and Ru-Cu(111)

surfaces and the binding energies, a measure of the basicity of the chemisorbed oxygen on the

surfaces, on two systems are compared.

iv



As a conclusion, the reason behind this ineffectiveness of the Ru-Cu(111) surface for selec-

tively catalyzing propylene epoxidation is related to the higher basicity of the atomic oxygen

adsorbed on Ru-Cu(111) compared to the oxygen on Cu(111). The results are consistent both

with recent publications about propylene epoxidation and previous studies performed about

the structure of Ru-Cu catalysts.

Keywords: DFT, Propylene Epoxidation, Ruthenium, Copper, Catalysis
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ÖZ

PROPİLENİN METAL YÜZEYLERİ ÜZERİNDE KUANTUM KİMYASAL
YÖNTEMLER KULLANILARAK KATALİTİK KISMİ OKSİDASYONU

Kızılkaya, Ali Can

Yüksek Lisans, Kimya Mühendisliği Bölümü

Tez Yöneticisi : Prof. Dr. Işık Önal

Ocak 2010, 101 sayfa

Propilenin, doğrudan, gaz fazındaki kısmi oksidasyon tepkimeleri periyodik Yoğunluk Fonksiy-

oneli Teorisi (YFT) ile Ru-Cu(111) bimetalik ve Cu(111) metalik yüzeylerini temsil eden

model levhalar üzerinde gerçekleştirilmiştir.

Ru-Cu(111) yüzeyi alttaki Ru(0001) yüzeyini tamamen örten bir Cu(111) tekkatmanı olarak

modellenmiştir. Katalitik etkinlik genel olarak kabul görmüş oksimetalikdöngü mekaniz-

masını izleyerek değerlendirilmiştir.

Ru-Cu(111) yüzeyinin, Cu(111) üzerindeki propilen oksimetalikdöngüsü (OMMP) oluşumu

icin 0.75 eV ve allilik hidrojen çıkarımı için 0.83 eV etkinleştirme bariyerlerine kıyasla,

OMMP oluşumu için daha yüksek (0.92 eV) ve allilik hidrojen çıkarımı icin daha düşük

(0.48 eV) bariyere sahip olduğu ve bu nedenle incelenmiş olan modeller ve mekanizmaya

dayanılarak propilen oksit üretimi icin başarısız olduğu gösterilmiştir. Ru-Cu(111) yüzeyinin

seçici bir şekilde propilen oksit oluşumunu katalizleme yetersizliği gözlemini analiz etmek

icin, bir Lewis asidi sondası olan SO2 oksijenlenmiş Cu(111) ve Ru-Cu(111) yüzeyleri üzerinde

adsorbe edilmiş ve iki sistem üzerindeki, yüzey üzerinde kemisorplanmış oksijenin bazikliğinin

bir ölçüsü olan, bağlanma enerjileri karşılaştırılmıştır.
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Sonuç olarak, Ru-Cu(111) yüzeyinin propilen oksit oluşumunu seçici olarak katalizlemedeki

bu yetersizliğinin nedeni Ru-Cu(111) üzerinde adsorbe olmuş oksijenin Cu(111) yüzeyi

üzerindeki oksijene kıyasla daha bazik olmasına bağlanmıştır. Sonuçlar hem propilen epok-

sidasyonu ile ilgili en son yayınlarla hem de Ru-Cu katalizörlerinin yapısı hakkındaki önceki

yayınlarla tutarlıdır.

Anahtar Kelimeler: DFT, Propilen Epoksidasyonu, Rutenyum, Bakır, Kataliz
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CHAPTER 1

INTRODUCTION

1.1 Catalysis

1.1.1 Fundamentals of Catalysis

Catalysis is the key phenomenon that alters almost every event drastically in nature, in indus-

try, in our lives, and even in our bodies. Today, of all the industrially used chemical reactions,

∼80% are catalytic and the value of these chemicals add up to about US$ 2-4 trillion [1].

As a matter of fact, the phenomenon of catalysis has been used since the early ages of

mankind. For example, the fermenting of grape juice to produce ethanol is an example of

a catalytic process even though people at that ages were not aware of such a fact. Scientifi-

cally, the concept of catalysis is put forward by Berzelius after his review in 1835 on a number

of reactions which took place in the presence of a substance which remained uneffected. In

his famous assertion, Berzelius wrote [2]:

“This is a new power to produce chemical activity belonging to both inorganic and organic

nature, which is surely more widespread than we have hitherto believed and the nature of

which is still concealed from us. When I call it a new power, I do not mean to imply that it

is a capacity independent of the electrochemical properties of the substance. On the contrary,

I am unable to suppose that this is anything other than a kind of special manifestation of

these, but as long as we are unable to discover their mutual relationship, it will simplify our

researches to regard it as a separate power for the time being. It will also make it easier for

us to refer to it if it possesses a name of its own. I shall therefore, using a derivation well-

known in chemistry, call it the catalytic power of the substances, and the decomposition by

1



means of this power catalysis, just as we use the word analysis to denote the separation of the

component parts of bodies by means of ordinary chemical forces. Catalytic power actually

means that substances are able to awaken affinities which are asleep at this temperature by

their mere presence and not by their own affinity”

Simply putting, catalysis is the general name given to the occurance of a chemical reaction

in the presence of a catalyst. A catalyst is a substance that increases the rate of approach to

equilibrium of a chemical reaction without being (substantially) consumed itself. A catalyst

changes the rate but not the equilibrium of the reaction [3]. Catalysts can be imagined as

providing new and simpler pathways for the reactants to be converted into products. All

catalytic processes are cyclic in nature since the catalyst (ideally) comes out of one reaction

and catalyzes another one in the catalytic cycle and finally ends up without being consumed

at the end of the reaction.

Catalysis can be classified in various bases according to the point of interest. However, the

most general one is the classification upon the phase of the system in which catalysis takes

place. According to this classification, the main branches of catalysis are:

• Homogeneous catalysis

• Heterogeneous catalysis

In homogeneous catalysis, the catalyst, reactants and products are all in the same phase, either

in gas or liquid phase. The reactions generally evolve through well known organometallic

complexes. The examples under this classification are catalysis in homogeneous solutions

or catalysis by enzymes. Homogeneous catalysis is though to be very well understood in

terms of mechanisms. However, the sensitivity of the catalytic complexes to air, moisture

and temperature makes it undesirable. However, the biggest disadvantage is that the valuable

catalyst cannot be separated (or separated very hard and unefficiently) from the products since

all are in the same phase.

In heterogeneous catalysis, as the name implies, the catalyst and the reactive species are in

different phases. To be more specific, solid catalysts are used and the reactants (and products)

are generally in gas phase. The main advantage of heterogeneous catalysis over its homoge-

neous counterpart is that the separation of the catalyst is not a problem at all due to phase
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difference [4]. Heterogeneous catalysis far more dominates over homogeneous catalysis in

industrial applications and the subject of this work also falls within its framework. Thus,

more emphasis will be given to it in the following section.

1.1.2 Heterogeneous Catalysis

1.1.2.1 Fundamentals of Heterogeneous Catalysis

Heterogeneous catalysis is the key to the application of catalysis in an industrial scale. Ap-

proximately 90% of all industrial catalytic reactions are heterogeneous [5]. Thus, traditional

industries including chemical, food, pharmaceutical, automobile and petrochemical indus-

tries rely heavily on heterogeneous catalysis. Furthermore, in order to achieve a sustainable

chemical industry that is in harmony with the nature, heterogeneous catalysis is of key impor-

tance because of its applications in areas like fuel cells, automotive exhausts and many other

subjects related to green chemistry.

Although heterogeneous catalysis is associated with solid catalyst particles, all the reaction is

taking place only at the surface of the solid. Thus, an understanding of the surface structure

is crucial to understand how the catalyst works. However, there is no industrial catalyst con-

sisting of a single specie. A ‘working’ catalyst generally consists of a combination of several

kinds of active metals supported on inert oxide supports [3]. Additionally, they are doped

with ‘promoters’ like alkali metals (e.g. potassium) and halogens (e.g. chlorine) with the

aim of increasing selectivity. Furthermore, not all of the solid surface acts as a true catalyst

in the reactions. Only small specific areas in the surface that are named as ‘active sites’ are

involved in catalyzing a specific reaction. Determination of surface intermediates, reaction

mechanisms and active sites are some of the hardest and most controversial areas in catalysis

society for decades [5].

The steps taking place in a heterogeneous catalytic cycle are summarized as follows:

• Diffusion of the reactants through a boundary layer surrounding the catalyst particle,

• Intraparticle diffusion of the reactants into the catalyst pores and to the active sites,

• Adsorption of the reactants onto active sites,
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• Surface reactions involving formation or conversion of various adsorbed intermediates,

possibly including surface diffusion steps,

• Desorption of products from catalyst sites,

• Intraparticle diffusion of the products through the catalyst pores,

• Diffusion of the products across the boundary layer surrounding the catalyst particle.

The difficulty of heteregenous catalysis can be understood if it is considered that all these steps

are taking place in very different length and time scales. For example, a typical time scale for

the overall catalytic reaction is a second with characteristic length scales that are on the or-

der of 0.1 micron. The time scales for the fundamental adsorption, desorption, diffusion and

surface reaction steps that form the overall catalytic cycle however, are often 10−3 seconds or

shorter [4]. Keeping in mind that the industrial practice of catalysis is done in reactors which

are meters long and catalyst optimizations are done considering years long operation includ-

ing catalyst deactivation periods, we face the microscoping nature of the immense ‘universe

of catalysis’ from years to femtoseconds and from meters to angstroms.

Because of these reasons, heterogeneous catalysis is a very broad and interdisciplinary topic

that needs the collaboration of experts from different fields. Until now, the experts in the

fields of catalyst synthesis, catalyst characterization, surface spectroscopy, physical chem-

istry, chemical kinetics, chemical reaction engineering and, most recently, with theoretical

calculations of catalyst structure and performance using Density Functional Theory (DFT),

quantum physics have contributed to the area of heterogeneous catalysis [5].

The studies that are perfomed by this wide range of experts can be classified as illustrated in

Figure 1.1 [5].

Theoretical calculations utilizing DFT falls into the third level of research, ‘The Elucidation

Level’. This means that, a DFT expert runs his calculations making use of the data generated

by material scientists, engineers, physical chemists, etc. and analyze all this information to

arrive to conclusions that increase the insight about the elementary steps of reactions, without

making any assumptions about reaction steps beforehand.

In general, DFT calculations assess the structures, stabilities, and reactivity of species ad-

sorbed onto the surface sites. This is very hard and expensive (most often impossible) to do

4



Figure 1.1: Levels of study in heterogeneous catalysis research

by present experimental techniques because of the complicated nature of reactions. However,

it should be carefully noted that the aim of DFT calculations is not to determine catalytic

parameters without doing experiments. The real objective is first to analyze the available

spectroscopic information for a specific surface and reaction and then use DFT to clarify the

points that remain in dark due to the inabilities of present spectroscopic techniques. In the

ideal case, this results in the development of a model derived from first principles that can ex-

plain how to design a specific catalyst for a specific reaction, all based on scientific derivations

instead of emprical data.

1.1.2.2 Sabatier Principle

There are several properties that a good catalyst should have. First, the catalyst should exhibit

good selectivity for production of the desired products and minimal production of undesirable

byproducts. It should achieve adequate rates of reaction at the desired reaction conditions of

the process. It should be stable at reaction conditions for long periods of time, or it should be

possible to regenerate good catalyst performance by appropriate treatment of the deactivated

catalyst after short periods. Finally, a catalyst should have good accessibility of reactants and

products to the active sites so that high rates of reactions can be obtained [5].
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Beneath these properties, maybe the most important one is the selectivity towards the desired

reaction and minimal selectivity towards the undesired reaction(s). This urges for a molecular

point of view since selectivity is related to the very fundamental properties of the catalyst sur-

face in atomic detail. Thus, adsorption is in the heart of heterogeneous catalysis. Again, from

a molecular view, this is natural since the adsorption characteristics of species on surfaces are

determined by structural and electronic structures, which also control the selectivity behavior

of a catalyst.

This strong relation between the adsorption characteristics and catalytic ability of surfaces

was first demonstrated by Sabatier in 1920. The principle of Sabatier states that a good het-

erogeneous catalyst is a material that exhibits an intermediate strength of interaction with the

reactants, products, and intermediates of the catalytic process [6]. If the reactants and prod-

ucts interact too strongly with the surface, these molecules will block the surface and decrease

the amount of surface that is accesible by other molecules, leading to low catalytic acvitiy.

On the other hand, if they interact too weak, the surface concentration of the reactant species

will be low and the activation energy of the surface reactions will be high. This will also

lead to low catalytic activity. Thus, when the adsorption strength of a surface (for a specific

molecule) is plotted against the (catalytic) reaction rate, it is seen that the rate goes through

a maximum at the optimum adsorption strength. Plots of this type are called ‘volcano plots’

and Sabatier’s principle is illustrated with the volcano plot given in Figure 1.2 [4].

Figure 1.2: Sabatier’s principle illustrated with the volcano plot
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1.1.2.3 Transition State Theory

In 1935, Eyring and Polanyi came up with a theory to account for the calculation of rate con-

stants and thus rates of elementary reactions [5]. It is supposed that the elementary reactions

go through a path with the lowest energy barrier (i.e. minimum energy path).

They assumed that there is a surface in phase space that divides it into a reactant and a product

region. It follows that this dividing surface is located at the transition state. In other words, the

maximum energy of the potential energy surface on the minimum energy path is the energy

of the transition state and the activation barrier for a reaction can be calculated as the energy

difference between the energies of the transition state and the initial state [7].

The properties of the transition state structure, like bond lengths for example, are parameters

that directly affect the properties of the catalytic reaction. Thus, in transition state theory, the

reaction rate is expressed as in Equation 1.1.

rTS T = Γ
kT
h

e−ΔG∗/kT (1.1)

where, Γ is the transmission coefficient and ΔG is the free energy difference between the

transition state and the initial state.

A potential energy surface represents the variation of the energy of a chemical system as the

reacting molecules are located at different points in space. In most cases, the potential energy

surface is represented one dimensionally, that is potential energy as a function of the reaction

coordinate. A typical potential energy diagram is illustrated in Figure 1.3 [7].
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Figure 1.3: An example of one dimensional potential energy surface

However, the energy not only changes along the reaction coordinate but with every spatial

coordinate. Thus, the real potential energy surface should be three dimensional covering all

three coordinate axes in space. This potential energy surface can only be calculated with

quantum chemical calculations. An example of a three dimensional potential energy surface

is given in Figure 1.4 [4].

Figure 1.4: An example of three dimensional potential energy surface

The more realistic potential energy surface shown in Figure 1.4 illustrates the presence of

local and global minima as well as local and global maxima. The local, and a global minima

occur when the derivative of the energy with respect to the structural degree of freedom λi is
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zero for all degrees of freedom λi(i.e., dE/dλi = 0).

Transition states occur at saddle points along the potential energy surface. The derivative of

the energy with respect to the degree of freedom λi is zero for all degrees of freedom for

transition state structures. In addition, the second derivative of the energy with respect to the

degree of freedom λi is equal to zero for all degrees of freedom λi except for the mode which

corresponds to the reaction coordinate.

In practical calculations, this means that the transition state structure calculated for a specific

reaction should only show a single imaginary vibrational frequency and that should be along

the reaction coordinate.

1.2 Propylene Epoxidation

1.2.1 Basic Properties of Propylene Oxide

Epoxides are cyclic ethers with three ring atoms. Epoxidation, also named as partial oxidation,

is the name given to the formation of an epoxide of a selected alkene (unsaturated hydrocarbon

containing a double bond). Thus, propylene epoxidation refers to the process where propylene

(also referred to as propylene) is reacted with an oxidant and finally converted to propylene

oxide (PO). PO molecule is illustrated in Figure 1.5.

Figure 1.5: Illustration of propylene oxide molecule

PO is a significant organic intermediate for the production of polyether polyols, propylene
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glycol and propylene glycol ethers which are all bulding blocks for polyurethane plastics. PO

has a production capacity of about 5.8 million tones per year [8].

PO is a colorless, volatile liquid with a low boiling point of 34.2◦C at atmospheric pressure.

The three membered ring structure is highly reactive which gives the molecule the ability to

undergo many kinds of reactions. Ring opening is the initial step for reactions having the

epoxide as a reactant. PO can be converted to primary or secondary alcohols using acid or

base catalysts. However, the most abundant use of PO is its use in polymerization to polyether

polyols which is performed industrially using a basic catalyst such as KOH.

Further, PO can react with chemicals like water, hydroxyl containing organics, ammonia,

amines, carbon dioxide, carbon disulfide, hydrogen sulfide, mercaptans and Grignard rea-

gants. It can also undergo isomerization, hydrogenolysis and Friedel-Crafts reactions [9].

This versatility of the reactions that it can undergo makes PO one of the most important base

chemicals in the world.

1.2.2 Industrial Production of Propylene Oxide

PO is produced mainly by two commercial processes, the chlorohydrin process and the hy-

droperoxide process. Chlorohydrin process is the first discovered one, which was also applied

to ethylene epoxidation before the direct epoxidation of ethylene with silver was discovered,

and the hydroperoxide process is a relatively new process, designed after the increasing con-

cern over the chlorohydrin process. Nevertheless, both processes are employed in large scale

and it is estimated that each process has a share of about 50% in global PO production [9].

1.2.2.1 The Chlorohydrin Process

The chlorohydrin process involves reaction of propylene and chlorine in the presence of water

to produce the two isomers of propylene chlorohydrin. This is followed by dehydrochlorina-

tion with caustic or lime to PO and salt.

In more detail, the alkene reacts with hypochlorous acid (HOCl) to produce the chlorohydrin.

The hypochlorous acid is produced in situ by an equilibrium reaction of the acid with water

and chlorine. Afterwards, the chlorohydrin is dehydrochlorinated, using aqueous potassium
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hydroxide to produce the epoxide. This route has long been the main process for producing

both ethylene oxide and propylene oxide. In the 1940s, the process began to be phased out

for ethylene epoxidation, because of the development of a more efficient direct epoxidation

process using a silver catalyst. After that discovery, many ethylene epoxidation plants that

were using the chlorohydrin process were converted for the epoxidation of propylene. The

process is still applied for propylene epoxidation although it is gradually being replaced by

the more environmentally friendly hydroperoxide processes.

The two reactions steps that take place in the production of propylene chlorohydrin are illus-

trated in Figures 1.6 and 1.7 [10].

Figure 1.6: First reaction step of propylene chlorohydrin production

Figure 1.7: Second reaction step of propylene chlorohydrin production

A schematic flowsheet of the process is illustrated in Figure 1.8 [10].
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Figure 1.8: Simplified flowsheet of the chlorohydrin process

Dehydrochlorination of propylene chlorohydrin that takes place in the epoxidation reactor

results in PO production as illustrated in Figure 1.9 [10].

Figure 1.9: PO production reaction of the chlorohydrin process

As can be seen in Figure 1.8, the epoxidation reactor also produces a brine containing poi-

sonous calcium chloride salt. This is one of the major disadvantages of the chlorohydrin

process, because the amount of brine (5% CaCl2) produced is usually about 40 times larger

than the amount of PO produced and it is extremely difficult to remove all hydrocarbons from

this wastewater stream. The produced calcium chloride salt is not reused since it does not
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have an economic value. Thus, the chlorohydrin process causes serious environmental prob-

lems. This is the main reason behind the fact that this technology is being phased out by the

more ‘green’ hydroperoxide process.

1.2.2.2 The Hydroperoxide Process

Hydroperoxide processes are based on the peroxidation of an alkane to an alkylhydroperox-

ide. These alkylhydroperoxides then react with propylene, producing propylene oxide and

an alcohol. A characteristic of these processes is that, besides propylene oxide, a coprod-

uct is produced in a fixed ratio, usually 2-4 times the amount of propylene oxide produced.

Currently, two variants of this process are applied commercially. The first is the propylene

oxide-styrene monomer (PO-SM, also commonly abbreviated as SMPO) process (about 60%

of all hydroperoxide plants). In this process, ethylbenzene is oxidized to ethylbenzene hy-

droperoxide, which reacts with propylene to produce propylene oxide and R-phenyl ethanol.

The R-phenyl ethanol is then dehydrated to produce styrene. The second process is the propy-

lene oxide-t-butyl alcohol (PO-TBA) process. In this process, isobutane is oxidized to t-butyl

hydroperoxide (TBHP), which reacts with propylene to produce propylene oxide and t-butyl

alcohol. This can be dehydrated to isobutene or converted directly with methanol to methyl

tertiary butyl ether(MTBE).

The two processes are analous in principle and the same type of reactions that occur in PO-

SM process occur also in PO-TBA process. It is only necessary to replace the ethylbenzene

with isobutane as the starting material to pass from PO-SM to PO-TBA process.

A schematic flowsheet of the PO-SM process is illustrated in Figure 1.10 [10].
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Figure 1.10: Simplified flowsheet of the PO-SM process

The reactions taking place in PO production are illustrated in Figures 1.11 and 1.12 [10].

Figure 1.11: First reaction step of PO production in PO-SM process

Figure 1.12: Second reaction step of PO production in PO-SM process
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1.2.2.3 Direct Propylene Epoxidation

Both of the industrial PO production methods are undesirable because they are either ineffi-

cient, indirect, multi-step, expensive or non-environmentally friendly. Thus, serious efforts

have been put into discovery of heterogeneous catalysts that can directly epoxidize propylene

with air.

Unfortunately, ethylene is the only alkene that can be epoxidized directly with air using a

supported silver catalyst and silver is the only selective catalyst serving this purpose. Efforts

in directly epoxiziding propylene with silver indicated selectivities about 5% and all products

were essentially combustion products [3].

Until now, all attempts to to manufacture propylene oxide commercially by the direct oxida-

tion of propylene have been unsuccessful [1].

1.3 Computational Quantum Chemistry

1.3.1 Basics of Computational Quantum Chemistry

Classical mechanics deals with the trajectories of particles which can be calculated theoreti-

cally from the knowledge of the initial conditions and the structure of the Hamilton H, or the

sum of a kinetic energy contribution T and potential energy function V.

H = T + V (1.2)

However, the existence of electron and hence electronic motion can not be explained clas-

sically, since the electron has also wave characteristics besides its particle nature. For this

reason Schrodinger suggested to replace the classical kinetic and potential energy functions

of Equation 1.2 with linear operators T̂ and V̂ and set up a wave equation of the form:

ĤΨ = T̂Ψ + V̂Ψ (1.3)

The solutions of Equation 1.3, the so called wavefunctions, would describe the behavior of all
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the particles. The quantum mechanical Hamilton above is given by:

Ĥ = T̂ + V̂ (1.4)

For one electron system such as the hydrogen atom, with the electron centered on the atomic

nucleus, kinetic and potential energy operators are:

T̂ = − h2

8π2m
∇2 (1.5)

V̂ = −Ze2

r
(1.6)

where m is the mass of the electron, r is the distance of the electron from the nucleus, Z is

the atomic number, and e is the unit of the electronic charge. The Laplacian (∇2)is given in

Cartesian coordinates.

If we write the quantum mechanical Hamiltonian for a molecule, it will include basicly [11]:

1. Kinetic energy: The kinetic energy operator for a particle of mass m is given in SI

units as,

T̂ =
1
m
∇2 (1.7)

2. Electrostatic interactions: All the particles in a molecule are charged and Coulomb’s

law applies to the interactions between all of them so that the total energy of interaction

between all of them is given by,

Î =
N∑

i=1

N∑
j�i, j>1

qiq j

4πε0|�ri − �r j| (1.8)

where �ri is the position vector of a typical particle and qi is its charge.
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1.3.2 Born-Oppenheimer Approximation

With the atomic units used, the molecular Hamiltonian and associated Schrodinger equation

is easily written as:

[ N∑
i=1

− 1
2mi
∇2(i) +

N∑
i=1

N∑
j=1, j>1

qiq j

4πε0|�ri − �r j|
]
Ψ( �x1, �x2, ..., �xn; t) = i

∂

∂t
Ψ( �x1, �x2, ..., �xn; t) (1.9)

However, it is not as easy to solve Equation 1.9 as it is to write it since this equation is a partial

differential equation in 3N+1 variables and because of the appearance of the 1
|�ri−�r j | terms, it

is not separable into any equations of smaller dimension. Thus, it is necessary to make some

approximations of the electronic structure in order to solve Equation 1.9. The first approxi-

mation to be proposed for a solution is the Born-Oppenheimer model. It states that since the

nuclei are much more massive than the electrons, the electrons adjust instantaneously to any

motion of the nuclei. So it can be considered that the nuclei are fixed at some internuclear

separation. This allows to seperate the Schrodinger equation into two seperate wavefunc-

tions, the nuclear wavefunction Ψnuc and the electronic wavefunction Ψelec [12]. Thus the

total wavefunction can be written, to a very accurate degree of approximation, as the product

of these two seperate wavefunctions in the form:

Ψ( �x1, �x2, ..., �xn) = Ψelec( �xelec; �relec)Ψnuc( �rnuc) (1.10)

where the first term in Equation 1.10 represents the electronic motion and the second term

involves the motion of the nuclei. Furthermore, introducing center of mass and relative coor-

dinates, the nuclear wavefunction reduces to:

Ψnuc ≈ Ψtrans(CM)ΨrotΨvib (1.11)

where the Center of Mass (CM) translational, rotational and vibrational contributions to the

nuclear wavefunction are now explicitly shown. Thus, the problem of determining the struc-

ture of a complex molecule reduces to solving each Schrodinger equation for the electronic

motion, the translational motion of the center of mass, and the rotational and vibrational
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wavefunctions of the nuclei separately. Therefore, for a molecule composed of n electrons,

the electronic energy is calculated by the Schrodinger equation in the form:

Ĥelec(1, 2, ..., n)Ψelec = EelecΨelec(1, 2, ..., n) (1.12)

The solutions to the electronic Schrodinger equation given by Equation 1.12 are infinite, but

for stationary, bound states, only the continuous single value eigenfunctions that disappear at

infinity need to be considered, and the electronic energies are the eigenvalues Ei given in:

ĤΨi = EiΨi (1.13)

The eigenfunctions are normalized and mutually orthogonal (i.e., orthonormal) which means

mathematically that they satisfy the condition:

∫
ΨiΨ jdτ = 〈Ψi|Ψ j〉 = δi j (1.14)

In Equation 1.14, the interaction is over the volume element for the electron, and it is given

with the matrix or Dirac notation for the integral, where δi j is the Kronecker delta. The

electronic energy of the system, Ei, is the expectation value of the Hamiltonian. The solution

for Ei is given as:

∫
ΨiΨ jĤdτ = 〈Ψi|Ĥ|Ψ j〉 = Ei (1.15)

1.3.3 Variational Principle and Hartree-Fock Theory

The complete treatment of a quantum mechanical problem involving electronic structure re-

quires the complete solution of the Schrodinger equation given in Equation 1.12. This is only

possible for one electron systems, and for many-electron systems, where the electron repul-

sion term in the Hamilton makes an analytical solution impossible, the variational principle

is applied [12]. The variation principle states that if Ψ is a solution to Equation 1.12 then for

any small change δΨ:
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δE = δ〈Ψi|Ĥ|Ψ j〉 = 0 (1.16)

If this criterion is applied to an electronic wavefunction Ψ, in the required number of di-

mensions, all the eigenfunctions Ψi for the electronic Hamilton will be gathered. If only an

approximation to the wavefunction Ψ is used, and then the eigenfunctions Ψi and eigenvalues

Ei are only approximations to the correct values. The accuracy of the estimates would im-

prove if better approximations for the total wavefunction is used. The orbital approximation

suggests that the total electron wavefunction Ψ can be written as the Hartree product of one

electron wavefunctions, Ψiη(ζ), called spin orbitals [13]. These orbitals include the product

of spatial and spin functions, where η(ζ) is the spin function that can take values α or β. Thus,

the total wavefunction can be written as:

Ψ(1, 2, ..., n) = O(s)A[Ψ1(1)α1Ψ2(2)β2...Ψn(n)βn] (1.17)

In Equation 1.17, A is the antisymmetrizer, making sure that the wavefunction changes sign

on interchange of any two electrons in accordance with the Pauli exclusion principle, and

O(S) is a spin projector operator that ensures that the wavefunction remains an eigenfunction

of the spin squared operator S2. O(S) may become fairly complex but it is equal to unity

for a closed shell molecule with all electrons paired in the spin orbitals. Thus, for a closed

shell system with 2n electrons, and two electrons paired in each spatial orbital, the n electron

wavefunction becomes:

Ψ(1, 2, ..., n) = A[Ψ1(1)α1Ψ2(2)α2...Ψn(2n − 1)αnΨn(n)βn] (1.18)

Equation 1.18 is the well known Slater determinant and it is the correct form for the many

electron wavefunction for closed shells as the only determinant of spin orbitals. In order to

determine the actual electron spatial orbitals, Ψi, for a closed shell system, it is necessary

to apply the variational principle for the solution of Equation 1.18. The molecular orbitals,

therefore, are obtained by varying all the contributing one electron functions Ψ1,Ψ2, ...,Ψn in

the Slater determinant until the electronic energy achieves its minimum value. This will give

the best approximation to the many electron wavefunction, Ψ and the electronic or molecular

orbitals, Ψi obtained in that way are referred to as self consistent or Hartree-Fock molecular
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orbitals. Mathematically, the problem involves the minimization of the total electron energy

with the orthonormality constraint for the electron orbitals [11]. The function to be minimized

is given as:

G = E − 2
∑

i

∑
j

εi jS i j (1.19)

where E and S i j (orthonormality) are given as:

E = 〈Ψ(1, 2, ..., n)|Ĥ|Ψ(1, 2, ..., n)〉, (1.20)

S i j =

∫
ΨiΨ jdτ (1.21)

After the minimization, we get the Hartree-Fock (HF) equation given by:

F̂Ψi = EiΨi (1.22)

Equation 1.22 states that the most accurate molecular orbitals are eigenfunctions of the

Hartree-Fock equation Hamiltonian operator. The one electron HF hamiltonian operator, F, is

defined as:

F̂ = Ĥcore +
∑

j

2Ĵi − K̂ j (1.23)

The first term in Equation 1.23 is the one electron Hamiltonian for an electron moving in the

field of bare nuclei and it is defined as:

Ĥcore =
1
2
∇p

2 −
∑

Zar−1
pA (1.24)

The second operator represents the average effective potential of all other electrons affecting

the electron in the molecular orbital Ψi and can be defined by:
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Ĵ j(1) =
∫
Ψ∗j(2)

1
r12
Ψ j(2)dτ2 (1.25)

The final operator in Equation 1.23 is the exchange potential and it is due to the effect of the

antisymmetry of the total wavefunction on the correlation between electrons of parallel spin

and it can be defined as [12]:

Kj(1)Ψi(1) =

[ ∫
Ψ∗j(2)

1
r12
Ψ j(2)dτ2

]
Ψ j(1) (1.26)

The eigenvalues of Equation 1.22 are the energies of electrons occupying the orbitals Ψi and

thus, are known as orbital energies. In a similar fashion to Equation 1.23, they are defined as:

εi = Hi j
core +

∑
i

(2Ji j − Ki j) (1.27)

where Hi j, the one electron core energy for an electron moving in the field of bare nuclei, Ji j,

the coulomb interaction energy and Ki j, the exchange energy, are given as:

Hi j
core =

∫
Ψ∗i (1)ĤcoreΨidτ j (1.28)

Ji j =

∫ ∫
Ψ∗i (1)Ψ∗j(2)

1
r12
Ψi(1)Ψ j(2)dτ1dτ2 (1.29)

Ki j =

∫ ∫
Ψ∗i (1)Ψ∗j(2)

1
r12
Ψ j(1)Ψi(2)dτ1dτ2 (1.30)

The general procedure for the solution of Hartree-Fock equations is iterative. First, a solution

for the molecular orbitals Ψi is assumed for generating the Hartree-Fock operator F. This

estimate generates a set of molecular orbitals and then it is used to repeat the calculations

until the orbital no longer changes within a certain tolerance, while further interacting. These

orbitals are said to be self consistent with the potential field they generate. In addition to these

n occupied orbitals, there will be unoccupied orbitals called virtual orbitals of higher energy.

The Hartree-Fock equations are used to reduce the N-electron problem into the solution of

n-single-electron systems [4].
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A more developed approach to the solution of Hartree-Fock equation is done by the Linear

Combination of Atomic Orbitals (LCAO) as given in the formula:

Ψi =
∑
μ

cμiφμ (1.31)

where the φμ are the atomic orbitals constituting the molecular orbital or basis set.

During the numerical calculations of molecular orbitals, it is necessary to have convenient

analytical forms for the atomic orbitals of Equation 1.31 for each type of atom in the molecule.

The solutions of the Schrodinger equation for one electron systems (H atom) can be written

by separation of variables as:

Φ(r, θ, φ) = Rn,l(r)Ylm(θ, φ) (1.32)

where r, θ and φ are the spherical coordinates centered on the atom. The angular part of the

above equation or Ylm(θ, φ) are the spherical harmonics which are defined as:

Ylm(θ, φ) = Θlm(θ)φm(ϕ) (1.33)

where l is the azimutal quantum number, and m is the magnetic quantum number. For the

radial part of the atomic function, the Slater Type Orbitals are used as given in the form:

Rn,l(r) = (2ζ)
n+1

2 [(2n)!]
−1
2 rn−1 exp(−ζr) (1.34)

where n is the principle quantum number, and l is the orbital exponent which is a function

of the atomic number. Then, the variational principle is applied as previously mentioned

except the total electron wavefunction consists of the product of molecular orbitals similar to

Equation 1.31. The orthonormality of the electron wavefunction results in:

∑
μv

c∗μicv jS μv = Δi j (1.35)

where S μv, the overlap integral for the atomic orbitals is defined by:
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S μv =
∫
φμ(1)φv(1)dτ1 (1.36)

Equations 1.35 and 1.36 result in the Roothan equations given by:

∑
v

(Fμv − εiS μv)Cvi = 0 (1.37)

The elements of the matrix representation of the Hartree-Fock hamiltonian are given as:

Fμv = Hμv +
∑
λσ

Pλσ[(μv|λσ) − 1
2

(μλ|vσ)] (1.38)

Hμv =
∫
φ(1)Ĥcoreφv(1)dτi (1.39)

Pμv = 2
occ∑

i

c∗μicvi (1.40)

(μv|λσ) =
∫ ∫

φ∗μ(1)φ∗v(1)
1

r12
φλ(2)φσ(2)dτ1dτ2 (1.41)

Pμv are the elements of the electron density matrix, Hμv, the elements of the core Hamiltonian

with respect to atomic orbitals, and Equation 1.41 is the general two-electron interaction

integral over atomic orbitals [14]. The main improvement of the Roothan equations given in

Equation 1.37 is that the Roothan equations are algebraic equations in contrast to the Hartree-

Fock equation given in Equation 1.22. The Roothan Equation can be written in matrix form

as:

FC = S CE (1.42)

where E is the diagonal matrix of the εi. Hartree-Fock Hamiltonian operator matrix elements

are dependent on the orbitals through the elements Pμv, and the Roothan equations are solved

by first assuming an initial set of linear expansion coefficients cμi, generating the correspond-

ing density matrix Pμv and computing a first guess to Fμv. The diagonalization procedure
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depends on standard matrix eigenvalue techniques, and new expansion coefficients are cal-

culated in each guess. This process is repeated until the coefficients stop deviating within a

given tolerance [12].

1.3.4 Post Hartree-Fock Methods

The Hartree-Fock solution strategy avoids the direct solution of electron-electron interactions

but instead replaces these interactions by a mean field approach. This ignores the fact that

the motion of individual electrons may be correlated. By definition, the difference in the

energy calculated by Hartree-Fock theory for a specific basis set which treats the systems

as a mean field (without correlation) and the exact energy is the correlation energy. There

are two primary strategies for treating correlated motion between electrons. Electrons with

the same spin behave differently to electrons with opposite spins. The basic Hartree-Fock

theory already includes the treatment of electrons with the same spin since the wavefunction

is required to be antisymmetric for the theory to be applied. However, HF theory does not

treat appropriately the interaction of electrons which have opposite spins. The wavefunction

of the system, Ψ, cannot be described by a single determinant. Three general approaches have

been developed to treat electron correlation:

• Configurational Interaction (CI),

• Moller-Plesset(MP) Perturbation Theory,

• Coupled Cluster (CC) Theory.

The common part in all of these advanced methodologies is that the electron correlation is

treated accurately and to the desired degree with the selection of the method according to the

comprise between computational time and accuracy. Thus, chemical and physical parameters

can be determined vey accurately. However, there is a big disadvantage that the computational

requirement for these procedures are too high to model catalytic systems that have different

kind of atoms in numbers as high as tens or hundreds. The comparison of the computational

scaling of some selected post HF methods with respect to the number of atoms (N) are given

below:
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HF(N4) < MP2(N5) < CIS D,MP3,CCS D(N6) < MP4,CCS D(T )(N7) (1.43)

Thus, the applicability of these methods are limited to single molecules or geometrically fixed

systems [4].

1.3.5 Basis Sets

Essentially in all ab initio (first principles) methods, the structural positions of the atoms

and their basis functions are the only required parameters to calculate the electronic ground

state, which puts them into the class of first principle methods that do not require empirical

information. In order to expand the molecular orbital, an unknown function, in a set of known

functions we need an infinite number of basis functions. An unknown molecular orbital (MO)

can be thought of as a function in the infinite coordinate system covered by the complete basis

set. When a finite basis is used, only the components of the MO along those coordinate axes

corresponding to the selected basis can be represented. So, in order to increase the accuracy

as much as possible, a necessary volume of basis set has to be used consisting of the correct

type of basis function in order to represent the MO more accurately. If a single basis function

is able to produce the unknown molecular orbital better than another, the number of basis

functions needed to represent the MO will be smaller, which will decrease the number of

iterations to be made. Thus, a variety of different basis sets currently exist and depend on

the solution method used,the type of problem considered and the degree of accuracy required

for solution. These functions can take on one of several mathematical forms, including Slater

type functions, Gaussian functions and plane waves [4].

Gaussian (GTO) or Slater (STO) type basis functions are often used because they have a

smaller computational cost required in the solution process. Solid state systems, consisting of

infinite solid surfaces described by periodic methods, on the other hand, are more naturally

represented by using periodic plane wave basis functions. The comparison of basis functions,

guidelines for the selection of basis sets according to the chemical system investigated and

both advantages and disadvantages of the basis sets will be discussed in more detail in the

following section.
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1.4 Density Functional Theory (DFT)

1.4.1 Principles of DFT

Density Functional Theory (DFT) is one of the most celebrated and powerful quantum chem-

ical methods for calculating the ground state total energy of many body systems. Some of the

oppurtunities that this theory offers to a surface chemist are summarized as follows:

• Unique opportunity of investigating the catalytic surfaces at atomic level,

• Atomic level perspective of the catalyst surface leading to the identification of the sur-

face intermediates which can not be (exactly) detected by current experimental tech-

niques,

• Determination of the energetics of various reactions and prediction of reliable reaction

models which are in accordance with experiments favorably [15].

In DFT the total energy of a system is expressed as a functional of the total electron density.

It was not until the 1960’s that an exact theoretical framework called Density Functional The-

ory (DFT) was formulated by Kohn and Sham in 1965 [16], which later (in 1998) brought

Walter Kohn the Nobel Prize in Chemistry. Earlier, motivated by the search for practical elec-

tronic structure calculations, Slater [17] had developed an approach , later to become the Xα

method, which was originally intended as an approximation to Hartree-Fock theory. Today,

the Xα method is generally viewed as a simplified form or precursor of density functional

theory.

In principle, DFT neither does offer the calculation of new physical or chemical parameters,

nor it offers a completely new physical concept in electronic structure calculations. Basically,

although the fundamental quantity is the wavefunction, Hartree-Fock theory is also a density

matrix theory [11]. What makes DFT so special for quantum chemists is that the CPU re-

quirement of DFT scales with N3 as opposed to the other wavefunction methods which scale

at least with N4 or higher. This allows the modelling of complex chemical systems (hun-

dreds of atoms) consisting of various molecules, surfaces together with the adsorbed atoms,

reactants, products and transition state structures on it which cannot be modelled with wave-

function methods because of their high computational cost. This phenomenon is illustrated in
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Figure 1.13 [4].

Figure 1.13: Computational burden of different methods in quantum chemistry

The practical application of DFT is attributed to work of Hohenberg and Kohn, who stated

that the ground-state energy for a system is a unique functional of its electron density [18].

Afterwards, Kohn and Sham founded DFT by showing how the energy could be separated

into kinetic energy for the motion of the electrons, potential energy for the nuclear electron

attraction, the Coulombic electron-electron repulsion and finally exchange&correlation which

covers all other electron-electron interactions [16]. Thus, the energy of an N-particle system

can then be written as:

E[ρ] = T [ρ] + V[ρ] + Ec[ρ] + Exc[ρ] (1.44)

where,

T [ρ] = 2σiΨi[− �
2

2m
]∇2Ψd3r (1.45)

V[ρ] =
∫

Vion(r)ρ(r)d3r (1.46)

Ec[ρ] =
e2

2

∫
ρ(r)ρ(r′)
|r − r′| d3rd3r′ (1.47)

This formulation is derived keeping in mind that N-particle system could be rewritten as a

set of n-electron problems (similar to the molecular orbitals in wavefunction methods) which
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could be solved self consistently. In mathematical terms,

ĤΨi = εiΨi (1.48)

where,

Ĥ = − h2

2m
∇2 + Vion(r) +

e2

2

∫
ρ(r)ρ(r′)
|r − r′| d3r + Vxc(r) (1.49)

In Equation 1.49, the terms represent the kinetic energy of the electron, the potential for

nuclear-electron attractive interactions and the coulombic repulsive interactions between elec-

trons, respectively. Vxc(r) corresponds to the exchange correlation potential which is the

derivative of the exchange correlation energy given in Equation 1.44. Vxc(r) is also defined as

the electron chemical potential. In that sense, it can be written as:

μxc(r) =
δExc[ρ(r)]
ρ(r)

(1.50)

Equation 1.44 could be solved exactly provided that all the terms in it were known. That is true

except for the exchange & correlation energy term. The existence of correlations between the

electrons, the main formal difficulty encountered in treating a materials problem in quantum

mechanics, is a familiar one in many contexts. The positions and motions of the particles

that make up a molecule or material are correlated because the particles interact with each

other and exert forces upon each other as they move. In quantum mechanics, the situation

is further compounded by forces that evolve from the Pauli Exclusion Principle governing

electrons. This causes correlations to appear even between noninteracting particles that have

no direct interaction with each other. Such forces are referred to as exchange forces. Whether

due to interactions (e.g., the Coulomb force) or exchange, correlations can be characterized

as either long or short range. The former can be dealt with by averaging techniques and a

mean field or a self consistent field (meaning that the field experienced by an atom depends

on the global distribution of atoms). Short range correlations involve the local environment

around a particular atom, i.e., deviations of the local environment from average behavior,

and are much more difficult to treat. In large part, the central problem of quantum methods

in chemistry and condensed matter physics has been the search for more and more accurate
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ways of incorporating exchange & correlation energy into mean field theory. Thus, it can be

said that Density Functional Theory calculations are accurate as the approximation for Exc.

Fortunately, there are a number of very useful approximations for the calculations of Exc in

DFT.

1.4.2 Main Approximations for Exchange & Correlation

1.4.2.1 Local Density Approximation (LDA)

The most basic solution to calculate Exc is the local density approximation which assumes

that exchange-correlation per electron is equivalent to the exchange correlation per electron

in a homogeneous electron gas which has the same electron density at a specific point r [4].

This is typically written as:

Exc(r) = ρ(r)εxc[ρ(r)] (1.51)

The local density approximation (LDA) is valid only in the region of slowly varying electron

density. LDA also does not take into account the spin paired case. ‘Different densities for

different spins’ are used in that case and this method is named as Local Spin Density Approx-

imation (LSD) [11]. The exchange-correlation energy for the homogeneous electron gas can

be written in LDA as the sum of seperate exchange and correlation energies defined as:

Exc = Ex + Ec (1.52)

where,

Ex =
−9
4
αex

3
4π

1/3∑
γ

∫
[ργ1(r1)]4/3dr1 (1.53)

Ec =

∫
ρ1(r1)εc[ρ

α
1 (r1)ρβ1(r1)]dr1 (1.54)

where εc[ρα1 (r1)ρβ1(r1)] represents the correlation energy per electron in a gas with the spin

densities α and β. Simplified versions of LDA were known long before the formal develop-

29



ment of DFT. Of particular importance is Hartree-Fock-Slater, or Xα. This method retains

only the exchange part and does not take into account the correlations between electrons.

The LDA approximation is obviously an oversimplification of the actual density distribution

and is well known to lead to calculated bond and binding energies that are over predicted by

∼10% [19]. However,despite the simplicity of the fundamental assumptions, LDA method is

often found to provide results with similar accuracy similar to those obtained by wavefunction

based Hartree-Fock Theory.

1.4.2.2 Generalized Gradient Approximation (GGA)

Improvements over the LDA approach have to consider a non-uniform electron gas. A step

in this direction is to make the exchange and correlation energies dependent not on the elec-

tron density, but also on derivatives of the density. Such methods are known as Generalized

Gradient Approximation (GGA). GGA methods are also sometimes referred to as non local

methods, although this is a bit misleading since the functionals depend only on the density

(and derivatives) at a given point, not on a space volume like in the Hartree-Fock exchange

energy. There are many forms of GGA and each of them is known with the name of its de-

veloper. Some of the most important include BP86 (Becke and Perdew corrections), PW91

(Perdew-Wang exchange functional), PBE (Perdew-Burke-Ernzerhof) or RPBE (Revised PBE

functional). For of example, the widely used Becke (B88) correction to LSD for the exchange

is given by :

Eg
x = b

∑
σ

ρσx2
σ

|1 + 6bxσsinh−1xσ|
(1.55)

where,

xσ =
∇ρ
ρ4/3
σ

(1.56)

In Equation 1.56 xσ is the dimensionless density gradient and ρσ is the density. The term b is

a fitting parameter for the energy that is regressed against atomic data [4].

Perdew and Wang proposed a gradient correction to the LSD formulation. It appeared in

1986 and is known as by the acronym PW86. Then the formalism was modified by Perdew
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and Wang in 1991, this modified form of the formalism is known as PW91 or P91. The

gradient corrected exchange functionals of PW86 and PW91 are given in Equations 1.57 and

1.58 with a and b terms as constants.

εPW86
x = εLDA

x (1 + ax2 + bx4 + cx6)1/15 (1.57)

εPW86
x = εLDA

x

[
1 + xa1sinh−1(xa2) + (a3 + a4e − bx2)(x2)

1 + xa1sinh−1(xa2) + a5x2

]
(1.58)

where x is defined the same as in Equation 1.56

1.4.2.3 Hybrid Methods

Recent developments in functionals attempt to couple an exchange component derived from

Hartree-Fock theory which provides for a more exact match of the exchange energy for single

determinant systems along with the correlation (and exchange) calculated from LDA theory in

‘hybrid’ functionals. One of the most famous is the B3LYP functional, which is a combination

of the Lee, Yang and Parr functional and the three-parameter model by Becke [20]. The

functional is given in Equation 1.59.

EB3LYP
x = a0HHF

x + axE
B88
x + (1 − ac)E

VWN
c + acE

LYP
c (1.59)

The parameters like a0 are determined by fitting the results of the calculations to experimental

data. Thus, the hybrid methods are not fully ‘ab initio’ in the sense that they require experi-

mental data.

1.4.3 Capabilities of DFT

DFT is applicable to all atoms of the periodic table,provided relativistic effects are taken into

account for heavier elements such as third row transition metals, rare earths, and actinides.

The approach can be used for metallic, covalent, and ionic bonds. The application field ranges

from metallic condensed systems to organic molecules. With the inclusion of gradient cor-

rections for the exchange&correlation term, even weaker interactions such as hydrogen bonds
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can be reasonably well described. DFT calculations utilizing Local Density Approximation

(LDA) may encounter problems for narrow gap insulators and certain oxides. LDA tends

to overemphasize the metallic character and care has to be taken in the interpretation of the

density functional one electron energies. Furthermore, weaker bonds like hydrogen bonds

are significantly overestimated in the LDA. The primary results of density functional calcu-

lations are the electron density, the spin density, the total energy and wave functions. From

these quantities, one can derive important electronic, optic and magnetic properties including

dipole moments and polarizabilities. DFT calculations for systems in their electronic ground

state can be used to estimate electronic excitation energies including work functions, optical

and UV spectra, and core level spectra for solids, surfaces, and molecules [21].

Quite consistently, for bonds in solids, molecules, and surfaces, interatomic equilibrium dis-

tances are predicted by precise density functional calculations to within about 0.02 Åof ex-

periment while bond angles and dihedral angles are found within a few degrees of their ex-

perimental values. Within the local density approximation, binding energies are typically

overestimated, sometimes by as much as a factor of two. Inclusion of non local gradient cor-

rections improves the values of binding energies and brings them to within about 10 kJ/mol of

experiment. The results obtained at this level of theory are comparable with sophisticated cor-

related quantum mechanical methods such as coupled cluster theory. Vibration frequencies

are predicted to within 10-50 cm−1. Unfortunately, at present there is no clear theoretical path

that would allow the systematic improvement of the accuracy of density functional methods

[4].

Density functional calculations are possible for systems of the order of 100 atoms. By ex-

ploring point group symmetry, calculations for clusters of over 1000 atoms have been demon-

strated for fixed geometries. While the self-consistent-field procedure converges typically in

10-20 iterations for organic materials and semiconductors, metallic systems and especially

magnetic transition metals such as Fe and Ni are very difficult to converge. In practice, this

limits the size of systems that can be treated to approximately less than 60 atoms per unit cell

or cluster.

Depending on the system under investigation, for example a metallic alloy or a molecular

crystal, density functional theory can be implemented in quite different ways thus leading to

efficient methods for particular materials. On the other hand, practical Hartree-Fock methods
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require the use of Gaussian basis functions, which can be fairly inefficient for some sys-

tems. Thus, in general, density functional theory tends to be computationally more efficient

than Hartree-Fock calculations. Without doubt, compared with correlated post Hartree-Fock

methods, density functional calculations are by far more efficient computationally, scaling at

worst with a third power in the number of basis functions as illustrated in Figure 1.13. In fact,

significant effort is dedicated to the development of so called order-N methods, i.e. meth-

ods for which the computational effort increases linearly with system size. Such methods

have been successfully demonstrated, yet the pre-factor is rather large so that these methods

are competitive with conventional density functional implementations only for systems with

several hundred atoms [22].

All together, these properties of DFT gives it an immense power in modelling of catalytic

systems which makes it provide answers to many questions long debated in heterogeneous

catalysis [23].

1.5 Main Approaches in Quantum Chemical Modelling of Catalytic Systems

1.5.1 The Cluster Model Approach

Computational quantum chemistry was first used for for finite molecular systems which in-

volve molecules and cluster models that describe the catalytic systems. Cluster models use

the same basis used in many ab initio wavefunction methods,i.e. Gaussian or Slater basis sets.

This is due to the fact that cluster models are used for the description of local chemical phe-

nomena. Matter of fact, much of chemical phenomena is local since chemical forces are short

range [24]. However ‘local’ is used here in the sense that the properties of the chemical sys-

tem is effected by only a few neighbouring atoms. This would be a accurate way of modelling

isolated molecules, gas phase reactions, as well as specific portions of ordered zeolites, oxides

or very small nanoclusters in magnitudes of tens of atoms. In all of the mentioned systems,

the reacting systems are basicly in gas or liquid phase even if interacting with a small portion

of metal atoms. In cluster methods, this ‘small portion’ is at most 15-20 atoms, depending on

the system modelled [25].

With such an approach, the biggest advantage would be the detailed picture one obtains of the

shape of the individual orbitals of surface atoms(or every atom, if the system is a molecule)
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and the modification brought to them by the presence of other atoms [26]. There is also a

technical advantage of using cluster methods. Since quantum chemistry was ‘founded’ with

the aim of computing the properties of atoms and their interactions, all high level ab-initio

wavefunction techniques can be embedded to cluster methods which allows the selection

of the the level of theory on the basis of accuracy beforehand. The key features related to

heterogeneous catalysis that can be calculated with cluster methods include [27]:

• Geometry of adsorbed species,

• XPS and IR spectra of adsorbed species,

• d-d transitions,

• Spectroscopic transitions of defects (F centers),

• Magnetic coupling,

• Effective model hamiltonian parameters,

However, cluster method has well known disdvantages especially in the treatment of metallic

systems. First of all, in order to model long range effects, clusters too large to be properly

handled may be needed. Second, it is shown that the calculated parameters vary as functions

of cluster size, thus care must be taken in order to interpret the obtained results. Furthermore,

unwanted surface effects may arise. This is becaues the cluster has surfaces on all sides, not

just the side the adsorbate reacts with and furthermore the limited surface of interest on the

cluster leads to the undesired ‘edge effects’ where the parameters are effected unrealistically

due to the edges of the cluster. However, the biggest disadvantage of the cluster method

can be summarized with a debatable question: How many atoms are needed in the cluster to

‘describe the metal’? As the question implies, the representation of a metal substrate with,

e.g., 20 atoms at most is definitely not realistic since this model cannot reproduce the band

structure of the metal [25]. Thus, although in some lucky cases, catalytic properties over a

metal surface can be described up to some extent with cluster methods, this model is not the

choice of ‘modern’ quantum chemical methodology.

Because of the mentioned deficiencies of the cluster model in treating metals, solid state

physics community later developed another type of model which allows the accurate mod-

elling of solid surfaces, the so called ‘periodic approach’.
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1.5.2 The Periodic Approach

The periodic approach, also known as the ‘semi-infinite crystal approach’ assumes non lo-

calized wavefunctions corresponding to the electrons in the periodic solid. In this approach,

the band structure associated with the solid is calculated and the adsorbate is treated as a per-

turbation on this potential [25]. In order the model the periodicity of the solid, a supercell

approach is needed to represent the repeated pattern of the solid, in contrast to the local nature

in cluster methods. The supercell is defined by three lattice vectors as well as the length along

these vectors, thus providing a three dimensional unit cell. The supercell is used to replicate

the system infinitely along all three vectors using periodic boundary conditions, thus simulat-

ing the solid state. For three dimensional bulk systems this is straightforward. The simulation

of surfaces, however, requires the metal atoms to be truncated along the vector perpendicular

to the surface and replaced with a vacuum region. The unit cell is still repeated periodically

along all three vectors. In this case, however, the result is a set of periodic slabs of some metal

thickness sandwiched between two vacuum regions as shown in Figure 1.14 [4].

Figure 1.14: Illustration of bulk Pd and Pd(111) surface in periodic approach

The wavefunction, according to Bloch’s theorem, is one which contains a wave like portion,

an exponential term and a periodic cell portion, fi(r) [28]. The wavefunction is expanded to

take on the same periodicity of the lattice. The wavefunction is described by the summation

of plane waves expanded out to a chosen cut-off energy. In mathematical terms, this can be

written with Equations 1.60 and 1.61.

35



Ψi(r) =
∑
G

ci,k +Gexp[i(k +G)r] fi(r) (1.60)

fi(r) =
∑
G

ci,G + exp[iGr] (1.61)

where,

G is the reciprocal lattice vector represented by �G�R = 2πm, m is an integer and k is the

symmetry label in the first Brillouin zone.

The choice of the cutoff energy dictates the expansion of the wavefunction. Increasing the cut-

off energy is, therefore, similar to increasing the number of orbitals in a molecular calculation

in that it increases the accuracy by allowing for more expansive wavefunction [28].

The numerical integration for periodic solid state systems is typically carried out in reciprocal

space, in contrast to real space in cluster method, where the first Brillouin zone is divided

and described by a finite number of k-points. The k-points describe the sampling of the

electronic wavefunction. Observables such as the energy and the density are integrated over

all k-points within the first Brillouin zone. Chadi-Cohen [29] and Monkhorst-Pack [30] are

two particular approaches that have been developed to provide an optimal division of special

k-points to provide a reasonably accurate description of the electronic potential. The total

energy of the system should converge with increasing number of k-points since the increase

in the number provides a denser k-point mesh and finer sampling of the Brillouin zone.

The single particle wavefunctions are then described by plane wave basis sets that obey

Bloch’s theorem [28]. Although plane waves are the natural choice for periodic systems,

they pose difficulties in accurately solving for the wavefunction near the core of the nuclei.

The orbitals near the nuclei core are tightly bound and have significant oscillations, both of

which make it difficult to model using expanded plane waves. They require an extensive

number of plane waves, which is CPU intensive. Since most of the chemistry occurs via the

valence electrons, the detailed electronic structure of the core can be avoided by using pseu-

dopotentials. The pseudopotential approach substitutes the strong ionic potential and valence

wavefunction with a weaker (and mathematically speaking, smoother) pseudopotential along

with pseudo wavefunctions. The pseudopotential removes the radial nodes in the core region
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and matches the valence electron wavefunction outside of the core region. This is shown in

Figure 1.15.

Figure 1.15: Representation of the pseudopotential approach

The parameters that can be computed accurately with the periodic approach are given as

follows illasmethods:

• Elastic constants,

• Chemisorption energies,

• Coverage effects,

• Long range interactions,

• Collective effects,

• k-space properties,

• Diffraction patterns,

• Valence band spectroscopy.

So far, beneath computational quantum chemistry methods only DFT is embedded into the

periodic approach and it is shown that the magnetic effects for some semiconductors are

not treated properly with this approach [27]. Nevertheless, the periodic approach gives the

researcher extreme control over the model since the material is properly represented and it is
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computationally efficent. Thus, the periodic approach outlines the cluster method by far in

modelling the catalytic reactions over metallic substrates.

1.6 Objectives of the Study

The objectives of this study are summarized as follows:

• To theoretically evaluate the catalytic activity of Cu(111) metallic and Ru-Cu(111)

bimetallic surfaces for propylene epoxidation by means of DFT,

• To investigate the reason(s) behind the catalytic activity of the systems.

On one side, Cu(111) metallic surface is important to model theoretically since there are

both experimental and theoretical indications that this surface provides the best selectivities

obtained among the pure metallic catalysts used. On the other side, the Ru-Cu(111) bimetallic

system represents a good model system to investigate how the electronic structure changes

relate to catalytic activity because of its precisely controllable surface structure. Thus, it

would be valuable to compare the information about propylene epoxidation obtained from the

investigations of these systems and relate them to fundamental concepts such as surface and

electronic structure. This methodology is a key to obtain basic principles in design of new

bimetallic propylene epoxidation catalysts. Furthermore, to our knowledge, there are neither

theoretical nor experimental studies on Ru-Cu catalysts as propylene epoxidation catalysts.

In order to achieve these objectives, design of stable and realistic surface models for both

Cu(111) and Ru-Cu(111) surfaces based on literature data is accomplished first. Afterwards,

the necessary and sufficient conditions for the reactions to be investigated are modelled with

DFT calculations. Finally, starting from these conditions, both the desired and undesired

reactions taking place in the governing epoxidation mechanism are modelled with DFT cal-

culations which makes it possible to obtain energy profiles and selectivity information based

on the energetics. The reason behind the difference in propylene oxide selectivity of the two

systems will also be investigated by modelling specific chemical reactions that shed light on

the electronic structure of the studied surfaces.
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CHAPTER 2

LITERATURE SURVEY

2.1 Propylene Epoxidation

Despite extensive research in laboratories and companies worldwide over the previous decades,

direct partial oxidation (epoxidation) of propylene with molecular oxygen still continues to be

the “Holy Grail” of heterogeneous catalysis [31]. This is mainly due to the fact that while the

industrial production of the two carbon analogue of PO, ethylene oxide (EO), can be achieved

with direct oxidation, using a supported silver catalyst, this is not true for PO [32].

In fact, the goal of utilizing an appropriate catalyst that could be used in direct heterogeneous

PO production could not be achieved with any metal today. Furthermore, there has been even

less improvement in gaining insight and understanding for analyzing the reasons behind the

inability of the catalysts for the selective and high conversion PO production.

Because of these reasons, direct epoxidation of propylene is one of the biggest challanges for

the catalysis society, as it was decades ago.

As already mentioned, the industrial production of propylene oxide (PO) is essentially gov-

erned by two processes today, namely the chlorohydrin and the hydroperoxide processes.

Both of these processes are unfavored because of environmental and economic reasons [9].

The chloroyhydrin process produces a brine containing calcium chloride waste ∼40 times

larger than the amount of PO produced and thus causes serious environmental problems. On

the other hand, the hydroperoxide process produces a fixed amount of styrene or t-butyl al-

cohol co-products in a volume that is ∼3 times larger than that of PO, which causes a lot of

separation related problems and makes the process economy dominated by the the co-product
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market [10]. Thus, it is more than desirable to achieve a direct and selective process for the

partial oxidation of propylene using oxygen.

There have been numerous experimental studies regarding the issue with different catalysts,

supports and oxidants. Among the most promising of these is the use of gold nanoparticles

supported on titania, discovered by Haruta et al. [33]. Gold has long been thought to be

chemically inert, however, the studies of Haruta has shown that its catalytic performance is

to a great extent tunable by control of the particle size and by controlled selection of the

support metal oxide. In this study, the selective oxidation of propylene was performed in a

gas containing oxygen and hydrogen. It was stated that when gold is deposited on TiO2 by

a deposition-precipitation technique as hemispherical particles with diameters smaller than

4.0 nm it produces propylene oxide with selectivities higher than 90% and conversions of

1-2% at temperatures of 303-393 K. It was also postulated that oxidation of hydrogen to form

water is depressed by propylene, whereas propylene oxidation is not only enhanced but also

restricted to partial oxidation by hydrogen. Due to this observation and due to gold deposition

in Temperature Programmed Desorption (TPD) spectra, it was proposed that propylene is

adsorbed on the surfaces of both gold particles and the TiO2 support.

The reaction rate was found to be nearly independent on the concentration of propylene and

increasing linearly with increasing concentrations of oxygen and hydrogen. With these re-

sults, they suggested that propylene adsorbed on a gold surface may react with oxygen species

formed at the perimeter interface between the gold particles and the TiO2 support through the

reaction of oxygen with hydrogen. Surprisingly, through careful Transmission Electron Mi-

croscope (TEM) observation it was shown that gold particles larger than 2.0 nm in diameter

produce propylene oxide, whereas smaller gold particles produce propane.

Although, the process discovered by Haruta is remarkable, it has some major disadvantages as

also put together by Haruta in a later publication. The drawbacks can be summarized as low

conversion of propene, rapid catalyst deactivation and regeneration problems [34]. Further,

including the high cost of hydrogen in the drawbacks, it is obvious that this process is far

from being the desired case. Besides, the mechanism of the reaction and the reason of the

promoting effect of hydrogen is not clear.

One other major discovery by Cowell et al. was that the Cu(111) single crystal surface was

selective for the epoxidation of higher level alkenes, namely butadiene, without the need of
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any doping or hydrogen addition [35] under Ultra High Vacuum (UHV) conditions. They

carried out Temperature Programmed Reaction (TPR) and X-ray Photoelectron Spectroscopy

(XPS) measurements and concluded that the Cu(111) surface was effective with producing

epoxybutene with ∼100% selectivity.

They also stated that the minimum necessary and sufficient conditions for butadiene epoxida-

tion on Cu(111) are butadiene molecules adsorbed on Cu metal sites in the vicinity of oxygen

adatoms. With the addition of Cs to the system, the conversion of butadiene to epoxybutene

remarkably increased from ∼50 to ∼90%. Combining this result with the XPS measurements

of the surface for different Cs loadings, it was understood that the primary function of Cs was

to reduce oxidic Cu2O structures and to create metallic Cu atoms which were the active sites

for epoxidation.

It was also presented by the same group that silica supported copper catalysts showed propy-

lene oxide selectivites comparable to the system of Haruta et. al [33] without the need of

hydrogen co-feeding or alkali addition. Their catalysts were stable under reaction conditions

of atmospheric pressure and temperatures up to 350◦C. The maximum selectivity of 53%

was obtained at 225◦C and 0.25% propylene conversion. The increasing of temperature de-

creased the selectivity towards epoxide formation. They linked this to the fact that metallic

copper turns to copper oxide structure at high temperatures, which is inactive for epoxidation.

Further, Using XPS, Auger Electron Spectroscopy (AES) and High Resolution Electron Mi-

croscopy (HREM), they concluded that the active form of copper was Cu0 species in highly

dispersed, “atomic like” form [36]. Thus, they extended their discussion that metallic form

of copper was a highly selective epoxidation catalyst even operating under atmospheric con-

ditions.

Following these discoveries, there have been other studies using copper based catalysts with

different dopants and oxidants [37, 38, 39]. There are also examples of FeO [40], Ag-Cu

alloy [41] catalysts and also gas phase oxidation schemes [42]. However, besides being

helpful towards the solution of the problem, these studies are far from giving the desired

performance in PO production. Moreover, there is not a real consensus on the active phase

and little emphasis on the reaction mechanism.

Compared to the efforts in developing a better catalyst for PO production, there has been

very little effort on understanding why the studied catalysts perform poor for the desired
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reaction [8, 43].However, in our opinion, in an issue such as propylene epoxidation where

experimental means alone have been proven ineffective to solve the issue, the importance of

theoretical studies on model catalysts would be invaluable, even if they could serve purpose

of gaining the very basics of fundamental insight about the reaction.

The difficulty in propene epoxidation is generally accepted to be associated with the exis-

tence of allylic hydrogens in the propylene molecule [44]. In their study, Cant and Hall

observed that they could obtain selectivities to propylene oxide as high as 14% for propy-

lene in which the allylic hydrogens have been replaced with deuterium while for the ‘normal’

propylene, this value would range between 0 to 5% using a silver catalyst. One of the impor-

tant experimental surface science studies with the aim of gaining mechanistic insight about

the subject is the work conducted by Barteau and Madix [45]. With TPD and surface titration

experiments, they came up with a mechanism in which propylene reacts irreversibly to form

hydroxyl groups plus adsorbed carbon on the surface. They also stated that the formation of

OH species equal in number to the initial oxygen coverage clearly indicates that the combus-

tion of propylene involves a hydrogen abstraction process and not an attack of the oxygen

upon the carbon framework.

Later, through various experimental and therotical studies, an oxametallacycle intermediate

(referring to the Oxygen-Metal-Metal-Ethylene backbone, named as OMME) in the ethylene

epoxidation reaction is proposed to be the common intermediate for the formation of both EO

and acetaldehyde, the latter being the precursor for combustion [46, 47, 48, 49]. The OMME

intermediate proposed is given in Figure 2.1 [46].

Figure 2.1: Optimized structure of the OMME intermediate in ethylene epoxidation reaction
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The oxametallacycle mechanism is commonly accepted today in heteregeneous catalysis so-

ciety as the governing mechanism in alkene epoxidation [8].

In a recent theoretical publication, Torres et al. proposed that also for PO formation a com-

mon intermediate, OMMP (propylene oxametallacycle, the analog of OMME) exists and the

selectivity of the reaction towards PO formation is associated with the relative enerrgy barri-

ers of OMMP formation and allylic hydrogen stripping reactions [8]. The oxametallacycle

reaction mechanism for the propylene epoxidation is given in Figure 2.2 [8].

Figure 2.2: Mechanism for propylene epoxidation on Ag(111) and Cu(111)

The energy profiles were obtained through obtaining transition state structures for each reac-

tion in the mechanism. The investigation of the mechanism starts with the co-adsorption of

oxygen and propylene on the surfaces. Different arrangements of co-adsorbed propylene and

oxygen were investigated in order to give the desired reactions.

Optimization of two different types of OMMP intermediates were performed in the study. The

first type is the one that has the terminal unsaturated carbon attached to the surface oxygen

and the second type is the middle carbon attached to the surface oxygen. For both Ag(111)

and Cu(111) surfaces, the second type of OMMP were found to have significantly higher

activation barriers than the first type and this path was neglected. It was also proposed in

another publication that the second type of OMMP would form only upon PO adsorption and

not as a product of the reaction of propylene and oxygen.

For Ag(111) surface the competing pathways of allylic hydrogen stripping and OMMP forma-

tion were shown to have activation barriers of 0.30 eV and 0.60 eV, respectively. Surprisingly,

for Cu(111), the results were strikingly different, activation barrier of 0.60 eV for allylic hy-

drogen stripping and 0.54 eV for OMMP formation. The activation barriers for the formation

of propylene oxide (PO) and propionaldehyde (PA) on Cu(111) were calculated as 0.96 eV

and 1.10 eV, respectively .
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With these results, it was concluded that the key difference between silver and copper resides

in the primary chemistry. As can be seen from the comparison of relative activation barriers

of allylic hydrogen stripping and OMMP formations, silver favors allylic hydrogen stripping

while copper favors OMMP formation.

They also investigated the reason behind the difference between the two metals. It was pro-

posed that lower basicity of oxygen adsorbed on Cu(111) compared to Ag(111) was the key

factor that was responsible for the change in the order of magnitudes of the competing reac-

tions and thus the selectivity for PO formation. This conclusion was arrived after the adsorp-

tion of Lewis acid probe, SO2, on the oxygenated surfaces. It was calculated that the binding

energy of SO2 to the oxygen on Ag(111) surface was 1.03 eV higher than on the Cu(111)

surface and thus, the oxygen on Cu(111) surface was lower in basicity [8].

Very recenty, the same group studied Au(111) surface for propylene epoxidation [43], in a

similar manner to the work in [8]. This time, only the primary chemistry, i.e. the allylic hy-

drogen stripping and OMMP formation reactions were investigated and it was emphasized

that the selectivity to PO production was dependant only on the primary chemistry. For

OMMP formation, the formation of second type of OMMP was found to be inhibited by a

high activation barrier as was the case for Ag(111) and Cu(111) surfaces.

As already known, Au(111) surface was found ineffective for propylene epoxidation, since the

barriers towards allylic hydrogen stripping and OMMP formation were calculated as 0.20 eV

and 0.52 eV respectively. In order to account for this inefficiency of the Au(111) surface, the

acid and base constants, PKa and PKb, were calculated for Au(111), Ag(111) and Cu(111)

surfaces and the values were plotted against activation barrier of allylic hydrogen stripping

reaction.

It was observed that the lowest activation barrier and the highest base constant were calculated

for Au(111) surface. Because of that observation, they conluded that the oxygen basicity was

the crucial parameter in determining the selectivity for PO formation on metal surfaces [43].
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2.2 Structure of Ruthenium-Copper Catalysts

An interesting model system, after the famous discovery of Sinfelt et al., is the Ru-Cu bimetal-

lic system [50]. This system deserves special interest because, at least, it is one of the first

studies that resulted in the concept of ‘bimetallic cluster’ catalysts. Sinfelt used the phrase

‘bimetallic catalysts’ instead of using the word ‘alloy’. In his owns words, this is explained

as:

“In a highly dispersed state, systems of interest include a variety of metallic combinations that

do not correspond to known bulk alloys. For this reason, we have chosen the term ’bimetallic

clusters’ rather than alloys in referring to highly dispersed supported bimetallic systems where

the catalytic behaviour indicates significant interaction between the metallic components”

In fact, the Ru-Cu system corresponds to an extreme case where the components are com-

pletely immiscible in the bulk, i.e. no alloy formation, even at very high temperatures and

after annealing [51]. In his pioneer study, Sinfelt synthesized the silica supported Ru-Cu

catalyst via a simple co-impregnation procedure and reduced the catalyst in hydrogen en-

vironment in order to get the metallic form. Afterwards, catalytic data were taken in the

hydrogenolysis of ethane to methane reaction.

Hydrogenolysis is a type of reaction where a carbon-carbon bond undergoes lysis (cleavage)

by reacting with hydrogen [52]. Sinfelt observed that rate of hydrogenolysis decreases sig-

nificantly with increasing copper concentration. It is also known that copper is a poor catalyst

for hydrogenolysis reaction since it cannot adsorb and dissociate hydrogen. However, if the

copper would exist as a separate entity, it would not effect the activity of ruthenium. Thus, it

was concluded that the metals exist as bimetallic clusters and both structural and electronic

effects would contribute to that change in catalytic activity. Further, it was postulated that

number of ruthenium atoms at the surface would decrease substantially with the addition of

copper, based on the hydrogen chemisorption data [50].

After this discovery, the structure of the Ru-Cu system was investigated in more detail by

Sinfelt. In a successive study, based on hydrogen chemisorption and X-Ray Diffraction (XRD)

measurements, a model of the bimetallic Ru-Cu system was postulated as a thin layer of

copper at the surface of a crystallite composed of pure ruthenium [53]. In detail, it was

postulated that copper was bonded chemically to ruthenium at the surface and the interaction
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was analogous to copper chemisorbed on ruthenium.

The conclusions arrived on the structure of Ru-Cu system is solid and convincing but indirect

since it is based on catalytic activity and chemisorption data. Thus, a direct investigation was

made by Sinfelt to solidify his postulates on the system. This direct evidence came from an

Extended X-ray Absorption Fine Spectroscopy (EXAFS) study of the silica supported Ru-Cu

catalyst system [54]. This study is also significant since it is one of the first studies to show

the diagnostic power of EXAFS on catalyst characterization.

From EXAFS data, one can obtain information on the number and type of neighboring atoms

about a given absorber atom and on interatomic distances. Thus, it is possible to obtain

information on the environment of each type of atom present in a complex material.

It was shown that EXAFS measurements done at the K-absorption edge of copper revealed

significantly different functions which revealed that Cu atoms had Ru atoms as nearest neigh-

bors as well as other Cu atoms. The measurements done at the K-absorption edge of Ru

revealed minor differences with the Ru referance signal, which meant that Ru atoms were co-

ordinated to Cu atoms to a very small extent. Combining these results with the data obtained

from chemisorption and catalytic activity tests, the model of Cu atoms chemisorbed on pure

Ru substrate was proven.

Further, the diameter of the investigated bimetalllic clusters were found as 32 A (average).

With that magnitude of the cluster, surface atoms would constitute about half of the total

atoms and thus the surface consists entirely of copper in the form of a monolayer covering the

internal ruthenium core [54].

These results were verified at the same time by the group of Nobel prize winner Gerrard Ertl

by his studies on Ru(0001) single crystal surfaces [55]. They investigated the growth of Cu

layers on Ru(0001) substrate with a detailed look at the electronic and structural relationships

between the two metals. In order to accomplish these goals, they used various instrumenta-

tion tools including Low Energy Electron Diffraction (LEED), AES, TPD and work function

measurements. After a very through and detailed investigation, they underlined the growth

characteristics of Cu layers over Ru(0001) surface.

It was concluded that high Cu deposition temperatures like 500◦C supported the formation

of a 2 dimensional homogeneous monolayer of Cu(111) formation and clearly reduce the
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tendency to form three dimensional (3D) hills. In fact, even at lower depositing temperatures,

the surface grew epitaxially to the Ru(0001) substrate beneath and after a ‘transition period’,

characteristic of the Cu(111) surface were obtained. About the electronic structure, through

work function measurements, it was concluded that a charge transfer occurs from the Ru

substrate to the Cu monolayer.

In the successive study of the same group, hydrogen chemisorption was investigated on Ru-

Cu model catalysts [56]. Again, in agreement with the prior studies of the group and of

Sinfelt’s, they concluded that the small deposits of Cu drastically suppressed the hydrogen

chemisorption capacity of the system. After these two studies, they came up with the final

conclusion that the model Ru-Cu catalysts prepared by depositing varying amounts of Cu on

Ru(0001) substrate is a realistic model that can resemble the properties of ‘real’ catalyst used

by Sinfelt.

Later, the results about the growth characteristics of Cu layers on Ru(0001) substrates were

extended in more detail with Scanning Tunneling Microscopy (STM) measurements [57].

These STM studies revealed that the first Cu layer expands 5.5% from the bulk Cu(111)

lateral spacing to grow pseudomorphically, with the Cu atoms occupying the threefold hollow

sites of the Ru(0001) surface. These studies also showed that, at 300 K, the growth is layer-

by-layer up to at least 2 ML.

Furthermore, there were other studies conducted in order to measure the spacing between the

succesive layers of Cu on Ru(0001), which cannot be measured by STM [58]. These studies

were conducted on Cu layers grown on Ru(0001) and oxygen-precovered Ru(0001) by X-ray

Photoelectron Diffraction (XPD) measurements and theoretical single scattering cluster (SSC)

and multiple scattering cluster (MSC) diffraction calculations. The publications confirmed

results of STM measurements that first Cu layer on Ru(0001) substrate is fully completed

before the second layer begins to grow.

The distance between the Cu monolayer and the Ru substrate was consistently measured

experimentally and calculated theoretically as 2.15 A. Furthermore, the measurements done

on oxygen oxygen-precovered Ru-Cu system indicated that all of the oxygen floats on the Cu

overlayer, and that none of the oxygen is subsurface or remains at the Cu/Ru interface. This

result is further verified by XPS measurements [58].
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Overall, these experimental and theoretical studies form the basis of our surface model for the

Ru-Cu bimetallic system where a Cu(111) monolayer is located over a Ru(0001) substrate. It

should be noted that there are neither theoretical nor experimental studies on propylene epox-

idation using Ru-Cu catalysts, which is one of our motivations to investigate this important

bimetallic systems.
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CHAPTER 3

COMPUTATIONAL METHODOLOGY

3.1 Overview of the Methodology

Density Functional Theory (DFT) calculations throughout the study are performed using Vi-

enna Ab initio Simulation Package (VASP), a code that utilizes the periodic modelling of

systems with the use of supercell approach and plane wave basis sets [59]. The reciprocal

space of the supercells are described with a 4x4x1 k-point Monkhorst-Pack mesh [30]. The

exchange-correlation energy has been calculated within the generalized gradient approxima-

tion (GGA) using the PW91 functional [60, 61]. The core electrons are described with the

Projector Augmented Wave (PAW) method [62].

PAW method mainly takes advantage of a ‘transformation’ where the numerically convenient,

smooth, auxiliary wavefunctions are obtained and then transformed into the all-electron (full)

wavefunctions. In that sense, the method resembles augmented wave methods because it ben-

efits from the full wavefunction but it also makes a clear distinction between core and valence

electrons and thus resembles pseudopotential method. The total energy functional is evalu-

ated from the full wavefunction and is divided into three parts. The first part is the planewave

part and involves only smooth functions, used to describe electrons far from nucleus. The

remaining two parts are evaluated on radial grids in a spherical harmonics expansion, suitable

for core electrons. The main approximation of the method is the frozen core approximation

which treats atomic data inside a radial grid as frozen quantities during calculations.

The energy cut-off is taken as 500 eV to ensure high precision. Total energies are calculated

using a first-order Methfessel-Paxton smearing function with a width of 0.2 eV. Optimizations

have been carried out until the net force acting on atoms are smaller than 0.01 eV/Å. The
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dipole moment due to the usage of an asymmetric slab was removed with standard dipole

correction [63].

Saddle points in the minimum energy path are found with Climbing Image-Nudged Elastic

Band (CI-NEB) [64] method for each elementary step in the reaction mechanism after the

initial and final states of the reaction have been optimized. All transition states have been

characterized by vibrational frequency analysis within the harmonic oscillator approxima-

tion. During the vibrational analysis, the relaxed atoms are displaced from their equilibrium

positions twice (0.02 Å)

All calculations are performed analogously for the Cu(111) and Ru-Cu(111) structures through-

out the study. The investigated reaction mechanism for propylene epoxidation is the generally

accepted oxametallacycle mechanism illustrated in Figure 2.2. The general procedure of the

calculations can be summarized as follows:

1. Preparation and optimization of the bulk structure

2. Preparation and optimization of the slabs

3. Adsorption of atomic oxygen on slabs

4. Adsorption of propylene on oxygenated slabs

5. Formation of allyl radical

6. Formation of propylene oxametallacycle (OMMP)

7. Formation of propylene oxide (PO)

8. Formation of propionaldehyde (PA)

9. Allocation of transition states (TS) for each reaction

10. Characterization of transition state structures

11. Adsorption of SO2 on oxygenated slabs
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3.2 Preparation and Optimization of the Bulk Structure

For the preparation of the bulk structures of Ru and Cu metals, standard crystallographic

information was used [65]. The crystal structures of Ru and Cu metals are given in Table 3.1.

Table 3.1: Crystallographic parameters for Ru and Cu

Cu Ru
Lattice Face Centered Cubic (FCC) Hexagonal Close Packed (HCP)

Space Group Fm-3m P63/mmc
Space Number 225 194
Cell Parameters a=b=c=3.610 Å a=b=2.710 A, c=4.280 Å

Since the DFT calculations are not exact and the forces acting on atoms will be different than

the ‘real’ forces acting on it, it is necessary to optimize cell parameters and use the calculated

values in the construction of slabs. The parameters given in Table 3.1 were used as input

parameters and the cell parameters were optimized.

The optimized cell parameters (truncated to 4 significant figures) are given in Table 3.2.

Table 3.2: Cell parameters for Ru and Cu (Å)

Cu Ru-Cu
Input Parameter a=3.610 a=2.710, c=4.280

Optimized Parameter a=3.636 a=2.730, c=4.303

3.3 Preparation and Optimization of the Slabs

Slabs are constructed using the optimized cell parameters. Cu(111) surface is modeled with

slabs containing 4 atomic layers. Generally, 4 or 5 layers are used in literature to model

reactions on metal surfaces [8, 27, 43, 49]. Futhermore, Cu(111) surface was previously

investigated for propylene epoxidation reaction using a 4 layer model, giving results consis-

tent with experiments [8], which justifies our model of a 4 layer Cu(111) slab. Ru-Cu(111)

bimetallic surface is modeled as one monolayer of copper atoms preferentially located over

the 3 fold fcc sites of the Ru(0001) surface (corresponding to θ =1.0), consistent with the
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experimental and theoretical literature [50, 55, 58]. In the construction of the Ru-Cu(111)

surface, first, a Ru(0001) slab consisting of 4 atomic layers was optimized. Afterwards, the

copper monolayer is optimized over the optimized Ru(0001) slab.

Throughout the calculations, the bottom two layers of the slabs have been kept fixed to rep-

resent bulk structure while all other atoms in the systems have been relaxed in all degrees

of freedom. A vacuum height of ∼10 Å is used over the slabs and the reactive species are

optimized on only one side of the slab. A p(3x3) supercell is used for both systems corre-

sponding to a coverage of θ =0.11 for all reactive species. After the optimization of the Cu

monolayer on Ru(0001) substrate, the distance between the Cu monolayer and Ru substrate is

calculated as 2.13 Å, in agreement with the 2.15Å value of prior theoretical and experimental

studies [58]. The top and side views for the Cu(111) and Ru-Cu(111) surfaces are given in

Figures 3.1, 3.2, 3.3, 3.4.

Figure 3.1: Top view of the Cu(111) slab
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Figure 3.2: Side view of the Cu(111) slab

Figure 3.3: Top view of the Ru-Cu(111) slab
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Figure 3.4: Side view of the Ru-Cu(111) slab

3.4 Adsorption of Atomic Oxygen on Slabs

After the Cu(111) and Ru-Cu(111) surfaces are optimized, atomic oxygen was adsorbed on

the most favorable adsorption site, i.e. hcp site of the surfaces as stated in the literature [66].

In order to calculate the oxygen adsorption energy of the slabs, an isolated oxygen atom in

a 15 Å cube was optimized and its energy was used in the calculation of oxygen adsorption

energy. Oxygen adsorption energy was calculated according to Equation 3.1.

EO
ads = Esystem − Eslab − EOatom (3.1)

where EO
ads is the oxygen adsorption energy, Esystem is the energy of the system of adsorbed

oxygen on the metallic surface, Eslab is the energy of the clean slab and EOatom is the energy

of an isolated oxygen atom.
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3.5 Adsorption of Propylene on Oxygenated Slabs

In order to give the desired reactions, propylene must be adsorbed on the surface together

with oxygen as emphasized heavily in the literature [67]. The strategy followed in order to

find the most favorable adsorption sites for propylene is as follows:

In all geometry optimizations in VASP, one of the most important parameters is the initial

guess given to the code. Thus, in order to find the favorable adsorption site for propylene

adsorption, various configurations were considered depending on the relative positions of the

active site of the propylene molecule and the oxygen. For example, for the allylic hydrogen

stripping reaction, propylene should be adsorbed on the surface in a configuration so that the

allylic hydrogen of the propylene should be close to the oxygen and pointing downwards. If

the initial guess is given to the code in that sense, a global minima is obtained. If, say, the

initial guess is given such as the propylene is farther away from the oxygen atom or propylene

is at a geometry with the unsaturated carbon close to surface oxygen, either the calculation

will not converge, or the geometry obtained will not result in the desired reaction.

The mentioned concept of ‘appropriate initial guess’ is used in obtaining the reactants, inter-

mediates and products throughout the study. The most correct way of ‘guessing’ the suitable

configuration of the molecules is, of course, theoretical and (more reliably) experimental lit-

erature information on the structure of the studied systems. The initial guesses and thus the

optimized structures for all the species in this study have solid proofs based on various studies

in the literature as previously mentioned in the Literature Survey.

Analogous to oxygen adsorption, the energy of an isolated propylene molecule is calculated to

be used in the calculation of adsorption energies. Adsorption energy of propylene is calculated

according to Equation 3.2.

Eprop
ads = Eprop

system − Eoxslab − Eprop (3.2)

where Eprop
ads is the propylene adsorption energy, Eprop

system is the energy of the system of co-

adsorbed oxygen and propylene on the surface, Eoxslab is the energy of the oxygenated slab

and Eprop is the energy of an isolated propylene molecule.
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3.6 Formation of Allyl Radical

Given close enough to the oxygenated slab in the appropriate geometry, the propylene will

undergo allylic hydrogen stripping and will yield two radical species adsorbed on the surface,

the allyl and the hydroxyl radicals. The reaction energy of the allylic hydrogen stripping

reaction is calculated according to Equation 3.3.

Eallyl
f ormation = Eallyl

system − Eprop
system (3.3)

where Eallyl
f ormation is the reaction energy of allylic hydrogen stripping reaction, Eallyl

system is the

energy of the system of adsorbed allyl and hydroxyl radicals on the surface and Eprop
system is as

defined in Equation 3.2.

3.7 Formation of Propylene Oxametallacycle (OMMP)

Given close enough to the oxygenated slab in the appropriate geometry, the propylene will

make two bonds with the surface, the first between the double bonded terminal carbon of

propylene and oxygen, the second between the bridge carbon of propylene and a metal atom of

the surface. This structure is named as propylene oxametallacycle (OMMP), the description

of which is given in the Literature Survey. The reaction energy of the OMMP formation

reaction is calculated according to Equation 3.4.

EOMMP
f ormation = EOMMP

system − Eprop
system (3.4)

where EOMMP
f ormation is the reaction energy of the OMMP formation reaction, EOMMP

system is the energy

of OMMP structure and Eprop
system is as defined in Equation 3.2.

3.8 Formation of Propylene Oxide (PO)

For PO formation, PO molecule is given close to the surface as the initial guess and optimized.

The optimized structure of PO molecule is found as PO adsorbed over the surface.The reaction

energy of the PO formation reaction is calculated according to Equation 3.5.
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EPO
f ormation = EPO

system − EOMMP
system (3.5)

where EPO
f ormation is the reaction energy of the PO formation reaction, EPO

system is the energy of

PO adsorbed on the surface and EOMMP
system is as defined in Equation 3.4.

3.9 Formation of Propionaldehyde (PA)

For PA formation, PA molecule is given close to the surface as the initial guess and optimized.

The optimized structure of PA molecule is found as PA adsorbed over the surface.The reaction

energy of the PA formation reaction is calculated according to Equation 3.6.

EPA
f ormation = EPA

system − EOMMP
system (3.6)

where EPA
f ormation is the reaction energy of the PA formation reaction, EPA

system is the energy of

PA adsorbed on the surface and EPA
system is as defined in Equation 3.6.

3.10 Allocation of Transition State Structures for Each Reaction

The transition state structures for the investigated reactions are calculated with Climbing

Image-Nudged Elastic Band (CI-NEB) method. This method is used to identify minimum

energy paths and activation energy barriers for chemical reactions or diffusion processes in

solid surfaces. CI-NEB makes use of two point boundary conditions, the initial and the final

configurations. A set of images of the system, where the number of images is selected by the

user, is generated between the initial and final configurations. All intermediate images are

optimized with a force based optimization algorithm simultaneously with the chain of states

method [27].

In the study, propyplene adsorbed on the oxygenated system is the initial configuration for

both allylic hydrogen stripping and the OMMP formation reactions. After the OMMP is

formed, the structure is the initial configuration for both PO and PA formation reactions.

Thus, after the optimized geometries for adsorbed propylene, OMMP, allyl radical, PO and

PA structures are determined, the appropriate CI-NEB calculations between the initial and
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final configurations of the desired reactions results in energy profiles. Consecutively, saddle

points of the energy profiles are identified as transition state structures.

3.11 Characterization of Transition State Structures

All transition states have been characterized by vibrational frequency analysis within the har-

monic oscillator approximation. During the vibrational analysis, the relaxed atoms are dis-

placed from their equilibrium positions twice (0.02 Å) and the second derivative (i.e. the

Hessian) matrix of the total energy was calculated. The structures were ensured to be transi-

tion state structures since they have a single mode of imaginary frequency which is along the

reaction coordinate.

3.12 Adsorption of SO2 on Oxygenated Slabs

It is crucial to come up with a reason behind the energy profiles obtained with the two different

structures modelled. Recently, it is proposed in the literature that the reason for the difference

in propylene epoxidation selectivities between the two metallic surfaces is mainly due to the

different basicity of atomic oxygen adsorbed on the surfaces [8, 43]. Thus, in this study,

a Lewis acid chemical probe, SO2, was adsorbed on the oxygenated surface (making a bond

with oxygen) and the adsorption energy of SO2 was calculated in order to evaluate the basicity.

As in analogy with previous cases, the energy of an isolated SO2 molecule was calculated to

be used in the calculation of the adsorption energy of SO2. Equation 3.7 gives the formulation

of SO2 adsorption energy.

ES O2
ads = Esystem − Eoxslab − ES O2 (3.7)

where ES O2
ads is the SO2 adsorption energy, Esystem is the energy of of the system of SO2 ad-

sorbed on the oxygenated slab, ES O2 is the energy of the isolated SO2 molecule and Eoxslab is

used as defined in Equation 3.2.
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CHAPTER 4

RESULTS & DISCUSSION

4.1 Adsorption of Atomic Oxygen on Cu(111) and Ru-Cu(111) Surfaces

Atomic oxygen was adsorbed on the most favorable hexagonal close packed (hcp) adsorption

site of the pre-optimized Cu(111) and Ru-Cu(111) surfaces, in agreement with prior stud-

ies of atomic oxygen adsorption on metal surfaces [66]. The calculated adsorption energies

and structural parameters for oxygen chemisorption on the investigated systems are given in

Table 4.1.

Table 4.1: Optimized parameters for oxygen chemisorption on Cu(111) and Ru-Cu(111) sur-
faces

Cu(111) Ru-Cu(111)
Adsorption Energy (eV) 4.65 4.88

Cu-O distance (Å) 1.90 1.92

Optimized geometries of the oxygenated surfaces are given in Figures 4.1 and 4.2.
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Figure 4.1: Optimized structure of oxygen chemisorbed on Cu(111) surface

Figure 4.2: Optimized structure of oxygen chemisorbed on Ru-Cu(111) surface
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From the calculated parameters given in Table 4.1, it is easily seen that the Ru substrate has

an electronic effect on the Cu monolayer since the surface structure is essentially similar in

both systems. Oxygen is adsorbed more strongly on Ru-Cu(111) system by 0.23 eV, which

means that the Ru-Cu(111) surface has more tendency to bond atomic oxygen on the surface,

which may be asssociated with an increase in the electron density around the Cu atoms on

the surface of the Ru-Cu(111) system, compared to the Cu(111). The difference in bonding

energy also manifests itself in terms of bond length.

4.2 Adsorption of Propylene on Oxygenated Cu(111) and Ru-Cu(111) Surfaces

After atomic oxygen is adsorbed on the surface, the necessary step is propylene adsorption.

The carbon atom of propylene having an allylic hydrogen is named as C3, the neighboring

carbon atom as C2 and the farthest one as C1. From the various adsorption configurations on

Cu(111) and Ru-Cu(111) surfaces, where propylene is located close enough to atomic oxygen,

the stable configurations that can lead to OMMP formation (oxygen linked to C1) or allylic

hydrogen stripping (AHS) are illustrated in Figures 4.3, 4.6, 4.5 and 4.6 and the energetics

are summarized in Table 4.2. The formation of another type of OMMP (C2 bonded to oxygen

and C1 bonded to a metal atom) was reported to be energetically unfeasible on various fcc

metals including Cu(111) surface [8, 43] and thus will not be the subject of this work.

Figure 4.3: Top view of propylene adsorbed on Cu(111) to undergo AHS
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Figure 4.4: Top view of propylene adsorbed on Cu(111) to form OMMP

Figure 4.5: Top view of propylene adsorbed on Ru-Cu(111) to undergo AHS
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Figure 4.6: Top view of propylene adsorbed on Ru-Cu(111) to form OMMP

Table 4.2: Energetics of propylene adsorption on Cu(111) and Ru-Cu(111) surfaces(in eV)

Cu(111) Ru-Cu(111)
OMMP 0.146 0.482
AHS 0.161 0.276

From the results given in Table 4.2, it can be concluded that propylene adsorbs more exother-

mically on Ru-Cu(111) compared to Cu(111) for both OMMP formation and allylic hydro-

gen stripping reactions. However, while for the Cu(111) surface propylene is adsorbed a

little more strongly in the precursor state for allylic hydrogen stripping, it is seen that for the

Ru-Cu(111) surface the exothermicity is much higher for the adsorption of propylene in the

OMMP precursor state.

Together with the increased exothermicity of the oxygen chemisorption, these results point

out that the Ru-Cu(111) surface may have an increased electron density compared to the pure

Cu(111) surface.
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4.3 Formation of Allyl Radical on Cu(111) and Ru-Cu(111) Surfaces

After the adsorption of propylene, close enough to the chemisorbed oxygen with a geometry

where propylene is located with the allylic hydrogen over the oxygen, the propylene will

undergo allylic hydrogen stripping and will yield two radical species chemisorbed on the

surface, the allyl and the hydroxyl radicals. The minimum energy path for this reaction is a

proton transfer from propylene to oxygen. The optimized geometries of adsorbed allyl and

hydroxyl radicals on Cu(111) and Ru-Cu(111) surfaces are given in Figures 4.7 and 4.8.

Figure 4.7: Top view of allyl and hydroxyl radicals adsorbed on Cu(111)
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Figure 4.8: Top view of allyl and hydroxyl radicals adsorbed on Ru-Cu(111)

The important parameters calculated for the formation of allyl and hydroxyl radicals are given

in Table 4.3.

Table 4.3: Structural and energetic parameters for the formation of allyl radical on Cu(111)
and Ru-Cu(111) surfaces

Cu Ru-Cu
O-H distance (Å) 1.00 0.99

Cu-C3 distance (Å) 2.09 2.08
Reaction Energy (eV) 0.242 0.068

4.4 Formation of Propylene Oxametallacycle (OMMP)

After the adsorption of propylene, close enough to the chemisorbed oxygen with a geometry

where propylene is located with the allylic hydrogen over the oxygen , the propylene will

make two bonds with the surface, the first between the double bonded terminal carbon of

propylene and oxygen, the second between the bridge carbon of propylene and a metal atom

of the surface. This structure is named as propylene oxametallacycle (OMMP) and it is formed

by the rotation of the double bond through an axis perpendicular to the surface placed on the

C2 atom. The optimized OMMP structures formed on Cu(111) and Ru-Cu(111) surfaces are

given in Figures 4.9 and 4.10.
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Figure 4.9: Top view of OMMP formed on Cu(111)

Figure 4.10: Top view of OMMP formed on Ru-Cu(111)
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The important parameters calculated for the formation of OMMP are given in Table 4.4.

Table 4.4: Structural and energetic parameters for the formation of OMMP on Cu(111) and
Ru-Cu(111) surfaces

Cu Ru-Cu
O-C1 distance (Å) 1.46 1.45
Cu-C2 distance (Å) 2.08 2.05

Reaction Energy (eV) 0.199 0.301

4.5 Formation of Propylene Oxide (PO) on Cu(111) and Ru-Cu(111) Surfaces

The OMMP intermediate formed can evolve to either PO or PA. The closure of the C-O bond

and the ring formation results in PO formation. The optimized geometries of PO formed on

the systems are given in Figures 4.11 and 4.12. The reaction energies for PO formation are

calculated as 0.471 eV for Cu(111) surface and 0.894 eV for Ru-Cu(111) surface.

Figure 4.11: Top view of PO formed on Cu(111)
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Figure 4.12: Top view of PO formed on Ru-Cu(111)

4.6 Formation of Propionaldehyde (PA) on Cu(111) and Ru-Cu(111) Surfaces

A proton transfer from the carbon bound to the oxygen atom to the unbound carbon in OMMP

structure results in aldehyde formation, which is thought as a precursor to combustion. The

calculated geometries of PA on systems are given in Figures 4.13 and 4.14. The reaction

energies for PA formation are calculated as -0.399 eV for Cu(111) surface and 0.471 eV for

Ru-Cu(111) surface.

68



Figure 4.13: Top view of PA formed on Cu(111)

Figure 4.14: Top view of PA formed on Ru-Cu(111)
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The reaction energies obtained for each investigated reaction in the mechanism are given in

Table 4.5.

Table 4.5: Reaction energies of reactions within oxametallacycle mechanism on Cu(111) and
Ru-Cu(111) surfaces (in eV)

Formations Cu(111) Ru-Cu(111)
Allyl 0.242 0.068

OMMP 0.199 0.301
PO 0.471 0.894
PA -0.399 0.025

4.7 Allocation of Transition State Structures for Each Reaction

4.7.1 Illustration of the Methodology

Transition state structures for the investigated reactions are calculated with Climbing Image-

Nudged Elastic Band (CI-NEB) method. Propyplene adsorbed on the oxygenated system is

the initial configuration for both allylic hydrogen stripping and the OMMP formation reac-

tions. After the OMMP is formed, the structure is the initial configuration for both PO and PA

formation reactions. Thus, after the optimized geometries for adsorbed propylene, OMMP,

allyl radical, PO and PA structures are determined, the appropriate CI-NEB calculations be-

tween the initial and final configurations of the desired reactions results in the transition state

(TS) structures and energy profiles.

For example, for the calculation of the TS for OMMP formation, first the adsorbed propylene

is optimized on the surface. Then, OMMP structure is also optimized. Afterwards, CI-NEB

calculations are performed between the adsorbed propylene (initial state) and OMMP struc-

ture (final state). This results in the generation of a reaction coordinate and an energy profile

for the investigated reaction through the simultaneous optimization of a selected number of

images along the minimum energy path. The energy profile obtained for OMMP formation

on Ru-Cu(111) surface is shown in Figure 4.15 to illustrate the methodology.
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As seen in Figure 4.15, the image having the highest energy along the minimum energy path

is appointed as the approximate TS stucture. The structure is ‘approximate’ in the sense that a

structure can only be evaluated as the ‘real’ TS after characterization by vibrational frequency

analysis. Nevertheless, it is seen that after careful and rigorous CI-NEB calculations, the TS

structures obtained are ‘real’ as it is proven by vibrational frequency analysis.

4.7.2 Transition State Structures for Allylic Hydrogen Stripping and OMMP Forma-

tion Reactions

The TS structures obtained for allylic hydrogen stripping and OMMP formation reactions on

Cu(111) and Ru-Cu(111) are illustrated in Figures 4.16, 4.17, 4.18, 4.19.
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Figure 4.16: Side view of TS structure for allylic hydrogen stripping on Cu(111)

Figure 4.17: Side view of TS structure for allylic hydrogen stripping on Ru-Cu(111)
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Figure 4.18: Side view of TS structure for OMMP formation on Cu(111)

Figure 4.19: Side view of TS structure for OMMP formation on Ru-Cu(111)
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In order to investigate the differences in the formation of allyl and OMMP intermediates on

these two metal surfaces, it is of importance to compare the structural parameters calculated

for TS stuctures of each reaction. These structural parameters (in general) increase the insight

that can be obtained for the specific reactions by pointing out desired parameters that can be

correlated with the catalytic properties of the investigated structure.

Calculated bond lengths of TS structures for OMMP formation and allylic hydrogen stripping

are given in Table 4.6.

Table 4.6: Relevant bond lengths of TS structures for OMMP formation and allylic hydrogen
stripping on Cu(111) and Ru-Cu(111) surfaces (in Å)

Bond lengths Cu(111) Ru-Cu(111)
O-H for AHS 1.23 1.26
C3-H for AHS 1.36 1.34

O-C1 for OMMP 1.96 1.99
Cu-C2 for OMMP 2.24 2.22

It can be seen that for allylic hydrogen stripping, the proton transferred from carbon to oxygen

is located closer to oxygen on Cu(111) than on Ru-Cu(111) in the TS structure. For OMMP

formation, O-C1 distance elongates and Cu-C2 distance shortens going from Cu(111) to Ru-

Cu(111). However, the effect of the changes in bondlengths on energetics are not clear from

the examination of these two systems and detailed examinations of more systems may be

needed in order to arrive to a conclusion.

4.7.3 Transition State Structures for PO and PA formation reactions

The TS structures obtained for AHS and OMMP formation reactions on Cu(111) and Ru-

Cu(111) are illustrated in Figures 4.20, 4.21, 4.22, 4.23.
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Figure 4.20: Side view of TS structure for PO formation on Cu(111)

Figure 4.21: Side view of TS structure for PO formation on Ru-Cu(111)
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Figure 4.22: Side view of TS structure for PA formation on Cu(111)

Figure 4.23: Side view of TS structure for PA formation on Ru-Cu(111)
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Calculated bond lengths of TS structures for PO and PA formations are given in table 4.7.

Table 4.7: Relevant bond lengths of TS structures for PO and PA formations on Cu(111) and
Ru-Cu(111) surfaces (in Å)

Bond lengths Cu(111) Ru-Cu(111)
O-C1 for PO 1.47 1.47
O-C2 for PO 1.95 1.90
H-C1 for PA 1.23 1.22
H-C2 for PA 1.61 1.60

As Table 4.7 is examined, it is seen that both the C-O bond length in PO formation and the C-

H bond length in PA formation get shorter on Ru-Cu(111) compared to Cu(111) surface. This

may be correlated with the increase in the activation barriers for both PO and PA formation on

Ru-Cu(111) compared to Cu(111) surface; however, a more detailed analysis is again needed

to validate the comment.

4.7.4 Vibrational Frequency Analysis

All calculated TS structures are characterized by vibrational frequency analysis performed

within the harmonic oscillator approximation. During the calculations, only the reactive

species and the underlying top surface layer were displaced from their equilibrium positions

by 0.02 Å while the other metallic layers were kept fixed. The investigated TS structures

show a single mode of imaginary frequency along the minimum energy path. The frequencies

calculated for each reaction are summarized in Table 4.8.

Table 4.8: Single imaginary frequencies of the TS structures obtained for the investigated
reactions (cm-1)

Cu(111) Ru-Cu(111) Type of vibration
Allyl 1184 1139 C3-H stretching

OMMP 432 455 C1-O stretching
PO 448 393 O-C1-C2 rocking
PA 903 1012 C1-H-C2 rocking
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4.7.5 Energetics of the Investigated Reactions on Cu(111) and Ru-Cu(111) Surfaces

After the TS structures have been determined, activation barriers for the reactions can be cal-

culated. The activation barriers obtained for the investigated reactions are given in Table 4.9.

Table 4.9: Activation barriers of reactions within oxametallacycle mechanism on Cu(111) and
Ru-Cu(111) surfaces (in eV)

Formations Cu(111) Ru-Cu(111)
Allyl 0.834 0.484

OMMP 0.752 0.915
PO 1.282 1.123
PA 1.368 1.611

The overall energy profile comparing the energetics of each reaction on Cu(111) and Ru-

Cu(111) surfaces is given in Figure 4.24.
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Cu(111) surface was recently theoretically investigated in the literature for propylene epoxi-

dation within the oxametallacycle mechanism utilizing periodic DFT calculations with VASP

code. The comparison of results obtained in our study for propylene epoxidation reactions on

Cu(111) with the literature values [8] are given in Table 4.10.

Table 4.10: Comparison of the energetics obtained on Cu(111) surface with the literature (in
eV)

Our study Torres et al.
Allyl 0.834 0.600

OMMP 0.752 0.540
PO 1.123 0.960
PA 1.368 1.100

The results obtained on the Cu(111) surface are consistent in trends with the prior study [8]

about propylene epoxidation on Cu(111). In our study, the results are obtained on Cu(111)

and Ru-Cu(111) surfaces with the same parameters and methods, thus, energy differences

between the two systems lead to cancellation of errors inherent in DFT calculations. Fur-

thermore, since the purpose of this study is not to obtain exact energies but to compare the

relative barriers of steps on both Cu(111) and Ru-Cu(111) surfaces, the energetics can provide

meaningful insight.

These results are the evidence of a significant electronic effect of the Ru substrate on the Cu

monolayer. While the formation of OMMP is favored on Cu(111) surface over the allylic

hydrogen stripping reaction, the opposite is true (and to a great extent) over the Ru-Cu(111)

surface. It is generally accepted that [8, 43] the high PO selectivity is determined with a low

barrier for OMMP formation compared to the barrier of hydrogen stripping. Thus, it is also

evident from the results that the Ru-Cu(111) surface would favor combustion instead of PO

formation and would be ineffective as a selective PO epoxidation catalyst.

4.8 SO2 Adsorption on Oxygen Covered Cu(111) and Ru-Cu(111) Surfaces

It is important to evaluate the reason behind this ineffectiveness of the Ru-Cu(111) surface.

Recently, it was proposed that the amphoteric character of the oxygen adsorbed on the metal-

lic surface was primarily responsible for the PO selectivity [8, 43]. In essence, it was reported
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that the lower the basicity of the oxygen, the higher the PO selectivity. To validate this pro-

posal, the adsorption of SO2, a Lewis acid probe , was investigated. SO2 binding energy

is known to scale with the basicity of the oxygen atom [8]. Optimized geometries of SO2

adsorbed on Cu(111) and Ru-Cu(111) surfaces are given in Figures 4.25 and 4.26.

Figure 4.25: Side view of SO2 binded to oxygen chemisorbed on on Cu(111)

Figure 4.26: Side view of SO2 binded to oxygen chemisorbed on on Ru-Cu(111)
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The results obtained on both systems are given in Table 4.11.

Table 4.11: SO2 binding energies on oxygenated Cu(111) and Ru-Cu(111) surfaces (in eV)

Cu(111) 0.447
Ru-Cu(111) 0.742

It is immediately seen from the energetics that the Ru-Cu(111) surface has a higher binding

energy, and thus a higher affinity to bind SO2. Thus, it is concluded that the oxygen adsorbed

on the Ru-Cu(111) surface has a higher basicity, compared with the one on Cu(111) surface.

Combining this with the energetics in Figure 4.24, the conclusion of previous studies about

the effect of oxygen basicity on PO selectivity is also confirmed in this study, linking the

inefficiency of the Ru-Cu(111) system to the higher basicity of the oxygen atom adsorbed on

it.
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CHAPTER 5

CONCLUSIONS

The direct, gas phase epoxidation reactions of propylene with oxygen on slab models of the

metallic Cu(111) and bimetallic Ru-Cu(111) catalyst surfaces are investigated with periodic

Density Functional Theory (DFT) calculations. The level of theory used is PW91 functional

within the Generalized Gradient Approximation (GGA).

The generally accepted oxametallacycle mechanism governing heterogeneous alkene epoxi-

dation was followed and reactions within this mechanism are evaluated. Each elemantary step

is investigated through the calculation of transition state (TS) structures utilizing the Climbing

Image-Nudged Elastic Band (CI-NEB) method and rigorous optimizations.

The reactions investigated are allyl radical, propylene oxametallacycle (OMMP), propionalde-

hyde (PA) and propylene oxide (PO) formation reactions. The desired path for PO formation

starts with the adsorption of propylene on oxygenated metal surfaces and follows as the for-

mation of OMMP through the reaction of co-adsorbed propylene and oxygen and finally the

transformation of the OMMP intermediate to PO. Formation of allyl radical and PA molecule

are the competing reaction pathways for OMMP and PO formation reactions, respectively.

Thus, the main desired property of a selective epoxidation catalyst is outlined as having a

lower energy barrier for OMMP formation compared to allylic hydrogen stripping, as empha-

sized in literature.

Adsorption of atomic oxygen to clean, optimized metallic slabs is the starting point of the

mechanism. DFT calculations revealed that Ru-Cu(111) surface chemisorbs oxygen more

exothermically (4.88 eV) compared to the Cu(111) surface (4.65 eV). Following the oxygena-

tion of the slabs, propylene was adsorbed onto the oxygenated systems. As in the case of oy-
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gen chemisorption, propylene was also found to be adsorbed 0.17 eV (average) more exother-

mically on the oxygenated Ru-Cu(111) than on the oxygenated Cu(111) surface. These re-

sults pointed out at a glance that Ru-Cu(111) has an increased electron density compared to

Cu(111) surface itself.

As the reaction path is analyzed, it was found that Cu(111) favors oxametallacycle formation

over allylic hydrogen stripping, consistent with the literature. On the other hand, the results

on Ru-Cu(111) indicate that the activation barrier for the stripping of the hydrogen atom is

lowered, while the activation barrier for OMMP formation is increased on the Ru-Cu(111)

surface compared to the Cu(111) surface.

Thus, it can be concluded that the Ru-Cu(111) surface would be ineffective for PO formation

and rather promote combustion, based on the surface models and the reaction mechanism

proposed. The slight decrease in the activation barrier of PO formation over Ru-Cu surface

is incomparable with the decrease in the activation barrier of the allylic hydrogen stripping

and therefore would not affect the conclusion that Ru-Cu(111) surface would be less selective

than Cu(111) surface. Propylene epoxidation is thermodynamically favored but kinetically

inhibited over Ru-Cu(111) surface.

This conclusion on the propylene epoxidation effectiveness of the Ru-Cu(111) surface was

not totally unexpected through combination of information on the reason of metallic surface

ability to epoxidize propylene [8] and the information about the electronic structure of the

Ru-Cu catalyst surface [56].

In a previous publication of Christmann et. al [55], it was shown through work function

measurements that a (slight) charge transfer would occur from Ru substrate to metallic Cu

layer in Ru-Cu bimetallic catalysts. This would increase the electron density around the Cu

atoms and consequently around the oxygen atom adsorbed on Cu(111) surface, making them

more electronegative. Combining this with the hypothesis of Torres et. al [8], it can be

expected that this phenomenon would increase the Lewis basicity of the oxygen adsorbed on

Cu(111) and thus decrease the activation barrier of the allylic hydrogen stripping, since the

highly basic oxygen atom would have an increased affinity to strip hydrogen atoms.

In fact, this is the result obtained after the presented DFT investigation of SO2 adsorption on

the oxygenated Cu(111) and Ru-Cu(111) surfaces. It is shown that the binding energy of SO2
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to surface oxygen increased for Ru-Cu(111) surface compared to the Cu(111) surface. Thus,

it is confirmed ,through theoretical calculations, that a charge transfer occurs from Ru(0001)

substrate to Cu(111) monolayer which makes the surface more electronegative. This, in turn,

makes the adsorbed oxygen more basic due to the increased electronic density around the

oxygen atom. Therefore, the selectivity of the Ru-Cu(111) surface decreases for OMMP, and

hence PO, formation compared to Cu(111) alone.

To conclude, Ru-Cu(111) bimetallic surface was investigated for the first time as an epoxi-

dation catalyst analyzing the use of this important bimetallic system for PO epoxidation and

comparing it to the pure single crystal surface of Cu(111). The results extend the validity

of the effect of the oxygen basicity on PO selectivity obtained on metal surfaces to bimetal-

lic systems, making a reference point for further studies on potential bimetallic propylene

epoxidation catalysts.
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APPENDIX A

VASP FILES

A.1 Sample Input and Output

A VASP input consists of 4 specific files. Because of that reason, instead of an input file, we

have to talk about an ‘input folder’ for a VASP calculation. Thus, the name of the job is given

to the work directory. 4 specific files, which always have to have the same names, are listed

as:

1. INCAR

2. KPOINTS

3. POSCAR

4. POTCAR

As a summary, INCAR is the main input file in the sense that optimization algorithms, con-

vergence criteria, smearing functions and many other calculation parameters are entered in

that file. K-POINTS is the file which tells the program how many k-points are used to sample

the Brillouin zone. POSCAR is the geometrical input, that is the positions of all atoms in

the calculations are entered in POSCAR file. POTCAR is the pseudopotential file, where the

choice of pseudopotentials are indicated. Each element has its own POTCAR file. In order to

generate a POTCAR file for the system, separate POTCAR files are attenuated.

A sample INCAR file is shown in Figure A.1.

A sample KPOINTS file is shown in Figure A.2.
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Figure A.1: A sample INCAR file

Figure A.2: A sample KPOINTS file

A sample POSCAR file is shown in Figure A.3.
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Figure A.3: A sample POSCAR file
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The first lines of a sample POTCAR file is shown in Figure A.4.

Figure A.4: A sample POTCAR file (first lines)

The last lines of a sample POTCAR file is shown in Figure A.5.
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Figure A.5: A sample POTCAR file (last lines)
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VASP produces a large number of output files although not all of them are necessary in the

calculation of standard parameters. The output files that is of interest in this study can be

summarized as:

1. out

2. OUTCAR

3. CONTCAR

4. XDATCAR

5. WAVECAR

“out” is the standard output generated by the program. The first lines of a sample output file

for a VASP optimization calculation is shown in Figure A.6.
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Figure A.6: A sample “out” file (first lines)
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The “out” file keeps track of the general running information of the code like iteration number

etc. The columns that are seen in Figure A.6 are explained as:

• N, iteration count

• dE, change of total energy

• d eps, change of the eigenvalues (fixed potential)

• ncg, number of optimisation steps

• rms, total residual vector

• rms(c), charge density residual vector

At the end of the calculation, the reason of the stopping of the code is illustrated in “out” file,

like convergence, exceeding of the specified number of iterations etc. The end of the “out”

file is shown in Figure A.7.
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Figure A.7: A sample “out” file (last lines)

OUTCAR is the main OUTPUT file that contains most of the information on the calculation.

Individual parts are separated by dashed lines. These parts include:

• first part: reading INCAR, POTCAR, POSCAR

• nearest neighbor distances and analysis of symmetry

• information on what was parsed from INCAR

• verbose job information

• information on lattice, k-points and positions

• information on the basis set (number of plane waves)

• non local pseudopotential information

• information for each electronic step

The first lines of a sample OUTCAR file is shown in Figure A.8.

98



Figure A.8: A sample OUTCAR file (first lines)
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The last lines of a sample OUTCAR file is shown in Figure A.9.

Figure A.9: A sample OUTCAR file (last lines)

CONTCAR files is updated after every converged ionic step. Thus, at the end of the calcula-

tion, final geometry is written to CONTCAR file. It has the same format as the POSCAR file.

This is helpful especially to run a calculation from a desired step or to continue a erronously

halted calculation. In those cases, it is just sufficient to copy CONTCAR as the POSCAR file

and re-run the calculation.

Like CONTCAR, XDATCAR file also stores geometric information of converged ionic steps.

However, the file is not overwritten with the new geometry as in the case of CONTCAR, but

instead each geometry obtained after each ionic step are written consecutively in the same

file. This helps the researcher to investigate the evolution of the chemical system in terms of

chemical parameters. For example, if the input geometry is not chosen well and the results

of the calculations are diverging from the desired geometry, this can be easily traced by the

visualization of the XDATCAR file.

Finally, the massive WAVECAR file (in the order of several gigabytes) stores the wavefunc-

tions of the investigated system. In order for the WAVECAR file to be written by VASP, either

the calculations should converge and come to an end, or the calculation should stop at the end

of the specified number of steps. If a calculation is started without the WAVECAR, the code
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will first create the wavefunctions to be used by a trial and error procedure. It helps to shorten

computational time to set the CODE to write the WAVECAR file and stop after a specified

number of steps. Afterwards, the new calculation starts from the existing wavefunctions read

from the pre-written WAVECAR, reducing the computaional time.
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