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ABSTRACT 

PROBABILISTIC LATENT SEMANTIC ANALYSIS BASED 

FRAMEWORK FOR HYBRID SOCIAL RECOMMENDER SYSTEMS 
 

Eryol, Erkin 

M.S., Department of Computer Engineering 

Supervisor: Assoc. Prof. Dr. Nihan Kesim Çiçekli 

Co-Supervisor: Assoc. Prof. Dr. Ferda Nur Alpaslan 

 

May 2010, 78 pages 

Today, there are user annotated internet sites, user interaction logs, online user 

communities which are valuable sources of information concerning the personalized 

recommendation problem. In the literature, hybrid social recommender systems have 

been proposed to reduce the sparsity of the usage data by integrating the user related 

information sources together. In this thesis, a method based on probabilistic latent 

semantic analysis is used as a framework for a hybrid social recommendation system. 

Different data hybridization approaches on probabilistic latent semantic analysis are 

experimented. Based on this flexible probabilistic model, network regularization and 

model blending approaches are applied on probabilistic latent semantic analysis model 

as a solution for social trust network usage throughout the collaborative filtering 

process. The proposed model has outperformed the baseline methods in our 

experiments. As a result of the research, it is shown that the proposed methods 

successfully model the rating and social trust data together in a theoretically principled 

way. 

Keywords: Recommender Systems, Social Trust Network, Probabilistic Latent 

Semantic Analysis  
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ÖZ 

MELEZ SOSYAL TAVSİYE SİSTEMLERİ İÇİN OLASILIKSAL SAKLI 

ANLAM ANALİZİ TABANLI BİR ÇATI 

Eryol, Erkin 

Yüksek Lisans, Bilgisayar Mühendisliği Bölümü 

Tez Yöneticisi: Doç. Dr. Nihan Kesim Çiçekli 

Ortak Tez Yöneticisi: Doç. Dr. Ferda Nur Alpaslan 

 

Mayıs 2010, 78 sayfa 

Günümüzde kişiselleştirilmiş tavsiye probleminin çözümüne yönelik olarak kullanıcılar 

tarafından etiketlenen internet siteleri, kullanıcı etkileşim günceleri, çevrimiçi kullanıcı 

toplulukları gibi değerli bilgi kaynakları bulunmaktadır. Literatürde, melez sosyal 

tavsiye sistemleri, kullanıcı ile ilgili bilgi kaynaklarının bir arada kullanımı ile kullanım 

verisi seyrekliğini düşürmek üzere önerilmektedir. Bu tez kapsamında, melez sosyal 

tavsiye problemi için çatı olarak, sağlam istatistiksel temel sağlayan olasılıksal saklı 

anlam analizi yöntemi kullanılır. Farklı veri melezleştirme yaklaşımları üzerinden 

deneyler hazırlanmıştır. Bu esnek olasılıksal model üzerinde ağ düzenleme ve model 

harmanlama yaklaşımları sosyal güven ağının kolektif filtreleme sürecinde kullanımı 

için önerilmiştir. Deneylerde, önerilen yöntemler başarılı bir şekilde temel seviye 

yöntemlerden daha yüksek başarı göstermiştir. Araştırma sonucunda, önerilen 

yöntemlerin oy ve sosyal güven ağı verilerini teoriye uygun olarak bir arada 

modellediği gösterilmiştir. 

Anahtar Kelimeler: Tavsiye sistemleri, Sosyal Güven Ağı, Olasılıksal Saklı Anlam 

Analizi 
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CHAPTER 1 

1. INTRODUCTION 

The tremendous growth rate, highly unstructured nature and sparseness of data on the 

World Wide Web lead to the need of devising new ways to reach relevant information. 

Concerning these drawbacks, modeling the data on the web is a great challenge. In 

parallel with the growth of data on the web, the user interaction has also increased 

which enables a user specific perspective for modeling the data on the web. User 

annotated internet sites, user interaction histories, online user communities are valuable 

sources of information concerning the creation of user specific perspectives. In the 

literature, hybrid recommender systems have been proposed to deal with the sparsity 

problem and to integrate various information sources together. 

The main approaches on modeling the web data is based on an oversimplifying 

assumption which is the popularity of websites. This assumption ignores the diverse 

user specific needs concerning the web data model. Hence, with more concrete and 

accurate assumptions, web data should be modeled so that the model has a different 

perspective for each user. This approach is referred to as personalization. 

Recommender systems research area is a sub-topic of the personalization problem. 

Recommender systems are attracting more researchers from both academia and industry 

every day. The Netflix competition [57] and the Recommender Systems conference 

RecSys [58] are such examples of this interest. Netflix competition is a 

recommendation system contest where contestants compete with Netflix‟s own 

recommendation system, Cinematch [57] and need to improve the root mean squared 

error of Cinematch by 10% for a prize of $1000000. This improvement is achieved by 

the team BellKor‟s Pragmatic Chaos and their methods are publicly reachable [59]. 



 

2 

 

Recently, the social network web sites have gained significant attention and popularity. 

The social networks are shown to be important sources of information. The commercial 

survey, Nielsen trust and advertising global report [8], shows that 9 out of 10 people 

obey their friends‟ recommendations and social networks brings such an important 

information to online systems. Another aspect of recommender systems is the type of 

the recommendation algorithm. Collaborative filtering is shown to be the most accurate 

technique compared to other techniques of recommendation [80]. As a model based 

method, probabilistic latent semantic analysis provides a means of integrating several 

data sources together in a principled way. Expectation maximization based model 

training of PLSA provides adjustable trade off between the accuracy and time 

complexity of the model. Considering the importance of social network analysis and the 

advantages of probabilistic latent semantic analysis, we aim at incorporating social 

networks with collaborative filtering.  

Our main contribution is based on the application of a recent theoretical advancement 

on exploiting similarity networks in the probabilistic dyadic data modelling process 

which is explained in Chapter 4. This application uses social trust networks in the 

collaborative filtering process. To the best of our knowledge, this is the first work that 

proposes a model based algorithm that integrates a social network throughout the 

collaborative filtering process on explicit ratings. This contribution is important since 

the method can modularly be applied on several other probabilistic recommendation 

models. We demonstrate that this contribution is applicable on Gaussian PLSA and 

build our approaches based on Gaussian PLSA. The proposed network regularization 

method is further improved by indirect trust based methods, TidalTrust, MoleTrust and 

Trust Based Filtering. 

Our contributions can be listed as follows. 

1. We propose a novel hybrid method for social recommendation. 

2. We propose a method for network regularization on Gaussian PLSA collaborative 

filtering algorithm. 

3. We experiment popular trust based methods as the social trust heuristics of network 

regularization method on Gaussian PLSA. 
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The thesis organization is visualized in Figure 1. Level 1 contains the background 

information about the methods that are presented in  Chapter 2. Level 2 contains the 

related work topics. Level 3 lists the  methods that our proposed  algorithms are based 

on. These methods are explained in Chapter 4. The leaf nodes in the figure are the 

experiments of our methods. The methods presented in dotted bordered oval boxes are 

original to this work. 

The thesis is organized as follows. Chapter 2 presents the fundamental information on 

personalization and recommender systems. The terminology and the details regarding 

the input data and our solution to the recommendation are also explained in this chapter. 

In Chapter 3, the related work is presented. The first part of this chapter is dedicated to 

the overview of recommender systems. The rest of this chapter is related to variations of 

the PLSA model. First, the pairwise contraint integration to PLSA model training is 

explained. Then, PLSA based recommendation models which are previously proposed 

in the literature are explained. 

Chapter 4 contains the main contribution of this thesis, which is integrating social 

networks in the Gaussian PLSA model. First, the details of Gaussian PLSA is given. 

The other approach that we adopt is network regularization on PLSA model. The 

network regularization approach is explained in the next part. This part includes the 

network regularization method on PLSA model for document clustering and the 

contribution of this thesis, which is the application of network regularization on 

Gaussian PLSA. Another contribution of this work is the usage on indirect trust based 

methods as the core of network regularization. The indirect trust based methods and 

their usage for trust enhanced collaborative filtering (CF) problem are in the last part of 

this chapter. 
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Figure 1 – Thesis Organization Overall Picture 

Chapter 5 is dedicated to our experiments. The first experimentation set is the 

comparison of the model based approach, Gaussian PLSA and memory based approach. 

The second experimentation is the performance comparison of the trust enhanced 

recommendation algorithms. The last experiment includes the usage of indirect trust 

based methods as heuristics in the network regularization phase. The results of this 

experiment are compared with the sole CF algorithm, GPLSA and sole trust based 

methods. 

Finally, in Chapter 6, we conclude the thesis and propose future directions of research 

based on this thesis. 

Level 1 
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Gaussian PLSA GPLSA 

Regularization 
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SS. Learning 
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CHAPTER 2 

2. BACKGROUND INFORMATION 

 

This chapter is dedicated to the background information. In this chapter, data 

terminology, background information on PLSA model and semi-supervised learning, 

which is the basis of network regularization approach, are reviewed. 

2.1. Terminology About Data 

There are two basic characteristics regarding the probabilistic model and the 

recommendation problem, namely dyadic data and bag of words assumption.  

2.1.1. Dyadic Data 

The text models that we mention in this chapter are actually applicable to any dyadic 

data. Dyadic data refers to being composed of two sets of discrete features, set A and B, 

such that the observations are triples (a,b,(observation|a,b)) where a  A, b  B and the 

observation value is conditioned on the value of a and b. In the domain of text 

modeling, the two sets are documents and words. One of the dyadic data models, the 

aspect model of probabilistic latent semantic analysis [1], has the symmetric 

interpretation where both documents and words are generated from hidden topics. 

Words and documents are conditionally independent from each other given the topics. 

Because of this generality, dyadic data models like probabilistic latent semantic analysis 

and Latent Dirichlet Allocation [75] can be used on any dyadic data. Based on this 

property, probabilistic latent semantic analysis has been applied on many domains. One 

of the domains is clustering/indexing of images where the observation dyads are image 

and local descriptor features [39]. Another domain is collaborative filtering. The 



 

6 

 

collaborative filtering domain aims to model the user behavior, and in this domain, the 

observation dyads are user-item pairs [55]. In bioinformatics domain, dyadic data 

appears in the form of gene expression for co-clustering/bi-clustering problems [84]. 

2.1.2. Bag of Words Assumption 

Bag of words is the assumption that the order of the words in a document is negligible 

regarding its matrix representation. This assumption simplifies text models to reduce the 

computational cost. Under the bag of words assumption, to construct the matrix 

representation of a document, a word vocabulary is created that covers every distinct 

word as an index. If we are to represent documents inside a corpus, this vocabulary 

should be corpus-wide. A document is represented with an array of length |Vocabulary|, 

and the value of each word index on this array represents the number of occurrences of 

that word in the document. A corpus is composed of |Corpus| documents. Hence, the 

matrix representation of that corpus is a matrix of size |Corpus| x |Vocabulary|.   

2.2. Background on PLSA 

PLSA model is a probabilistic interpretation of the latent semantic analysis approach 

and an improved variant of the Naïve Bayes clustering algorithm. These two widely-

known approaches are explained before going into the details of the PLSA model. 

2.2.1. Latent Semantic Analysis 

Latent semantic analysis (LSA) is overviewed to give an idea about the relation of 

probabilistic latent semantic analysis (PLSA) model to LSA, how the research evolved 

to the PLSA model and as an example of the model based algorithm that stems from 

linear algebra. For detailed information, reader can refer to [69]. The drawbacks related 

to polysemy-synonymy and the scalability-computational time of the vector space 

model [78],[69] are overcome by the latent semantic indexing method. The aim is to 

replace a large set of words with a smaller number of variables that can better represent 

the semantic of the word set. 
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The method relies on the singular value decomposition of the word-document matrix. 

The main steps of the latent semantic indexing are given below. 

1- The rank of the word-document matrix is reduced by a singular value 

decomposition. To achieve this, k highest singular values are set to 0 which results 

in a k-dimensional representation of the original word-document matrix. 

2- Perform the vector space methods on the dimension reduced matrices. 

The singular value decomposition can be seen as choosing the dimensions of latent 

space in decreasing order so that the first dimension is situated at the direction with the 

largest deviation. However, there is no interpretation of the dimensions in the latent 

space and LSA still has the polysemy problem. 

2.2.2. Naïve Bayes Model  

Naïve bayes model [76] is the maximum likelihood approximation of the conditional 

probability distribution 𝑃 𝐶 𝐹1, … , 𝐹𝑛  where C is the class value and 𝐹1..𝑁 are the 

given features.  

The Bayes formula is [76]: 

𝑃 𝐶 𝐹1 , . . , 𝐹𝑛 =  
𝑃 𝐶 𝑃(𝐹1 , … , 𝐹𝑛 |𝐶)

𝑃(𝐹1 , … , 𝐹𝑛)
  

(2.1) 

The denominator does not depend on the class variable C, so the joint probability is 

assumed to be sufficient to estimate the posterior. 

                𝑃(𝐶, 𝐹1 , . . , 𝐹𝑛) ~ 𝑃 𝐶 𝑃(𝐹1 , … , 𝐹𝑛 |𝐶) 

                ~𝑃 𝐶 𝑃 𝐹1 𝐶 𝑃(𝐹2 , … , 𝐹𝑛 |𝐶, 𝐹1) 

                                                    ~𝑃 𝐶 𝑃 𝐹1 𝐶 𝑃(𝐹2|𝐶)𝑃(𝐹3 , … , 𝐹𝑛 |𝐶, 𝐹1 , 𝐹2) 

                                                           ~𝑃 𝐶 𝑃 𝐹1 𝐶 𝑃(𝐹2|𝐶)…𝑃(𝐹𝑛 |𝐶, 𝐹1 , … , 𝐹𝑛−1)  (2.2) 

With the simplifying assumption that features are conditonally independent, the 

following equation becomes valid. 
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𝑃 𝐹𝑖  𝐶, 𝐹𝑗  =  𝑃(𝐹𝑖|𝐶)  (2.3) 

Based on this assumption, the joint distribution can be expressed as follows. 

𝑃 𝐶, 𝐹1 , … , 𝐹𝑛 =  𝑃 𝐶 𝑃 𝐹1 𝐶 𝑃 𝐹2 𝐶 …𝑃(𝐹𝑛 |𝐶)  (2.4) 

𝑃 𝐶, 𝐹1 , … , 𝐹𝑛 =  𝑃(𝐶) 𝑃(𝐹𝑖 |𝐶)

𝑛

𝑖=1

  (2.5) 

 𝑃 𝐶 𝐹1 , … , 𝐹𝑛 =
1

𝑍
𝑃 𝐶  𝑃 𝐹𝑖 𝐶 

𝑛

𝑖=1

  
(2.6) 

where Z is the normalization constant 𝑃 𝐹1, …𝐹𝑛  .  It is clear that a feature set can only 

belong to one class under naïve bayes model. In the text classification domain, this 

results in the assignment of one cluster value to each document. On the other hand, it is 

intuitive that actually documents belong to many clusters at the same time with a 

probability value under different contexts/viewpoints. The probabilistic latent semantic 

indexing/analysis proposes a model where different viewpoints can be estimated under 

solid statistical foundation. 

2.3. Probabilistic Latent Semantic Analysis 

Probabilistic latent semantic analysis[1] is an unsupervised clustering method. The 

method exploits the bag of words assumption for modeling documents.  

For modeling dyadic data, PLSA proposes a probabilistic model. The model converges 

to real data via Kullback-Leibler divergence [77] through expectation-maximization 

iterations. The proposed model  can be seen in  Figure 2.   
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This model shows that a hidden variable Z is used to map document variables to word 

variables which are observed. This is the asymmetric aspect model which is formulated 

by equation (2.8) below. The first formulation is an asymmetric model and the second 

model is symmetric around the hidden topic values which is given in Figure 3. 

P(w,d)  =   P z d P w z P(d)𝑍  (2.7) 

P(w,d)  =   𝑃 𝑧 𝑃 𝑑 𝑧 𝑃(𝑤|𝑧)𝑍  (2.8) 

The two models are equal since P(z|d) = 
𝑃 𝑑 𝑧 𝑃(𝑧)

𝑃(𝑑)
 . 

 

 

 

 

 

So, the free parameters are P(z|d), P(w|z) and P(z). Our aim is to maximize the 

likelihood of the model parameters given the data. 

The likelihood function of the aspect model is given below [1]. 

D Z W 

W Z D 

Figure 2 – Asymmetrical aspect model 

Figure 3 – Symmetrical aspect model 
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𝐿 =   𝑃 𝑤𝑖  𝑑𝑗  
𝑛 𝑤 𝑖 ,𝑑𝑗  

𝑁

𝑗=1

𝑀

𝑖=1
  

(2.9) 

where 𝑛(𝑑𝑖 , 𝑤𝑗 ) represents the cooccurence of document i with word j. 

In the case of PLSA, the free parameters of the model are P(z), P(d|z) and P(w|z). The 

posterior distribution is P(w,d,z) where hidden topics are marginalized out to get 

P(w,d).  P(w,d) is the joint probability of word and documents which we aim to 

estimate. 

The expectation maximization (EM) algorithm starts from a random position on the 

parameter space and tries to reach the optimum parameters using the log-likelihood as 

the control criterion. Once the change of log-likelihood on two  successive iterations 

becomes less than a threshold value, the iterations are stopped. 

Intuitively, the EM iterations try to fit the hidden topic marginalized posterior 

distribution to real data. The mentioned real data is kept in matrix Xd,w .  PLSA can be 

seen as a way of factorizing the real data on three matrices P(z), P(d|z) and P(w|z).  

The expectation maximization algorithm steps are summarized below.  

Initial state:    

X is a matrix of size |D| x |W| which is the observed document-word matrix  

P(z) is a vector of length |Z| and it has a uniform initial value. 

P(w|z) is a matrix of size |W| x |Z| and it has a normalized random initial value. 

P(d|z) is a matrix of size |D| x |Z| and it has a normalized random initial value. 

P(d,w,z) is a matrix of size |D| x |W| x |Z| and it has a normalized random initial 

value. 
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The expectation step is illustrated in Figure  4.  

P(z|d, w)  =  
𝑃 𝑤 𝑧 𝑃 𝑑 𝑧 𝑃(𝑧)

 𝑃 𝑤 𝑧′ 𝑃 𝑑 𝑧′ 𝑃(𝑧′)𝑧′
  

(2.10) 

 

Figure 4 – Expectation step of PLSA 

The maximization step is illustrated in Figure 5.      

P(w|z)    =     𝑋 𝑑,𝑤 .∗ 𝑃(𝑧|𝑤, 𝑑)

𝐷

  (2.11) 

P(d|z)     =     𝑋 𝑑,𝑤 .∗ 𝑃(𝑧|𝑤, 𝑑)

𝑊

  (2.12) 

P(z)   =     𝑋 𝑑,𝑤 .∗ 𝑃(𝑧|𝑤, 𝑑)

𝐷𝑊

  (2.13) 
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Figure 5 – Maximization step of PLSA 

The log-likelihood function :  

L =     𝑋 𝑑,𝑤 .∗

𝑊𝐷𝑍

log⁡( P(w|z) P(z) P(d|z) )   (2.14) 

The expectation maximization algorithm halts when the change in two successive log-

likelihood values is below a threshold.  

P(w|z) represents the probability that word w is generated from a hidden topic/cluster z. 

Each topic is represented as a word multinomial. This interpretation assigns a semantic 

to each cluster that is defined by word probabilities. 

P(z|d) represents topic/cluster probabilities assigned to documents. P(z|d) can be found 

by P(z|d) ∝ P(d|z) P(z). Exploiting P(w|z) and P(z|d) together, one can reach the 

semantic meaning of each cluster, which, in turn, represents the captured semantic of 

the documents. 

Topic models working under text modeling domain reflects the top-n words related to 

each document based on the above interpretation. The top-n words are the n words that 

have the highest probabilities given they belong to the kth topic. The highest topic 

probability given the document is found to define the top n words related to a document. 

The topic index is then assigned as the cluster/topic that document belongs to. Once the 
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topic of the document is assigned, the n words defining the topic are also assigned to the 

document. 

2.4. Semisupervised Learning 

The input data for a learning process can either be labeled or unlabeled. The labeled 

data includes feature values and a class information for each sample. The unlabeled data 

only includes feature values [49]. 

Classification is the supervised learning of the classes for the data samples. The data 

samples are split into training and test data. The samples of the training data are used 

with the class information provided. A classifier function is trained with this data. The 

classifier gives a class output for each test data sample. To test the performance of a 

classifier, the remaining test data samples are given to the classifier without the real 

classes information. This set of predicted class values are compared to the real class 

values of the test data. Finally, the classifier parameters are further optimized according 

to the classifier performance, if needed. Once the classifier is trained, new unlabeled 

data samples are classified using the trained classifier. 

Clustering is the unsupervised learning of the classes. This approach is applied when we 

do not have class labels for the data to supervise the learning process. Clustering assigns 

class values to data points depending on the features of data. The performance of the 

clustering function depends on a defined error criterion. When the clustering function 

outputs class values for data, the error criterion is used to stop or continue the clustering 

process. The process is halted when the error criterion is below a defined threshold. 

Finally the trained clustering function is used to assign cluster values to new data 

samples. 

In real life, labeled data is rare while unlabeled data is available in massive amount. 

Also, acquiring labels for unlabeled data via experts of the domain is an expensive and 

time consuming operation. But the high accuracy of training using labeled data is 

valuable. On the other hand, data is gathered without class information in its nature. 

Without labels, the learning accuracy is lower. So, a means to use high amount of 
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unlabeled data with comparably less labeled data needs to be devised. This approach is 

adressed in the semi-supervised learning research area [49]. 

Semi-supervised learning is the research area that tries to enhance clustering and 

classification procedures by using labeled and unlabeled data together in the same 

learning process. This approach aims to reduce the expensive data labelling effort with 

the usage of easy-to-find unlabeled data. It is most of the time impossible to define a 

class value to data beforehand, although the high price and long time of labelling is 

accepted. The alternative of giving exact labels to data is defining link probabilities of 

data. The link probability between two samples can be defined as the probability that 

the two samples reside in the same cluster. Again, it is hard to obtain probability values 

for the linkage of two samples. Instead, to ease the data labelling process, the linkage 

information is obtained in binary. This is referred as pairwise constraints, must-link and 

cannot-link data pairs [47,48,49]. The error criterion of clustering process favors two 

must-link samples residing in the same cluster and two cannot-link samples residing in 

different clusters. Likewise, the violation of the link information results in penalization 

of the learning process. The K-means algorithm can be viewed as a variation of  the 

expectation maximization algorithm. The number of clusters is taken as input to the 

algorithm which represents the number of mean cluster values for the k clusters. The 

basic k-means algorithm is given below. The expectation and maximization steps are 

iterated successively until all data samples are processed.  

2.4.1. K-Means 

 

 

 

The objective function of k-means is given below. 

𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒𝑘𝑚𝑒𝑎𝑛𝑠 =    𝑥𝑖 − 𝜇𝑙𝑖 
2

𝑥𝑖∈𝑋

 (2.15) 

 Initial Step:  

o Randomly select k samples and take the sample values as the mean values 

of k clusters. 

 Expectation(Assignment) Step: 

o Take a new sample and assign it to the cluster which has the closest mean 

value to the new sample. 

 Maximization(Update) Step: 

o Calculate the new k cluster mean values 
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The basic semi-supervised approach is employed on k-means algorithm in [2] and it is 

shown that semi-supervised learning significantly improves the unsupervised k-means 

with the usage of pairwise constraints.  

Another variation of semi-supervised k-means algorithm is called seeded k-means. The 

main idea is to use the semi-supervision in the initial step. The semi-supervision can be 

in the form of cluster values for each sample or in the form of pairwise constraints. 

When the semi-supervision is given as cluster values, it is trivial to firstly choose the 

labeled data as the cluster centers and then assign the unlabeled data to these clusters 

[50]. 

The following algorithm shows how semi-supervision can be applied to the updating 

step. The penalization of violated pairwise constraints is added to the k-means 

algorithm as defined below. 

2.4.2. Cop K-Means 

 

 

 

 

 

 

 

This algorithm can be simply viewed as minimizing the following objective function.  

 Initial Step: 

o Randomly select k samples and take the sample values as the mean values 

of k clusters. 

 

 Expectation(assignment) Step: 

o Take a new sample and assign it to the cluster which has the closest mean 

value to the new sample. The new assignment should not violate any cannot 

link constraints. (i.e the new cluster shouldn‟t contain any samples which 

have a cannot link constraint to the new sample.)  If the assignment violates 

a constraint, assign the new sample to the next closest cluster, until no 

constraints are violated. If no clusters are available, the algorithm fails to 

assign the sample to a cluster. 

 

 Maximization(update) Step: 

o Calculate the new k cluster mean values. 
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𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒𝑝𝑐𝑘𝑚𝑒𝑎𝑛𝑠

=    𝑥𝑖 − 𝜇𝑙𝑖 
2

 +    𝑤𝑖𝑗 ℓ[𝑙𝑖 ≠ 𝑙𝑗 ]

(𝑥𝑖 ,𝑥𝑗 )∈𝑀𝑥𝑖∈𝑋

 

+   𝑤 𝑖𝑗 ℓ[𝑙𝑖 ≠ 𝑙𝑗 ]

(𝑥𝑖 ,𝑥𝑗 )∈𝑀

 

(2.16) 

Here, 𝑙𝑖  denotes the cluster of sample 𝑥𝑖  and ℓ is an indicator function where ℓ[true]=1 

and ℓ[false]=0. 

Another improvement on k-means is achieved via metric learning [11]. The objective 

function of k-means measures the Euclidean distance of a sample to the k cluster means. 

The constrained k-means adds pairwise constraint violations. When a sample 

assignment is not satisfiable according to the constraints, the constrained k-means fails 

to assign the sample to a cluster. This disadvantage is overcome by introducing weights 

to violations which transforms an unsatisfiable state into a low satisfied state. At the 

same time, the weighting scheme should take into consideration that two nearby 

samples having a cannot link constraint must be penalized more than two distant 

samples. Likewise, two nearby must link constrained samples should be penalized more 

than two distant samples. This idea is encoded in the below metric learning objective 

function. 

𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒𝑚𝑒𝑡𝑟𝑖𝑐𝑘𝑚𝑒𝑎𝑛𝑠

=   ( 𝑥𝑖 − 𝜇𝑙𝑖 𝐴𝑙 𝑖  

2
− log 𝑑𝑒𝑡 𝐴𝑙𝑖

    

𝑥𝑖∈𝑋

+  𝑤𝑖𝑗𝑓𝑀 𝑥𝑖 , 𝑥𝑗  ℓ 𝑙𝑖 ≠ 𝑙𝑗  

 𝑥𝑖 ,𝑥𝑗  ∈𝑀

  

                                   +  𝑤 𝑖𝑗𝑓𝐶(𝑥𝑖 , 𝑥𝑗 )ℓ[𝑙𝑖 ≠ 𝑙𝑗 ]

(𝑥𝑖 ,𝑥𝑗 )∈𝑀

 

(2.17) 
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Here, 𝑓𝐶  is a penalty function for the violation of a cannot link between two sample 

points 𝑥𝑖  and 𝑥𝑗  that takes into consideration the distance between 𝑥𝑖  and 𝑥𝑗  . Similarly, 

𝑓𝑀  is a penalty function for the violation of a must link between two sample points. 𝑊 

and 𝑊  are constraint costs. 𝐴𝑙𝑖
 represents cluster specific metric weights.  Without 

going into further details, the metric pairwise constrained k-means algorithm iterates 

through cluster assignment, mean estimation and metric update steps. The cluster 

assignment is obtained by choosing the cluster for the new sample that minimizes the 

above objective function. The mean estimation is solely the updated cluster mean 

calculation. The cluster specific metric weight matrix A is updated only for the cluster 

that the new sample is assigned to. Further details can be found in [12]. 
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CHAPTER 3 

3. RELATED WORK 

In this chapter, we first give an overview of recommender systems. The problem of 

recommendation is stated and the methods in this thesis are categorized. Also, the 

details and the terminology of the data are explained. 

We give a detailed review of the articles in the literature that deal with integrating 

constraints into the PLSA model as semi-supervision. 

Another dimension of our work is the probabilistic models of recommendation. We give 

a detailed survey on recommendation models based on PLSA. These models are 

explained in detail to provide a complete view of state of the art.  

As mentioned in the previous chapter, PLSA based models have the ability to be 

implemented on a distributed setting. The corresponding methods regarding the 

scalability of PLSA model is explained in this chapter. 

3.1. Recommender Systems Overview 

The recommendation problem can be seen as approximating empty cells of a huge two-

dimensional matrix. In this matrix, each cell is a rating value. Each row of the matrix 

corresponds to a user‟s ratings to all items and each column of the matrix corresponds 

to an item‟s ratings given by all users. The item can be any entity of interest, e.g. a 

movie, a product, a document, or a news article. 

Recommender systems are generally categorized as content-based, collaborative and 

hybrid methods. 
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3.1.1.  Collaborative Filtering 

Collaborative filtering methods define the user interests by the rating patterns of the 

user on the item usage history. On the other hand, content-based methods define the 

user interests based on the content of the items that the user has previously used.  

Recent work on recommender systems have emphasized the usefulness of the 

collaborative data while the data content is seen less important in representing the user 

interests [81].  

As pointed out in [79], there are several problems in collaborative filtering that are 

summarized in the following. 

 Cold start problem: Collaborative filtering method needs to have a sufficient 

amount of declared ratings to successfully represent the user‟s interest.  

 Sparseness problem: Rating patterns on collaborative filtering are based on the 

whole set of items and each user can declare rating on only a very small 

percentage of these items.  

 First rater problem: If a new item is added to the system, this new item cannot 

be recommended by collaborative filtering methods until a user declares a rating 

about it. 

 Popularity bias: Based on the first rater problem, the older and more popular 

items are favored over new items on collaborative filtering. This causes a 

problem about diversity of the items recommended and lack of representing 

unique tastes in the system. 

3.1.2.  Content Based Filtering 

Content based filtering extracts features from items and tries to model users with these 

features and the rating values of items.  Content based filtering, as the complement of 

collaborative filtering, faces following problems. 



 

20 

 

 Insufficient content: Item content may not be sufficient to represent the user 

interest. 

 Misleading content: Item may contain inaccurate content. 

 Feature extraction: An item content representation needs to be constructed as 

features. This phase may result in a suboptimal representation. 

 Ideas of others: Judgments of other users are ignored. 

3.1.3.  Hybrid Approaches on Recommender Systems 

A hybrid recommender system combines different recommendation approaches. The 

combination of collaborative filtering and content based filtering has been the main 

hybridization approach in recommender systems. Other hybridization approaches are 

also applied, i.e. combination of CF and social networks, trends.  

Collaborative and content based methods have advantages and disadvantages over each 

other. The collaborative methods rely on rating patterns. In order to significantly 

represent a user, the user should have provided a sufficient number of declared ratings. 

So, this approach provides a more accurate interest representation by each additionally 

declared rating.  However, the content-based interest representation relies on the content 

of the items that have been rated and the content is available initially throughout the 

system‟s lifetime. Hybrid recommender systems which combine content based and 

collaborative methods are proposed to deal with these problems. 

According to the survey of Tuzhilin et. al. [80], different hybridization techniques are 

grouped as follows. 

 Combination of collaborative filtering and content based filtering in the rating 

prediction phase 

 Projecting content based characteristics to collaborative filtering 

 Projecting collaborative filtering characteristics to content based filtering 

 Unifying the content based and collaborative approach in a single algorithm 
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Besides the rating behavior and item content, it is also possible to integrate additional 

data sources like social networks [25, 26] and trends [3, 93], although these two data 

sources are not directly given as categories of recommender systems in the literature.  

A social network provides a user to user similarity which collaborative filtering aims to 

capture. This aspect can be thought of as a user based content data in the form of other 

related users. This information provides another means to deal with the cold start 

problem. Besides, the user can freely favor other users that appeal to his/her unique 

interests which provides a solution to the popularity bias problem. Along with these 

benefits, it does not carry the problems of content based approach regarding the content 

feature extraction. But this aspect has its own challenges considering its integration to 

collaborative filtering, predicting missing links in the graph and trust propagation. 

Along with the theoretical advances on recommender systems, commercial products 

have been also effective in leading the research direction. 2009 Nielsen commercial 

research [8] result given in Figure 6, shows that most of the users act according to their 

friends‟ behaviour.  This aspect of the recommendation problem has been adressed in 

the social recommendation research community.  

Trends are another beneficial data source effective in the rating prediction. Trends are 

local patterns that change with respect to time and place. Based on the available data, 

both of these aspects have been incorporated to rating prediction in the literature [79]. 

Another aspect of categorization on recommender systems is based on the solution 

methods. From this point of view, the recommender systems are categorized into 

memory-based and model based methods.  
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Figure 6 - Nielsen commercial research results [9] 

3.2. Memory Based Recommendation Algorithms 

Memory based methods operate over the whole input rating data online and they have a 

high complexity of rating prediction. Memory based algorithms, also referred to as 

heuristic algorithms, follow common operations. These algorithms mainly calculate 

user to user and item to item similarity over the whole user-item matrix with a similarity 

metric. It can be infeasible to use memory based methods online because of the high 

dimensionality and sparsity of the user-item matrix. Memory based methods are not 

based on lower dimensional representation of the input data and can be modified with 

heuristics to achieve a higher accuracy with the cost of complexity. The most common 

technique for rating prediction on memory based methods is the k-nearest neighbor 

based algorithms, generally referred to as top-n recommendation algorithms. 

The existing approaches for the memory based methods use some common operations 

[85]. Algorithms under memory based category are based on assessing the similarity of 
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users/items and ranking according to the similarity level. The similarity information is 

obtained via similarity metrics. In the following, three most popular similarity metrics 

on memory based recommendation algorithms are given. Next, two basic memory 

based rating prediction algorithms are presented. 

3.2.1. Similarity Metrics 

Similarity metrics are methods of defining the distance between two vectors based on 

different prior information that change according to the problem.  𝑟𝑎,𝑖 denotes the rating 

value that user a has given to item i. 𝑟𝑎  is the mean of the rating values that user a has 

declared. 

Cosine Similarity 

One of the popular methods for relevance ranking in the vector space model [78] is the 

cosine similarity method. Given two vectors 𝑣1 and 𝑣2, cosine of the angle between the 

two vectors defines the similarity of vectors 𝑣1 and 𝑣2. 

Cosine similarity =  
𝑣1 . 𝑣2

 𝑣1  𝑣2 
 (3.1) 

a . b is the dot product of vectors a, b and ||.|| is the length of the vector. 

Pearson Correlation Coefficient 

Pearson correlation coefficient [86] represents the similarity of an active user a to 

another user b according to their ratings. 

𝑃𝑒𝑎𝑟𝑠𝑜𝑛 − 𝑠𝑖𝑚𝑢,𝑎 =  
  𝑣𝑎,𝑖 − 𝑣𝑎    (𝑣𝑢,𝑖 − 𝑣𝑢   )𝑚

𝑖=1

   𝑣𝑎,𝑖 − 𝑣 𝑎 
2𝑚

𝑖=1   𝑣𝑢,𝑖 − 𝑣 𝑢 
2𝑚

𝑖=1

 (3.2) 

Adjusted Cosine Similarity 

Adjusted cosine similarity is used to measure the similarity of items. This method also 

considers the varying rating scales of users. 
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𝐴𝑑𝑗. 𝐶𝑜𝑠𝑖𝑛𝑒 𝑠𝑖𝑚𝑖,𝑗 =
  𝑣𝑢,𝑖 − 𝑟𝑢  (𝑣𝑢,𝑗 − 𝑣𝑢   )𝑢𝜖𝑈

   𝑣𝑢,𝑖 − 𝑣 𝑢 
2

𝑢𝜖𝑈    𝑣𝑢,𝑗 − 𝑣𝑢    
2

𝑢𝜖𝑈

 (3.3) 

3.2.2. Top-N Recommendation 

Top-n recommendation is a way of finding out n most related items or users and 

predicting the unobserved rating based on the n items or users. The user and item based 

approaches are given in this part. 

An example for item based recommendation is given in Figure 7. Let us assume the 

active user has already rated 𝐼1and 𝐼4. In the first step of item based top-n 

recommendation, similarity between items are calculated. For each item, k-most similar 

items are kept. In our example in Figure 7, k is 3. So, 3 most similar items for each item 

are kept and other items are removed. The removed similarities are shown as 

strikethrough similarity values. On each item column, we add the similarities with the 

active user‟s items. We finally remove the items that the active user has already rated 

and take the N items that have the highest scores, shown with an additional 

strikethrough on similarity values in Figure 7. The item ranking for the active user, 

given the rating matrix in Figure 7 is 𝐼5, 𝐼2 and  𝐼3. 

In the first step of user based top-n recommendation, we need to find k nearest user 

neighbours to do recommendation based on similar user preferences. In the case of our 

demonstration, given in Figure 8, assume k=2 and two most similar users to the active 

user are 𝑈3 and 𝑈4. To predict the unobserved items for the active user, the algorithm 

averages over the ratings of the k neighbour users‟ profile. The unobserved item 𝐼5 is 

given rating 2, based on the average votes of the two neighbours. There can also be a 

weighting scheme that would replace the averaging on this algorithm to further enhance 

the recommendation performance. 
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 𝐼1 𝐼2 𝐼3 𝐼4 𝐼5 

𝐼1 0.2 0.1 0.3 0.4 0.1 

𝐼2 0.8 0.3 0.1 0.6 0.9 

𝐼3 0.4 0.5 0.2 0.8 0.7 

𝐼4 0.2 0.5 0.6 0.2 0.1 

𝐼5 0.6 0.1 0.4 0.3 0.5 

 0.45 0.5 0.5 0.6 0.7 

 

 

 𝐼1 𝐼2 𝐼3 𝐼4 𝐼5 

𝑈1 3 2 4 1 0 

𝑈2 3 2 4 5 1 

𝑈3 1 3 4 3 3 

𝑈4 1 3 3 2 1 

𝑈𝑎  1 3 4 3 0 

 1 3 3.5 2.5 2 

 

 

Figure 7 – Item based top-N recommendation 

Figure 8 - User based top-N recommendation 
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3.3. Model Based Recommendation Algorithms 

The model based algorithms construct a lower dimensional representation of data. The 

number of parameters in the resulting model is kept much less than the unknown 

parameters of the problem. Model based algorithms stem from two different 

backgrounds, probabilistic graphical models and linear algebra. Models that stem from 

linear algebra adopt singular value decomposition [69] for low dimensional 

representation. Singular value decomposition removes redundant, noisy and 

unrepresentative users/items from real data to reduce data sparsity. Methods that 

incorporate singular value decomposition are [3, 65]. The most recent research on 

matrix factorization [65] via optimization can be traced back to singular value 

decomposition method. On the other hand, probabilistic graphical models are based on 

solid statistical foundation. The probabilistic models provide interpretability of methods 

under a common mathematical framework. The equivalence of many matrix 

factorization methods and their probabilistic counterparts is proven in the literature [24]. 

Probabilistic latent semantic analysis, which is the probabilistic interpretation of latent 

semantic analysis, improves the naïve Bayes model [76] with its ability to assign a 

probabilistic membership to every cluster. The improvement of probabilistic latent 

semantic analysis over latent semantic analysis is its ability to represent polysemy. The 

survey of probabilistic models in 3.5 includes many model based approaches [1, 20, 21, 

62, 63, 68]. 

3.4. Probabilistic Models for Recommendation 

This section explains the probabilistic recommendation models in the literature. The 

diversity of researchers that come from different backgrounds leads to the need to unify 

the proposed methods under some mathematical framework. Probabilistic graphical 

models have been proposed as the base for the mathematical framework of 

recommender system methods in [37]. These methods provide a complete means for 

processing data, creating statistical models specific to the problem and fitting the model 

using the available partly structured data, according to which the model is constructed 

to reach the solution. Topic models [74], which is a field working on document 
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clustering and text processing, also use probabilistic graphical models as a basis. 

Methods under topic models try to reach the semantic meaning of documents and 

words. Works of researchers coming from this field attracted significant attention 

recently. This idea, with no loss of generality, is applicable to the problem that 

recommender systems deal with. A recent article with this background is awarded as a 

distinguished work and won best paper award at RecSys ‟09 [83].  

Probabilistic models have been used both to accurately learn rating patterns and to 

combine several data sources in a principled way, which is referred to as multi-way 

models. 

3.4.1. Rating Learning Models 

Rating learning models follow different probabilistic methods or statistical models as 

the collaborative filtering approach. In this subsection, various probabilistic rating 

modelling approaches are reviewed. The work in [9]  proposes a model to capture the 

personality types and model the ratings based on the personality types. The first 

assumption of this model is that the observed ratings of a user has a Gaussian noise with 

mean equal to true ratings and standard deviance, σ, is the free parameter. 

𝑃 𝑉𝑖𝑗  𝑉′𝑖𝑗 ) ~ 𝑒−(𝑉𝑖𝑗−𝑉𝑖𝑗
′ ) 2𝜎2 

 (3.4) 

Depending on the context, the user‟s mood and trends, the user may give different 

ratings to the same movie.  Furthermore, when the user‟s personality type is known, the 

ratings of the user are assumed to be independent. Another assumption is that the user 

rating vectors are representative of the underlying personality types. The most probable 

rating value is returned. The structure of the personality diagnosis is the same as the 

naive Bayesian model as shown in Figure 9. Personality diagnosis model is shown to 

outperform vector similarity and simple correlation based models. 
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The term flexibility, is defined as letting users and items to be members of more than 

one class. This is achieved by introducing latent variables between both user-rating 

observations and item-rating observations. The flexible mixture model [20] also aims to 

predict the variance in the user rating behaviour with the normal distribution while the 

mean of the normal being the observed true rating. This is done by introducing two 

latent variables to account for variability and user interest given the user and the rating. 

The graphical model for the flexible mixture model is shown in Figure 10. Since the 

ultimate goal of collaborative filtering is the prediction of ratings for a specific user, the 

fold-in approach [1] is used. The idea is to approximate the joint probability 

distribution, 𝑃(𝑢, 𝑦𝑡 , 𝑣), where 𝑦𝑡  
is the test user. The rating expectation for that user of 

an item y can be computed as below. 

𝑉 𝑦 𝑡 𝑢 =  𝑟
𝑃(𝑢, 𝑦𝑡 , 𝑣)

 𝑃(𝑢, 𝑦𝑡 , 𝑣′)𝑣′
𝑣

 (3.5) 

The work [20] also mentions the varying rating behaviours of users since a user can rate 

his/her most disliked movie 3 while another can rate it 1 and similarly a user can give 5 

while another can give 4 as the rating. This is handled with the user normalization step 

in [68]. A second improvement of the flexible mixture model on Gaussian PLSA is the 

integrated calculation of user normalization and also the calculation of item 

normalization via hidden variables.  

Va
true 

Vam Va2 Va1 

Figure 9 – Personality diagnosis model 
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This work also shows how the rating values can be modelled as a continuous random 

variable. In this model, the variable V, called the preference node, accounts for the true 

preference values and 𝑍𝑣 accounts for different rating behaviours. The proposed model 

can be seen in Figure 11. The generation of an item Y is jointly affected by latent item 

variables 𝑍𝑦  and latent rating variables, 𝑍𝑣. In this setting, users are clustered according 

to both user interest patterns and rating behaviors. The generation of the preference 

node V is jointly affected by nodes 𝑍𝑢  and 𝑍𝑦 . The generation procedure of a rating 

takes preference node and Zr into consideration. On the model, user and item latent 

variables are not decoupled over rating variable to separate preferences and rating 

behaviors while the rating behaviors can still be affected over the preference node. 

The V and 𝑍𝑟  models make inference and prediction computationally very expensive. 

This vulnerability is maintained by relaxing the model to a simpler one. The aim is to 

use the simple model to acquire the preference value directly and using a modification 

of flexible mixture model to find ratings for the test user given the test set. The 

modification of the flexible mixture model only comprises replacement of node R with 

preference node V. 

𝑃(𝑍𝑢) 𝑃(𝑍𝑦) 

𝑃(𝑦|Zy) 𝑃(𝑈 𝑍𝑢  

V 

U 

𝑃(𝑣|𝑍𝑢 , 𝑍𝑦) 

𝑍𝑢  𝑍𝑦  

Y 

Figure 10 - Flexible mixture model [20] 
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The simple model is referred to as the decoupled model. The decoupled model models 

the actual preference value of an item rated „r‟ for a user given a set of rated items from 

the user. Two factors are said to affect this model. Firstly, the ratio of items rated less 

than „r‟ is effective. Secondly, ratio of items rated „r‟ is effective on the model. For the 

experimentation, personality diagnosis, aspect model and a person-correlation 

coefficient based method are implemented. It is shown that flexible mixture model 

outperforms others based on the MAE performance criterion.  Active learning method 

can fill the inadequacy that is the cold start problem of collaborative filtering method. 

Supposing a new user has entered the system, the user is queried by the system with 

movies to be rated by him/her. The selection of movies is random at default. But it is 

intuitive that some method can be used instead of the random choice. The work in [63] 

compares random and Bayesian movie selections as active learning approaches and 

shows the system‟s curve of learning the user‟s profile over the increasing number of 

movie choices. 

  R 

  V 

 𝑍𝑢  

  Y 

  U 

𝑃 𝑢 𝑍𝑢  𝑃(𝑍𝑟 ) 

𝑃 𝑟 𝑍𝑟 , 𝑣  

𝑃(𝑍𝑢 ) 

𝑃 𝑣 𝑍𝑢 , 𝑍𝑦 ) 

𝑃 𝑍𝑦  𝑃(𝑦|𝑍𝑣 , 𝑍𝑦 ) 

 𝑍𝑟   𝑍𝑦  

Figure 11 - Flexible mixture model with user normalization 
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3.4.2. Multi-way Models  

This subsection reviews the related work on utilizing various data sources for data 

modeling. On probabilistic modeling domain, this approach is referred to as multi-way 

models. A multi-way model that models users via documents and words, given in 

Figure 12 is proposed in [25, 30] on document classification domain, which is the basis 

of the multi-way models on the recommendation domain. 

The authors of [19] introduce two-way and three-way models showing how mixed 

events affect the same semantic space. Two-way models are actually the probabilistic 

latent semantic analysis approach applied on different two-mode co-occurence data. All 

steps of the probabilistic latent semantic analysis apply for the given two-way models in 

the paper. Two-way model data are user-item, user-actor and user-director co-

occurrence values.  

 

 

 

 

 

 

 

 

To project new items on the latent semantic space created using user-actor or user-

director models, the fold-in approach is followed which is proposed in [1]. This 

approach is used to project term-query in word-document semantic space to find the 

relevance of the new query to the documents that are already available in the corpus. 

The usage of folding-in is explained in the movie domain. The fold-in for the user-item 

W 

P(d|z) P(w|z) 

P(u) 

U 

Z 

D 

P(z|u) 

Figure 12 - Probabilistic hybrid model 
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model is the same as document-word model that has been proposed in the work of 

Hoffmann [1]. But folding-in of a new user-item instance also requires to fold-in new 

user-actor and new user-director instance to the corresponding models. The change on 

topics caused by the actors of the new movie is transferred to the item semantic space. 

Once the item semantic space is updated, it is trivial to find user probability given the 

item using the available user semantic space on user-item model. 

Another approach mentioned in the paper is the three-way aspect model. This model 

unifies two of the two-way models in a similar manner used on two-way models. The 

unified model assumes the three-way data independent given the topic. Two three-way 

models are applied on the work. First model incorporates user-movie-actor data and the 

second model incorporates user-movie-director data. Since both models are same, only 

the first model‟s expectation maximization steps are explained.  

On the generative process, firstly the topic is chosen. Then user, movie and actors are 

chosen given the topic. The last approach mentioned on this work is call mixed event-

space models, where different model parameters are combined.  

The mixed event space experiments are mixing two two-way event spaces and mixing 

three two-way event spaces. The authors compare the two mixed event approaches and 

propose the hypothesis that the three two-way mixed event models are unnecessarily 

complex. 

3.5. Pairwise Constraint Supervision into PLSA Model 

The main aim of this part is to present the approach that inspired the idea of using social 

networks in the collaborative filtering process, which is the basis of this thesis. This 

approach assumes that there is either a must-link or a cannot-link pairwise constraint 

between each document in the corpus. In other words, the constraints are global 

according to this method. To use social networks, we look for pairwise constraint 

integration but we need the constraints to be local. The methods [29], that we present 

based on our domain, can handle similarity networks based on local consistency. For 
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completeness of the thesis and as the inspiration for our application, we explain 

pairwise constraint semi-supervision method in this part. 

This approach proposes a method to incorporate pairwise relations between documents. 

Authors of [5] work on the classification of text data from different domains that have 

common concepts. Text documents from different domains are given with a simple 

categorical information that defines the relation between top-category concepts and sub-

category text corpora. Along with the text data annotated categorically, unlabeled text 

corpora is available. The aim of the authors is to improve clustering performance using 

both categorically annotated and unlabeled text corpora. They also expand the work to 

employ semi-supervised learning approach on probabilistic latent semantic analysis. 

The authors exploit the common word-topic matrix for different domain annotated text 

data and unlabeled text data. This can be thought of as transferring the word relations 

from one domain to another. The value for number of topics is kept same for all 

domains and the unlabeled data. A common vocabulary is used in the bag of words 

representation of each corpus so that the document representations are given with the 

same word-topic distributions, 𝑃(𝑤|𝑧). It is shown that instead of training two 

probabilistic latent semantic analysis models for labeled and unlabeled data, one model 

can be used to integrate the two models jointly.  

Moreover, the authors integrate semi-supervised learning to the PLSA model. The 

semisupervision is applied in the form of pairwise constraint information on the labeled 

documents. The pairwise constraints are available as must-link and cannot-link 

constraints. The integration of the semi-supervised approach is achieved by introducing 

a weight parameter. In Figure 13, 𝑑𝑢  denotes unlabeled documents and 𝑑𝑙  denotes 

labeled documents. 

The must-link pairwise constraint is applied on the log-likelihood of the model by a 

weight parameter that affects the probability that two documents are generated from the 

same topic.  
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Having the complete log-likelihood violated by the pairwise constraints, helps decide 

when to stop the expectation maximization iterations. But a way that considers the 

pairwise constraints to modify the document-topic subspace is also needed.  The  

complete log-likelihood of the data and the objective function, 𝐿𝑐  , is non-convex and 

reaching a globally optimal solution is hard to obtain. [6] The two constraints, added to 

the log-likelihood of the standard probabilistic latent semantic analysis, avoids the use 

of expectation maximization. The proposed method to optimize the new objective 

function 𝐿𝑐  is minorize-maximization for its capability to optimize complex objective 

functions and various usages in machine learning.  

Minorize-maximization tries to calculate a series of easier optimizations instead of 

maximizing a difficult one. This easier function is called the minorizer which should 

satisfy the below constraints. 

𝐿𝑐 𝜃  ≥  𝑀 𝜃, 𝜃 𝑡     

𝐿𝑐 𝜃
(𝑡) =  𝑀(𝜃(𝑡), 𝜃(𝑡)) 

(3.6) 

𝜃(𝑡) denotes the last values of parameters during the minorize-maximization steps. The 

parameter values at the next iteration, 𝜃(𝑡+1). Assuming 𝑀 𝜃, 𝜃 𝑡   to be the minorizer 

of the complete log-likelihood of the model, below statements hold. 

𝐿𝑐 𝜃
 𝑡  = 𝑀 𝜃 𝑡 , 𝜃 𝑡     (3.7) 

P(𝑑𝑙 |z) 

P(du|z) 

P(z|w) 

Dl 

Du 

Z W 

Figure 13 – Semisupervised document clustering model 
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𝐿𝑐 𝜃
 𝑡+1  ≥ 𝑀 𝜃 𝑡+1 , 𝜃 𝑡  ≥  𝑀 𝜃 𝑡 , 𝜃 𝑡     (3.8) 

𝐿𝑐 𝜃
 𝑡+1  ≥ 𝐿𝑐 𝜃

 𝑡   (3.9) 

This shows that the minorizer and complete log-lilkelihood functions are non-

monotonically increasing.  

Minorize-maximization algorithm guarantees that complete log-likelihood is increasing 

and converges to a local optimum.  

Authors use the P(z|d) values as document features after convergence and use these 

features to cluster the documents. 

On the experimentation part, the algorithm is shown to perform better than other tested 

algorithms, transductive support vector machine, support vector machine and naive 

bayes classification. The tests for model‟s sensitivity to parameters showed that the 

model is not very sensitive to pairwise constraint parameters, 𝛽1 and 𝛽2 . 

Another approach on semisupervised PLSA is proposed in [67]. The work in [67] 

proposes a semi-supervised version of the probabilistic latent semantic analysis. The 

semi-supervision is achieved by data labeled directly with class information, not via 

pairwise constraints. The usage of probabilistic latent semantic analysis is based on the 

assumption that each hidden topic component represents the probability of inclusion to 

a corresponding cluster. So, the number of clusters equals to number of dimensions in 

the hidden variable. The fake label is introduced as the additional dimension to the 

hidden variable. Likewise, the given true label information is added to hidden variable 

as an additional dimension. The main idea of the authors is to employ labeled and 

unlabeled data together. This is achieved by assigning a fake initial label for all the 

unlabeled data and during the expectation maximization iterations all the labeled data 

will keep their labels whereas so called “fake” labels of the unlabeled data are expected 

to converge to their true value.  
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3.6. Scalability of PLSA Models 

The authors of [66] apply the probabilistic latent semantic analysis approach on a text 

corpus for document clustering. The article mainly discusses the unnecessary storage of 

the posterior distribution in memory since the posterior distribution is neither an input 

nor an output of the algorithm. To emphasize this better, authors modify the definition 

of the algorithm as below. 

Q(topic)
it
 = { P(w|𝑡𝑜𝑝𝑖𝑐1)

it-1 
* P(𝑡𝑜𝑝𝑖𝑐1|d)

it-1
 }

β(it)
 (3.10) 

Each Q variable is of size WxD and it denotes iteration.  

Qsum =  𝑄(𝑡𝑜𝑝𝑖𝑐𝑛)𝑡𝑜𝑝𝑖 𝑐𝑛 𝜖𝑇  (3.11) 

Another property of the probabilistic latent semantic analysis algorithm discussed in the 

article is independence of calculations topic-wide. In one iteration, the normalization 

constant is calculated. Then, for each topic, the free parameters and the posteriors are 

calculated. Since these operations are independent once the normalization constant is 

known, the operations are said to be distributable among processors. Apart from the 

above properties, authors observed that the number of topics is generally much more 

than the number of processors available. This resulted in the need for processing more 

than one topic on one processor. To reduce message passing between processors, 

authors define a message buffer, on which the messages are propagated, before being 

passed. 

3.7. Datasets 

The available datasets in the scope of the thesis are categorized as datasets for 

collaborative filtering, content based filtering and social networks. Collaborative 

filtering datasets are Movielens [73], movie-rating and Netflix [57] datasets. Movielens 

and movie-rating datasets include a two dimensional matrix where rows correspond to 

users and columns correspond to movies. Additional user-related information available 

on Movielens dataset are age, gender, city and postbox. The movie name is the only 

movie related information given along with this dataset. For movie-rating dataset, only 
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the 2-D user-movie matrix is given. Netflix dataset includes the features of Movielens 

dataset but it also provides rating dates which is an important source of knowledge. 

Another source of information valuable for the recommendation systems domain is item 

tag data. Based on the vision of semantic web, applications that gather tags for online 

data has increased dramatically. There are many tag datasets available. Some of these 

datasets are CiteULike [70], Orkut [71] and Bibsonomy [72]. IMDB tags dataset [91] is 

used to couple movie ID with other datasets like Netflix and Movielens to provide 

additional information like actors, comments from IMDB to other datasets. The last 

category of datasets is the social network data. Epinions [89], CiteULike, Orkut and 

Bibsonomy datasets include this feature under different forms. CiteULike and 

Bibsonomy datasets include the social network in the form of citations or cited users 

whereas Orkut and Epinions datasets have the friendship/trust feature that defines a 

social network.  

3.8. Summary 

To sum up, the following requirements should be met by an effective recommender 

system. 

1. Sparsity: The high dimensional input data is highly sparse. Correlation calculation 

on this data is very costly and there is room for representing the real input data in 

lower dimensions. 

2. Scalability: A recommender system application should handle the sparse and high 

dimensional input data and provide rating predictions in real time. 

3. Flexibility: The method should be able to integrate various data sources that are 

effective in the rating prediction process. 

4. Explanation ability: A recommender system should provide qualitative and 

quantitative reasoning for the rating prediction. 

Probabilistic latent semantic analysis satisfies these requirements, because; 

 It provides a low dimensional representation of data based on solid statistical 

background. 
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 As a model based algorithm, model training can be done offline and a prediction 

can be provided in constant time online. 

 This model is applicable to any two-mode co-occurrence data, which is referred 

to as dyadic data in the literature. Document-word and user-item co-occurrence 

relations are examples of the dyadic data concept. So, it is possible to 

incorporate additional data sources in a unified manner with probabilistic latent 

semantic analysis. 

 Scalability of the probabilistic latent semantic analysis is a studied topic in the 

literature. The model can adjustably favor accuracy or time complexity. 
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CHAPTER 4 

4. RECOMMENDATION BY USING NETWORK 

REGULARIZATION ON GPLSA 

4.1. Methodology 

We propose a network regularization method on GPLSA [68] and improve this method 

by the use of trust based methods as the core of the regularization method. The GPLSA 

model and the network regularization method are explained in this chapter. 

The network regularization approach builds on the semi-supervised learning approaches 

[5], [6], [52] that  are explained in Chapter 2. Semi-supervised learning aims to improve 

clustering algorithms with the incorporation of a small labeled dataset. In recommender 

systems, a small set of labeled examples are available as observed ratings and 

recommender systems try to cluster these unobserved ratings. The dyadic nature of 

datasets on recommender systems requires models to cluster the data on each dimension 

of the dyad. So, the K-means algorithm is not suitable for the recommendation domain. 

But the modifications on the expectation maximization algorithm of K-means provide 

the basis for integrating the semi-supervision into probabilistic latent semantic analysis. 

Starting from this analogy, we have investigated how the pairwise constraints between 

elements of a dimension can be exploited throughout the clustering process, as in the 

constrained k-means approach.  

On the recommendation systems domain, this idea translates into the usage of pairwise 

local user similarity data throughout the recommendation process. Currently, the usage 

of social trust network data occurs either as an initialization step or post processing step 

on the recommendation process. We propose the usage of trust propagation operators as 

a heuristic for improving the model based collaborative filtering performance. 
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4.2. Gaussian Extension to PLSA Model – Gaussian PLSA 

In this section we give the modified parts of the PLSA model for CF and the reasoning 

behind the modification. The Gaussian PLSA model is illustrated in Figure 14. The 

user-item-rating triples are represented by variables <U,Y,V> and hidden variables are 

represented by variable Z.  

 

 

 

 

 

 

 

 

 

 

Figure 14 – Gaussian PLSA Model 

The first difference of the Gaussian PLSA [68] is that this model considers a risk 

function and aims to maximize the negative complete risk function instead of the 

complete data log-likelihood. The likelihood of the Gaussian PLSA is given in equation 

(4.1). 

L((u,v,y),𝜃) = - log p(v|u,y;𝜃) (4.1) 

  The proposed mixture model is given in equation (4.2). 

𝑃 𝑣 𝑢, 𝑦  =  𝑝 𝑣 𝑦, 𝑧 𝑃(𝑧|𝑢)𝑧  (4.2) 
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The standard PLSA approach models the co-occurrence of words and documents in a 

corpus. It has two main drawbacks. The first drawback is that the model does not have 

the ability to capture the user specific voting scales. The second drawback is that it is 

not able to respond with an explicit rating value. Different from the standard co-

occurrence model, the aim of Gaussian PLSA is to model explicit rating values. The 

proposed solution in Gaussian PLSA is using topic-user distributions, 𝑃(𝑧|𝑢), as user-

specific mixture weights of Gaussian parameters where the 𝑝(𝑣|𝑦, 𝑧) are modeled as 

Gaussian distributions, 𝑝(𝑣; 𝜇𝑦,𝑧 , 𝜎𝑦,𝑧). 

𝑝 𝑣; 𝜇, 𝜎 =
1

𝜎 2𝜋
𝑒

[−
 𝑣−𝜇 2

(2𝜎2)
]
 (4.3) 

Given the free parameters of the model 𝜇𝑦,𝑧 , 𝜎𝑦,𝑧  and 𝑃(𝑧|𝑢), the expected value of each 

rating value can be computed by the following formula.                         

E[v|u, y]  =   𝑣𝑝(𝑣|𝑢, 𝑦)𝑑𝑣
𝑣

=   𝑃(𝑧|𝑢)

𝑧

𝜇𝑦,𝑧  (4.4) 

The log-likelihood function can be written as below. 

𝑅𝑐 𝜃  =  −  log𝑝 𝑣 𝑦, 𝑧 +  log⁡𝑃(𝑧|𝑢)

 𝑢,𝑣,𝑦,𝑧 

 (4.5) 

 The brackets in the summation represents that the summation is done over the observed 

values of the variables inside.  

In the expectation maximization method of PLSA, the expectation step is dedicated to 

the calculation of the posterior of the model, 𝑃(𝑧|𝑢, 𝑣, 𝑦; 𝜃).                    

𝑃(𝑧|𝑢, 𝑣, 𝑦; 𝜃)  =  
𝑝 𝑣 𝑦, 𝑧 𝑃(𝑧|𝑢)

 𝑝 𝑣 𝑦, 𝑧′ 𝑃(𝑧′ |𝑢)𝑧 ′
 (4.6) 

The maximization step updates the values of the free parameters on the model. The free 

parameters are 𝜇𝑦,𝑧 , 𝜎𝑦,𝑧  and 𝑃(𝑧|𝑢). The updating schemes for these parameters are 

given below. 
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𝑃(𝑧|𝑢)  =
 𝑃(𝑧|𝑢, 𝑣, 𝑦; 𝜃) 𝑢 ′ ,𝑣,𝑦 :𝑢 ′ =𝑢

  𝑃(𝑧′ |𝑢, 𝑣, 𝑦; 𝜃) 𝑢 ′ ,𝑣,𝑦 :𝑢 ′ =𝑢𝑧 ′
 (4.7) 

𝜇𝑦,𝑧 =  
 𝑣𝑃(𝑧|𝑢, 𝑣, 𝑦; 𝜃) 𝑢 ′ ,𝑣,𝑦 :𝑦 ′ =𝑦

 𝑃(𝑧|𝑢, 𝑣, 𝑦; 𝜃) 𝑢 ′ ,𝑣,𝑦 :𝑦 ′ =𝑦
 (4.8) 

𝜎𝑦,𝑧 =  
  𝑣 − 𝜇𝑦,𝑧 

2
𝑃(𝑧|𝑢, 𝑣, 𝑦; 𝜃) 𝑢 ′ ,𝑣,𝑦 :𝑦 ′ =𝑦

 𝑃(𝑧|𝑢, 𝑣, 𝑦; 𝜃) 𝑢 ′ ,𝑣,𝑦 :𝑦 ′ =𝑦
 (4.9) 

The expectation and maximization steps are iterated successively until the Gaussian 

parameters converge. 

The Gaussian PLSA models the probability of each user‟s membership to each 

community with 𝑃(𝑧|𝑢) value. Item ratings under each community are modeled by 

Gaussian parameters. Intuitively, the model considers community-wide item ratings and 

normalizes the rating values according to community mean and variance for that item. 

But users may have varying voting scales. A user may give hardly a rating of 3 while 

another may easily give a rating value of 1. For this reason, user normalization is 

applied before model training and recommendation generation steps. Another reason for 

user normalization is the different number of votes given by users. User normalization 

offers to pull seldom raters‟ rating values to global mean and variance values by a 

weight. 

User normalization is applied on the real rating matrix. After the user normalization 

step, the rating values are re-scaled between 0 and 1, so that different voting behaviors 

are represented in a common interval. 

We need rating Gaussian parameters, mean and variance, specific to each user. The 

equations to calculate Gaussian parameters are given below. On these equations, 𝜇  and 

𝜎  are global rating mean and variance values. The q weight handles the second issue 

which is the seldom raters. The q value is the weight that controls to which extent the 

observed rating values should be pulled to the global mean and variance.  
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𝜇𝑢 =  
 𝑣 + 𝑞𝜇  𝑢 ′ ,𝑣,𝑦 𝑢 ′ =𝑢

𝑁𝑢 +  𝑞
 (4.10) 

𝜎𝑢
2 =  

  𝑣 − 𝜇𝑢 
2

 𝑢 ′ ,𝑣,𝑦 𝑢 ′ =𝑢 +  𝑞𝜎 2

𝑁𝑢 + 𝑞
 (4.11) 

In equations 4.10 and 4.11, 𝜇𝑢 , 𝜎𝑢  are calculated from rating values. After model 

training, we acquire item-community Gaussian parameters, 𝜇𝑦,𝑧 , 𝜎𝑦,𝑧  and user 

community membership probabilities, 𝑃(𝑧|𝑢). Finally, the user normalized rating 

prediction equation 4.12 is used to output the estimated rating values. 

𝑝 𝑣 𝑢, 𝑦 =  𝜇𝑢 +  𝜎𝑢  𝑃 𝑧 𝑢 𝑝(𝑣 ′ ;  𝜇𝑦,𝑧 , 𝜎𝑦,𝑧)

𝑧

 (4.12) 

In this equation, 𝑣′ rating values are obtained with a simple transformation given in 

4.13. 

𝑣 ′ =  
𝑣 − 𝜇𝑢
𝜎𝑢

 (4.13) 

This equation handles the issue related to varying voting scales. 

4.3. Network Regularization 

The work in [79] proposes the regularization of document hidden semantic space using 

the document similarity prior. This idea is proposed to overcome the overfitting 

problem of PLSA. When PLSA overfits to a data which is not sufficiently accurate, 

regularization techniques help on smoothing the hidden semantic space. In this section, 

we explain how we incorporate Gaussian PLSA and the method in [79], the Laplacian 

PLSI which is referred to as LapPLSI.  

The aim is to increase the user clustering performance over the probability values 

𝑃(𝑧|𝑢). Since the posterior of the model is not affected, the expectation step of 

Gaussian PLSA algorithm stays the same. The modification of the maximization step 

only considers the 𝑃(𝑧|𝑢) value. Also the loglikelihood of the model changes. The 
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modification of the loglikelihood depends on the chosen regularization function. The 

chosen regularization function in [79] is the Euclidean distance metric.  

The similarity matrix W, given below, is used for smoothing the conditional distribution 

function 𝑃(𝑧|𝑢).  

 𝑊𝑖,𝑗 =      
cos 𝑢𝑖 , 𝑢𝑗  ,     𝑖𝑓 𝑢𝑖  ∈ 𝑁𝑝 𝑢𝑖  𝑎𝑛𝑑 𝑢𝑗  ∈ 𝑁𝑝 𝑢𝑗   

0,                               otherwise
 , where 𝑁𝑝 (𝑢𝑥 ) represents 

p nearest neighbor documents of user 𝑢𝑥 . 

The regularizer function indexed on the hidden topic weighs inter-document topic 

distances,  𝑃 𝑧𝑘  𝑢𝑖 −  𝑃 𝑧𝑘  𝑢𝑗   
2

, with their cosine distance, 𝑊𝑖𝑗 . 

𝑅𝑘 =
1

2
  𝑃 𝑧𝑘  𝑢𝑖 −  𝑃 𝑧𝑘  𝑢𝑗   

2
𝑁

𝑖,𝑗=1

𝑊𝑖𝑗  

𝑅𝑘 =   𝑃 𝑧𝑘  𝑢𝑖  
2

𝑁

𝑖=1

𝐷𝑖𝑖 +  𝑃 𝑧𝑘  𝑢𝑖 𝑃 𝑧𝑘  𝑢𝑗 𝑊𝑖𝑗

𝑁

𝑖,𝑗=1

 

𝑅𝑘

=   𝑃 𝑧𝑘  𝑢1 …  𝑃 𝑧𝑘  𝑢𝑛     𝐷𝑖𝑖     𝑃 𝑧𝑘  𝑢1 …  𝑃 𝑧𝑘  𝑢𝑛   𝑇

−   𝑃 𝑧𝑘  𝑢1 …  𝑃 𝑧𝑘  𝑢𝑛     𝑊𝑖𝑗     𝑃 𝑧𝑘  𝑢1 …  𝑃 𝑧𝑘  𝑢𝑛   𝑇  

𝑅𝑘 =   𝑃 𝑧𝑘  𝑢1 …  𝑃 𝑧𝑘  𝑢𝑛    (𝐷 −𝑊)    𝑃 𝑧𝑘  𝑢1 …  𝑃 𝑧𝑘  𝑢𝑛   𝑇  

𝑅𝑘 =   𝑃 𝑧𝑘  𝑢1 …  𝑃 𝑧𝑘  𝑢𝑛    𝐿    𝑃 𝑧𝑘  𝑢1 …  𝑃 𝑧𝑘  𝑢𝑛   𝑇 

(4.14) 

𝐿 =  𝐷 –  𝑊 is called graph laplacian. The regularization applied on the log-likelihood 

of the model is as shown in equation 4.15. 

𝐿𝑅 = 𝐿 −  𝜆 𝑅𝑘

𝑘

 

𝐿𝑅 =    𝑛 𝑢𝑖 , 𝑖𝑗  log  𝑃 𝑖𝑗  𝑧𝑘 𝑃 𝑧𝑘  𝑢𝑖 

𝐾

𝑘=1

𝑀

𝑗=1

𝑁

𝑖=1

−
𝜆

2
   𝑃 𝑧𝑘  𝑢𝑖 𝑃 𝑧𝑘  𝑢𝑗  

2
𝑁

𝑖,𝑗=1

𝐾

𝑘=1

𝑊𝑖𝑗  

(4.15) 
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𝜆 parameter controls the effect of the regularization. The generalized expectation 

maximization algorithm for probabilistic latent semantic analysis repeats the 

maximization step until the log-likelihood decreases. When the log-likelihood 

decreases, the parameter values are set to their previous values which defines a local 

optimum and the generalized EM algorithm continues with the expectation step. 

Unlike the regular EM algorithm of PLSI, LapPLSI uses a variation of EM algorithm, 

generalized expectation maximization. The generalized EM algorithm for LapPLSI is as 

follows. 

 

 

 

 

 

 

 

 

The calculation of the regularized 𝑃(𝑧|𝑢), 𝑃𝑟𝑒𝑔 (𝑧|𝑢), is given in equation 4.16. 

𝑃𝑟𝑒𝑔  𝑧𝑘  𝑢𝑖 =  1 − 𝛾 𝑃 𝑧𝑘  𝑢𝑖 +  𝛾 
 𝑊𝑖𝑗𝑃(𝑧𝑘 |𝑢𝑗 )𝑁
𝑗=1

 𝑃 𝑧𝑘  𝑢𝑗 
𝑁
𝑗=1

 (4.16) 

 

4.4. Network Regularization on Gaussian PLSA 

The user community based item distances represent both the rating patterns of the user 

and the local social trust network of the user in the network regularization on Gaussion 

 Expectation Step 

o Calculate P(z|d,w) using P(z), P(z|d) and P(w|z). 

 Maximization Step 

o Calculate P(z) and P(w|z) from P(z|d,w). 

o Regularization Step (Generalized EM modification) 

 Calculate regularized P(z|d) . 

 Calculate inner log-likelihood. 

 If inner log-likelihood > general log-likelihood 

 general log-likelihood = inner log-likelihood. 

 P(z|d) = regularized P(z|d). 

 go to halt condition step. 

 Else go to regularization step. 

 Check halt condition 

o Calculate general log-likelihood of the model.  

o If general log-likelihood change is less than a threshold,  

 halt EM steps. 

o Else go to expectation step 
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PLSA. Two users, who have significantly different rating patterns but high trust in each 

other, converge to each other in the semantic space, formed by 𝑃𝑟𝑒𝑔  𝑧 𝑢𝑖 . 

The regularization scheme of Gaussian PLSA is different from the original PLSA 

model. The user topics and item Gaussian parameters are dependent on each other. So, 

the regularization on user topics using the trust network requires updating of item 

Gaussian parameters. We have implemented the following regularization scheme for the 

Gaussian PLSA model. 

1. Select a relevant set of users for the active user and regularize active user‟s topics 

with a weighting scheme. 

2. Update Item Gaussian parameters using the mean (eq. 4.17) and variance (eq. 

4.18) of the ratings of only the specified set of users. 

𝜇𝑦𝑧
𝑡+1 =  𝛽 ∗ 𝜇𝑦𝑧

𝑡 +   1 − 𝛽 ∗
 𝑣𝑢,𝑦𝑢∈𝑡𝑟𝑢𝑠𝑡𝑆𝑒𝑡

|𝑡𝑟𝑢𝑠𝑡𝑆𝑒𝑡|
 

(4.17) 

𝜎𝑦𝑧
𝑡+1  = 𝛽 ∗ 𝜎𝑦𝑧

𝑡     +  1 − 𝛽 ∗
  𝑣 − 𝜇𝑦,𝑧

𝑡  
2

 𝑢,𝑣,𝑦 ′  :𝑦 ′ =𝑦,𝑢∈𝑡𝑟𝑢𝑠𝑡𝑆𝑒𝑡

 𝑡𝑟𝑢𝑠𝑡𝑆𝑒𝑡 
 

(4.18) 

The first step of the regularization scheme can be applied with any weighting method. 

This provides the freedom to choose any trust based method.  

The modified training algorithm of Gaussian PLSA for network regularization is as 

follows. 

1. Iterate the Gaussian PLSA EM algorithm once and obtain parameter set, 𝑃1. 

2. Update parameters with the regularization scheme and obtain 𝑃2. 

3. Iterate the Gaussian PLSA EM algorithm with parameters 𝑃2 once and obtain 

parameter set 𝑃3. 

4. If the likelihood increases with parameters 𝑃3,  

set 𝑃1=𝑃3, increase counter. 

5. If the likelihood doesn‟t increase,  

go to 3. 

6. If counter < Max. no. of iterations, halt. 

Else go to 1. 
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4.5. Usage of Local Trust Metrics as Weighting Schemes 

The state of the art trust enhanced collaborative filtering methods are compared in [81]. 

The trust based recommendation algorithms differ in the trust propagation method and 

whether they incorporate the similarity of rating patterns.  

The trust based methods in [81] assume that the trusted users‟ ratings are close to the 

trusting user‟s ratings. So, these methods define a trusted user set for each user. The set 

is acquired by walking over the closest trusted users to transitively trusted users. The 

depth of the walk is limited for performance concerns. The trust weight of the active 

user to a trusted user is maintained by the length of the path between the two users and 

the weight is diminished by each step on the graph.  

For the active user, TidalTrust [87] predicts an unobserved item‟s rating by finding the 

closest users in the trust graph and averaging the user ratings in the path weighted by 

each user‟s distance to the active user. 

Moletrust [88]  differs from TidalTrust in its calculation of weight values and the 

stopping condition of the walk. The graph search is applied until a depth that is initially 

specified. The calculation of the trust weight values not only considers the path length 

but also the trusting users of the node in each step. 

 

Figure 15 – Trust network example 
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Figure 15 illustrates a trust network. MoleTrust has a predefined maximum depth value 

for breadth first search. In the example, the maximum depth value is 2. As a local trust 

metric, the algorithm takes one of the users as the active user and applies the breadth 

first search.  

 

Figure 16 – MoleTrust example, walk depth=2, threshold>0.1  

Figure 16 shows the subgraph for the selected active user with maximum depth 2.  The 

trust weights for the users that are directly connected to the active user are the 

corresponding edge weights. MoleTrust assesses the trust weight between the active 

user and user X using equation 4.19. 

𝑀𝑜𝑙𝑒𝑇𝑟𝑢𝑠𝑡𝑎𝑐𝑡𝑖𝑣𝑒  − 𝑋  =  
  𝑤𝑒𝑖𝑔𝑕𝑡𝑒𝑒𝑑𝑔𝑒𝑠  𝑒 𝑖𝑛  𝑝𝑎𝑡 𝑕 𝑝∈𝑃𝑝𝑎𝑡 𝑕𝑠 𝑃

 𝑓𝑖𝑟𝑠𝑡 𝑒𝑑𝑔𝑒 𝑤𝑒𝑖𝑔𝑕𝑡 𝑖𝑛 𝑝𝑝𝑎𝑡 𝑕𝑠 𝑝
 (4.19) 

For our sample network, the trust value between the active user and user X is calculated 

as in equation 4.20. Notice that the path starting with edge weight less than or equal to 

the threshold is pruned. Final moletrust subgraph with similarity assessment between 

active user and destionation user is illustrated in Figure 17. 

𝑀𝑜𝑙𝑒𝑇𝑟𝑢𝑠𝑡𝑎𝑐𝑡𝑖𝑣𝑒 −𝑋 =  
0,6 ∗ 0,3 + 1,0 ∗ 0,6

0,6 + 1,0
= 0,4875 (4.20) 
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Figure 17 – MoleTrust example, trust weight between active user and X 

 

Supposing user X is the destination, the final subgraph for TidalTrust algorithm is given 

in Figure 18. 

 

The biggest difference of TidalTrust algorithm from MoleTrust is the propagation 

method. For a destination node, TidalTrust algorithm uses shortest paths and does not 

have a predefined maximum depth value. For our example, the calculation of the trust 

weight between the active user and X is given in equation 4.21. Notice that paths of 

length 3 are not considered on the weight calculation. 

𝑇𝑖𝑑𝑎𝑙𝑇𝑟𝑢𝑠𝑡𝑎𝑐𝑡𝑖𝑣𝑒 −𝑋 =  
0,6 ∗ 0,3 + 1,0 ∗ 0,6 + 0,1 ∗ 0,1

0,6 + 1,0 + 0,1
= 0,4906 (4.21) 
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[81] also proposes the state of the art trust based methods for trust enhanced 

collaborative filtering. The corresponding trust enhanced recommendation algorithms 

are given in equations 4.22 and 4.23. 𝑅𝑇 denotes users in the trust set. The trust set is 

obtained by the corresponding algorithm in the following equations. 𝑡𝑎,𝑢  is the trust 

weight between users a and u. 𝑤𝑎,𝑢  denotes the rating pattern similarity of users a and u.  

TidalTrust based recommendation algorithm is referred as the trust based weighted 

mean in [81]. The trust set and trust weights are obtained by the TidalTrust propagation 

method. 

𝑇𝑖𝑑𝑎𝑙𝑇𝑟𝑢𝑠𝑡 − 𝑣𝑎,𝑖 =  
 𝑡𝑎,𝑢𝑣𝑢,𝑖
𝑘
𝑢∈𝑅𝑇

 𝑡𝑎,𝑢
𝑘
𝑢=1

 (4.22) 

The recommendation algorithm based on MoleTrust exchanges the similarity weight in 

PCC with trust weights.  

𝑀𝑜𝑙𝑒𝑇𝑟𝑢𝑠𝑡 − 𝑣𝑎,𝑖 =  𝑣𝑎   +
 𝑡𝑎,𝑢(𝑣𝑢,𝑖 − 𝑣𝑢   )𝑘
𝑢∈𝑅𝑇

 𝑡𝑎,𝑢
𝑘
𝑢=1

 (4.23) 

Another trust based recommendation is the Trust Based Filtering (TBF) method. The 

difference of this algorithm from the MoleTrust enhanced CF algorithm is that this 

algorithm expands the trusted users set with the users who have a similarity value above 

a predefined threshold. TBF method does not provide a propagation operator and it uses 

direct connections in the network to assess the trusted users set. 

𝑇𝐵𝐹 − 𝑣𝑎,𝑖 =  𝑣𝑎   +
 𝑡𝑎,𝑢(𝑟𝑢,𝑖 − 𝑣𝑢   )𝑘
𝑢∈𝑅𝑇+

 𝑡𝑎,𝑢
𝑘
𝑢=1

 (4.24) 

In summary, our main work is divided in three parts which successively build onto each 

other. The first part of our work is the Gaussian extension of the PLSA approach as the 

model based solution for the collaborative filtering problem. The second part is the 

regularization approach on GPLSA. In this part, the regularization approach for GPLSA 

is proposed which is original to this thesis. The third part is the usage of available trust 

based heuristics as the propagation operator for regularization.  
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CHAPTER 5 

5.  EXPERIMENTS AND EVALUATION 

This chapter is dedicated to the presentation of the methodology and results of the 

experiments. The methodology includes the experimentation settings, dataset 

specifications and the evaluation method. The experimentation is divided into three 

subsections. In the first subsection, the model based and memory based algorithm 

performances are compared. In the second subsection, performance results for the trust 

based methods are given. The third subsection is the overall comparison of the sole 

collaborative filtering methods, sole trust based methods and usage of trust based 

heuristics for network regularization on GPLSA. 

5.1. Experimentation Settings 

The recommendation process for the model based algorithms is shown in Figure 19. 

The model based algorithms are Gaussian PLSA and Gaussian PLSA with network 

regularization methods. 

 

Figure 19 – Model based recommendation process 

The recommendation process in Figure 20 is applied for the memory based algorithm, 

item based TopN recommendation algorithm. 
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Figure 20 – Memory based recommendation process 

We applied p-core processing at the data preprocessing step. The inputs to this step are 

user-item and user-user matrices. This operation aims to partition the dataset so that at 

least  each user and each item have at least p occurences. Then only the selected users‟ 

trust values are extracted from the user-user matrix.  

The next step is the addition of noise to data. In this step, we randomly separate  values 

from the dataset and set the separated variables as unobserved in the original matrix. To 

achieve this, for each user 𝑢𝑖 , we randomly pick K items 𝑖𝑟𝑎𝑛𝑑 1…𝑟𝑎𝑛𝑑𝐾  which have a 

declared vote by the user and remove that vote information, 𝑣𝑖,rand 1…randK  .  

An optional step before model training is the user normalization. In this optional step, 

users are normalized around their mean. The user normalization is applied for the 

different voting behaviours of users. The user normalization is explained in more detail 

in Section 4.2. 

Once the data is preprocessed and the test and training sets are obtained, the process 

continues with the model training step.  

The recommendation step requires the calculation of the rating probabilities given the 

user and the item. The output of this step are the estimated rating values for the 

seperated user-item matrix cells. 

The final step is the evaluation of recommendation results. The results are evaluated 

using minimum absolute error.  
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5.2. Performance Evaluation 

The performance evaluation step takes the real and predicted ratings, and outputs an 

overall recommendation accuracy. Our evaluation is the prediction accuracy on 

numerical rating values which are in a common range.  

The method used for measuring the accuracy of explicit rating predictions is  the 

minimum absolute error (MAE) which measures the mean of absolute difference 

between the actual (yi) and predicted (f(xi)) rating values.  

𝑀𝐴𝐸 =   
  𝑓 𝑥𝑖 − 𝑦𝑖  

𝑛
 (5.1) 

5.3.  Sole CF Experiment 

In this section, we experiment the model based collaborative filtering method, Gaussian 

PLSA, for the prediction of explicit ratings. The collaborative filtering algorithms are 

the memory based algorithm PCC, and the model based algorithm GPLSA.  

5.3.1. Sole CF Experiment Dataset 

Epinions [89] is a social networking site where users can comment on any product. It 

provides trust values between each user. There are many types of products like movies, 

songs, hardwares, softwares, appliances that can be commented on, which increase the 

sparsity. The dataset includes user-item rating data and user-user trust data. The rating 

data is composed of 𝑢𝑠𝑒𝑟İ-𝑖𝑡𝑒𝑚𝑗 -𝑟𝑎𝑡𝑖𝑛𝑔𝑛  triples defining the rating value 𝑟𝑎𝑡𝑖𝑛𝑔𝑛  that 

𝑢𝑠𝑒𝑟İ  has given to 𝑖𝑡𝑒𝑚𝑗 . The preprocessed dataset has 46914 users and 100922 items. 

The rating matrix has 523k rating statements. Rating value is an integer between 1 and 

5. The sparsity of rating matrix is: 

𝑆𝑝𝑎𝑟𝑠𝑖𝑡𝑦𝐸𝑝𝑖𝑛𝑖𝑜𝑛𝑠 ≅ 
523𝑘

47𝑘 ∗ 101𝑘
=  4,34 ∗ 10−4 (5.2) 

The sole CF experiments require only the rating matrix of the Epinions dataset. The 

rating matrix of the Epinions dataset is called Epinions-Rating in the experiment results. 
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The Netflix [90] dataset is also used to compare a multi-domain user-item matrix and a 

single domain user-item matrix. 

5.3.2. Sole CF Experiment Results 

Sole CF experiment includes  

 Results for GPLSA on Netflix and Epinions 

 Results for PCC on Netflix and Epinions 

 Comparison on GPLSA and PCC on Netflix and Epinions 

 

Figure 21 – The effect of noise level and number of topics on GPLSA@Netflix 

Figure 21 shows the performance of Gaussian PLSA performance on the Netflix 

dataset. The number of topics does not affect the performance of the algorithm 

significantly. As expected, MAE increases with the addition of noise, since the noise 

increases entropy. 
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Figure 22 – Effect of noise level and number of topics on GPLSA@Epinions-Rating 

In Figure 22, the Gaussian PLSA is applied on the user-item matrix of the Epinions 

dataset. MAE results of the Gaussian PLSA on Epinions dataset are higher than the 

experiment with the Netflix dataset. The main reason behind this result is the sparseness 

of Epinions dataset. Another reason for the diminished performance is that users may 

have varying rating policies for items under two different categories. As stated in 5.3.1, 

the Epinions dataset is a multi-domain dataset which provides various items from 

various categories. So, a user can give ratings for items in electronics category with 

mean 3 and variance 1.1, while the ratings observed for the items in books category are 

with mean 4 and variance 0.5. This case can also be observed for the different film 

categories but it is more likely in a dataset of multi domain. 

We also implemented PCC algorithm as a memory based algorithm and a baseline for 

our experiments. We observed the effect of noise and similarity thresholds of PCC on 

both Netflix and Epinions-rating datasets with MAE as the performance metric.  
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Figure 23 - Effect of noise level and similarity threshold on PCC@Netflix 

We observed that when PCC threshold is lower than 0.05, the algorithm cannot find 

neighbors for most of the users. So, we started the experiments with 0.05 similarity 

threshold. It is also observed in Figure 23 that the performance decreases after 0.2 

similarity threshold for all noise levels.  
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Figure 24 - Effect of noise level and similarity threshold on PCC@Epinions-Rating 

In Figure 24, we tested PCC results on Epinions-Rating matrix. We have stopped the 

experiment on 0.2 similarity threshold since the greater similarity values do not provide 

the relevant information for our experiment.  

In Figure 25 and Figure 26, we compare the results of the two CF algorithms. 
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Figure 25 – Comparison of PCC and GPLSA at Netflix dataset 

In Figure 25, it is observed that GPLSA outperforms PCC algorithm on all noise levels. 

The performance significance increases with the addition of noise, while the 

performance difference is insignificant in 5% and 10% noise levels. The outcome shows 

the sparsity handling capability of our model based CF algorithm GPLSA. 
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Figure 26 - Comparison of PCC and GPLSA at Epinions-Rating 

On Epinions-Rating dataset,which is sparser than Netflix, the sparsity handling 

capability difference between the two algorithms is observed more clearly (Figure 26).  

5.4. Trust Enhanced CF Methods 

In this part of the experiment, we show the results of the implemented trust based 

methods. MoleTrust algorithm performs a breadth first search for each user. We 

observed that MoleTrust performs best at depth 3, so we set the depth to 3 in  our 

experiments. The trust based filtering (TBF) algorithm uses similarity values assessed 

by PCC. So, the trust based filtering experiment includes the similarity threshold as a 

free parameter. TidalTrust algorithm is only experimented with respect to the noise 

ratio. This method, unlike MoleTrust and TBF, does not have an open parameter that 

should be experimentally set. The experiment results for trust enhanced CF methods are 

given in Figure 27, Figure 28 and Figure 29. 
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Figure 27 – Effect of noise on MoleTrust algorithm performance 

 

 

 

Figure 28 – Effect of noise and similarity threshold on Trust Based Filtering algorithm 
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Figure 29 – Effect of noise level on TidalTrust algorithm 

5.5. Network Regularization Experiment 

The network regularization is applied on the Gaussian PLSA algorithm. The state of the 

art trust based methods are applied as the core of the network regularization algorithm. 

5.5.1.  Network Regularization Dataset 

For this experiment, both the trust data and the rating data are used from the Epinions 

dataset. The trust network is used as an adjacency matrix in this experiment. We use the 

same rating matrix and obtain the user-user trust matrix where users are the same set of 

users in the rating matrix. 

5.5.2. Network Regularization Experiment Results 

In this experiment, an overall comparison of the methods given in the previous 

experiments and the network regularization method is given. For the trust network 

regularization method, the 𝛽 parameter which operates as the blending factor between 

the previous parameter values and the trust enhanced parameter values, is taken as 0,8 

(See Section 4.3). The similarity thresholds for the Trust Based Filtering algorithm and 
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the Trust Based Filtering enhanced network regularization method are taken as 0,1 

which is the best experimental value. 

 

Figure 30 – Overall comparison of methods 

5.6. Summary 

We firstly experimented the benefit of using model based GPLSA algorithm compared 

to a memory based algorithm. Figures 25 and 26 show the results of the first experiment 

on two datasets with different sparsity levels. It is seen that as the sparsity level 

increases with dataset and addition of noise, the performance of memory based method, 

GPLSA, decreases significantly less than the memory based baseline. In the second 

experiment we provided the results of our local trust metrics used to enhance 

collaborative filtering. The third experiment provides the overall comparison, shown in 

Figure 30. In this figure, the memory based and model based collaborative filtering 

5 10 15 20

PCC 1,2 1,32 1,43 1,53

Mole Trust 1,13 1,25 1,36 1,46

Trust Based Filtering @th=0.1 1,13 1,24 1,36 1,37

TidalTrust 1,2 1,22 1,32 1,41

GPLSA 0,94 1 1,1 1,13

GPLSA-MoleTrust 0,89 0,96 1,06 1,09

GPLSA-TidalTrust 0,88 0,94 1,06 1,1

GPLSA-TBF 0,86 0,91 1,05 1,09

0,8

0,9

1

1,1

1,2

1,3

1,4

1,5

1,6

M
e

an
 A

b
so

lu
te

 E
rr

o
r

Test Percent

Trust Based Methods

PCC

Mole Trust

Trust Based Filtering 
@th=0.1

TidalTrust

GPLSA

GPLSA-MoleTrust

GPLSA-TidalTrust

GPLSA-TBF



 

63 

 

methods, trust enhanced collaborative filtering methods and trust enhanced GPLSA 

regularization methods are compared. It is observed that the trust propagators are 

beneficial for regularizing GPLSA model parameters, which proves the main claim of 

this thesis. 
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CHAPTER 6 

6. CONCLUSION 

In this work, a method for the usage of collaborative and social trust data is proposed. 

The method is based on a variant of the PLSA model, namely Gaussian PLSA [67]. 

Network regularization efforts on PLSA model [5, 6, 25, 28, 29, 30, 32] are examined 

and a method for network regularization on the Gaussian PLSA model is proposed. 

With these improvements, it is shown that a model based collaborative filtering 

algorithm, Gaussian PLSA, can be accurately guided by the trust networks in a lower 

dimension level.  

In the first part of the experiments, the performance of a memory based algorithm based 

on the PCC metric is compared with the model based algorithm, Gaussian PLSA. The 

experiment is repeated on both the Epinions-Rating dataset and the Netflix dataset. It is 

observed that Gaussian PLSA always outperforms the baseline memory based 

algorithm. Another outcome of this experiment is the difference of the two methods in 

their sparsity handling capabilities. Gaussian PLSA is affected less from the addition of 

noise in both datasets compared to the memory based algorithm. On the Epinions-

Rating dataset which is sparser than the Netflix dataset, the difference in performance 

between the two algorithms is significantly higher. As a result, it is seen that the model 

based approach is less prone to sparsity, which is one of the most important problems in 

recommender systems. 

In the second part of the experiments, the results of the state of the art trust enhanced 

recommendation algorithms, MoleTrust, TidalTrust and Trust Based Filtering, as 

pointed out in [82], are tested. The Trust Based Filtering algorithm depends on a rating 

pattern similarity weight which is an additional parameter compared to MoleTrust and 
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TidalTrust. These methods are used as the trust based baseline methods in the overall 

experiments. 

Our final contribution, which is the choice of network regularization method, is tested 

using the state of the art local trust metrics as the core of the Gaussian PLSA network 

regularization method. The trust based filtering heuristic for GPLSA regularization is 

observed to improve the performance of GPLSA the most. 

There are many directions of research in which this thesis can be improved. The 

improvement opportunities are based on the choice of the probabilistic model, network 

regularization method for new probabilistic models and choice of different local trust 

metrics. 

The PLSA based model, Gaussian PLSA, is the basis of this thesis. The CF 

performance can be further improved by implementing the network regularization 

methods on other PLSA variants for the CF problem. To achieve this, the corresponding 

model‟s network regularization method needs to be implemented.  

Another possibility of improvement lies in using alternative base models to PLSA. 

Latent Dirichlet Allocation (LDA) model [13], which provides control on the risk of 

overfitting problem, is also a powerful technique and an alternative to PLSA model. But 

the theory behind LDA is different compared to the PLSA model and it requires a 

completely different network regularization method for parameter updating.  

Another dimension for our future work is the experimentation of other local trust 

metrics. Recent work on random walk methods for trust based collaborative filtering 

can be an interesting approach to consider for our network regularization method, 

although the random walk methods are proposed as a global trust metric. 
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