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BÜŞRA ATAMER

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR

THE DEGREE OF MASTER OF SCIENCE
IN

INDUSTRIAL ENGINEERING

JULY 2010



Approval of the thesis:

OPTIMAL PRICING AND PRODUCTION DECISIONS IN REUSABLE CONTAINER

SYSTEMS
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Signature :

iii



ABSTRACT

OPTIMAL PRICING AND PRODUCTION DECISIONS IN REUSABLE CONTAINER
SYSTEMS

Atamer, Büşra

M.S., Department of Industrial Engineering

Supervisor : Asst. Prof. Dr. İsmail Serdar Bakal

Co-Supervisor : Asst. Prof. Dr. Z. Pelin Bayındır

July 2010, 94 pages

In this study, we focus on pricing and production decisions in reusable container systems with

stochastic demand. We consider a producer that sells a single product to the customers in

reusable containers with two supply options: (i) brand-new containers (ii) returned containers

from customers. Customers purchasing the products may return the containers to the pro-

ducer to receive a deposit price. The return quantity depends on both customer demand and

the deposit price determined by the producer. Hence, the producer has the opportunity to ma-

nipulate the return quantity via the deposit price. The unit cost of filling brand-new containers

is different than the unit cost of refilling returned containers. We also consider resource re-

strictions on the production operations. Our setting represents certain hybrid manufacturing /

remanufacturing systems where (i) the producer collects and recovers his own products, (ii)

the producer supplies both brand-new and recovered products to his customers, and (iii) the

customers are indifferent between brand-new and recovered products. In this setting, we in-

vestigate the optimal pricing and production decisions in order to maximize the producer‘s

profit. Our approach utilizes non-linear optimization techniques. We characterize the opti-

mal acquisition fee and the optimal order quantity of brand-new containers analytically and
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investigate the effect of parameters with an extensive computational study.

Keywords: Closed-loop supply chain management, reverse logistics, acquisition manage-

ment, reusable containers, deposit-refund systems
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ÖZ

YENİDEN KULLANILABİLİR KONTEYNERLER İÇİN ÜCRETLENDİRME VE
ÜRETİM KARARLARI

Atamer, Büşra

Yüksek Lisans, Endüstri Mühendisliği Bölümü

Tez Yöneticisi : Yard. Doç. Dr. İsmail Serdar Bakal

Ortak Tez Yöneticisi : Yard. Doç. Dr. Pelin Bayındır

Temmuz 2010, 94 sayfa

Çalışmamızın amacı, yeniden kullanılabilir konteynerlerle üretim yapan sistemlerdeki ücretlendirme

ve üretim kararlarını incelemektir. Yeniden kullanılabilir konteynerlerle üretim yapan üreticilerin

konteynerleri tedarik etmek için iki seçeneği vardır: (i) tedarikçiden satın alınan yeni konteyn-

erler (ii) tüketicilerden üreticiye geri dönen konteynerler. Tüketiciler, ürünü yeniden kul-

lanılabilir bir konteyner içinde satın alırlar ve konteyneri iade ederek depozito ücretini geri al-

abilirler. Tüketicilerin kullandıkları konteynerlerden üreticiye geri dönenlerin sayısı önceden

kesin olarak belirlenemez; geri dönen miktar, talebe ve üreticinin belirlediği depozito ücretine

bağlıdır. Böylece üretici, depozito ücretini değiştirerek geriye dönen konteyner oranını ayarlaya-

bilir. Tedarikçiden satın alınan yeni bir konteynerle üretim yapmanın birim maliyeti ile

tüketicilerden üreticiye geri dönen bir konteynerle üretim yapmanın birim maliyeti birbirinden

farklıdır. Sistemdeki olası kaynak kısıtları nedeniyle ücretlendirme ve üretim kararlarının bir-

likte verilmesi gerekmektedir. Bu çalışmada kullandığımız yaklaşım, tedarikçilerden satın

alınan yeni ürünler ile tüketicilerden geri dönen ürünlerin bir arada kullanıldığı ve şu üç

temel özelliği taşıyan üretim sistemlerindeki kararlar için geçerlidir: (i) üretici sadece kendine

ait ürünleri tüketicilerden geri alır ve onları tekrar üretimde kullanır, (ii) üretici hem yeni
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ürünler hem de geri dönmüş ürünlerle hizmet verir, (iii) tüketiciler yeni alınmış ürünler ve geri

dönmüş ürünler arasında fark gözetmez. Bahsedilen kapsam çerçevesinde, üreticinin karını en

iyileyecek ücretlendirme ve üretim kararları incelenmiştir. Çözüm yaklaşımımızda doğrusal

olmayan en iyileme teknikleri kullanılmıştır. Depozito ücretinin ve sipariş verilmesi gereken

yeni konteyner miktarının en iyi değerleri analitik olarak gösterilmiştir. Parametrelerin karar

değişkenleri ve üreticinin karı üzerindeki etkileri kapsamlı bir deney çalışmasıyla incelenmiştir.

Anahtar Kelimeler: Kapalı devre tedarik zinciri yönetimi, tersine lojistik, yeniden kullanılabilir

konteynerler, depozitolu sistemler
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CHAPTER 1

INTRODUCTION

Closed-loop supply chains (CLSC) focus on taking back products from customers and recov-

ering added value by reusing the entire product, and/or some of its modules, components,

and parts (Guide and Wassenhove, 2009). That is, closed-loop supply chains include both

traditional forward and reverse supply chain activities and in these chains, different kinds of

recovery options are utilized. Guide and Wassenhove (2003) list closed-loop supply chain ac-

tivities as follows: (i) product acquisition, (ii) reverse logistics, (iii) test, sort and disposition,

(iv) recovery and (v) distribution and marketing activities. Product acquisition activities are

performed to collect used products from customers. Reverse logistics deal with the activities

to transport products from one supply chain node to another in the reverse sequence. Testing,

sorting and disposition activities are performed in order to classify used products according

to their quality and choose the best reusing alternative for these products. Recovery activities

are value adding recovery operations applied to the returned products, and they are performed

in different levels such as reusing, repairing, remanufacturing, recycling and disposing. Dis-

tribution and marketing operations are performed in order to manage corresponding activities

for refurbished products.

Product recovery activities mainly have three kinds of driving forces: economic, legislative,

and social and environmental. The producers perform recovery because recovered products

are economically profitable under certain conditions. In the United States, annual sales of

remanufactured products are estimated to be more than $50 billion (Guide and Wassenhove,

2003). Other than economical reasons, there are governmental legislations in many countries

which forces producers to engage in product recovery activities. Also, due to social and

environmental responsibilies, the producers perform recovery and consolidate their company

image.
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Closed-loop supply chain literature includes many studies in several research areas, such as

acquisition and distribution management, inventory control and production planning, supply

chain management, scheduling, pricing of recoverable products and cooperation and compe-

tition among supply chain parties.

According to the classification of de Brito and Dekker (2004), two kinds of recovery op-

erations are performed in closed-loop supply chains: process recovery and direct recovery.

Process recovery operations occur at different levels such as repairing, remanufacturing, re-

trieval, recycling and incineration (de Brito and Dekker, 2004). Yet, if the quality of returns

collected is as-good-as-new, products can be fed into market almost immediately through

reuse, resale and redistribution and these operations are called direct recovery operations (de

Brito and Dekker, 2004).

Reusing is a widely-used recovery option within direct recovery operation alternatives. One of

the earliest practices of reuse is reuse of containers. Reusable containers are durable packages

that protect the main product during its transportation through different nodes of supply chain.

Typical examples of reusable containers are glass bottles of beverages and glass jars of foods.

For instance, a beverage producer use glass bottles as reusable containers for packaging and

sells the beverage to his customers within these bottles. After the beverage is consumed, glass

bottles containing the beverage do not lose its function unless they are broken. So, many

beverage producers accept returned bottles in order to reuse them in their production. Hence,

reusable packaging materials can be utilized more than once. Since the producer pays for the

glass bottle for once but utilize it for several times, reusing containers is usually less costly.

Our goal in this thesis is to investigate the pricing and production decisions of a production

system where reusable containers are utilized. We consider a producer that sells a single

product to the customers in reusable containers with two supply options: brand-new con-

tainers and returned containers from customers. The producer purchases brand-new reusable

containers from an external supplier and use them in manufacturing operations; that is, he fills

them. The producer also acquires returned containers from customers by paying an acquisi-

tion fee, and perform remanufacturing operations; that is, he refills them. Since customers

are indifferent between buying filled or refilled products, he sells each product for the same

sales price. Our setting resembles to certain hybrid manufacturing / remanufacturing systems

where (i) the producer collects and recovers his own products, (ii) the producer supplies both

2



brand-new and recovered products to his customers, and (iii) the customers are indifferent

between brand-new and recovered products. Although we use a “reusable container system”

framework throughout the study, the models that we construct apply to such a manufacturing

/ remanufacturing framework as well.

The producer wants to maximize his profit with an effective production planning. Yet, quan-

tity of returns is generally neither constant nor deterministic; it depends on both customer

demand and the deposit price determined by the producer. Hence, the producer has the op-

portunity to manipulate the return quantity via the acquisition fee. Since only a proportion

of the containers return to the producer, he also has to decide on the order quantity of brand

new reusable containers to purchase. Filling and refilling options are carried out by utilizing

the same resources. Since there may be restrictions on the availability of these resources,

production and pricing decisions are to be made simultaneously for a synchronized reusable

container system.

In this study, we investigate the optimal pricing and production decisions in order to maxi-

mize the producer’s profit. We consider two different environmental settings: (i) unrestricted

resource capacity (ii) restricted resource capacity.

The rest of the study is organized as follows: In Chapter 2, we review the relevant literature

and define our problem. In Chapter 3, we consider the uncapacitated environment and char-

acterize the optimal acquisition fee and the optimal order quantity of brand-new containers;

and qualify the sensitivity of these decision variables in the cost parameters. The analysis in

Chapter 3 is extended to the capacitated environment in Chapter 4. Since all research ques-

tions can not be answered in the analysis in Chapter 3 and Chapter 4, a computational study

is conducted and results of this study are presented is Chapter 5. The study is concluded in

Chapter 6.
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CHAPTER 2

LITERATURE REVIEW AND PROBLEM DEFINITION

Within Industrial Engineering / Operations Research discipline, Closed-Loop Supply Chain

Management / Reverse Logistics is a rich research field with a significant number of studies on

major topics such as acquisition and distribution management, supply chain network design,

inventory control and production planning, lot sizing, competition and cooperation among

supply chain parties, forecasting and pricing product returns. In this chapter, we summarize

our review on the literature with respect to modeling returns in closed-loop supply chains.

Production systems in closed loop supply chains can be classified into two groups in terms

of operations performed by the producer: pure remanufacturing systems and hybrid man-

ufacturing / remanufacturing systems. In pure remanufacturing systems, the producer col-

lects reusable, remanufacturable or recyclable products from the market and recovers them

by performing required operations. In these systems, the producer does not supply brand-new

products to the market. Whereas, in hybrid systems, the producer performs both manufac-

turing and remanufacturing operations and provide both recovered and brand-new products

to the customers. In this thesis, our focus is on the reusable container systems where both

reused and brand-new containers are supplied by the producer. In this respect, we restrict our

literature review with the studies on hybrid systems.

In closed loop supply chains, two main drivers of the production are customer demand and

product returns. In these systems, modeling product returns is as complicated as modeling

customer demand. Returns may be deterministic or stochastic, may depend on customer

demand and/or sales, may depend on acquisition prices for deposit paid to the customers for

returns or the sales price of the product. The dynamics lying behind the returns are case

specific and understanding these dynamics requires detailed analysis.
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In the closed loop supply chain literature, there are different approaches to model product

returns. One approach is to assume that quantity of customer returns is an exogenous (deter-

ministic or random) parameter, and totally independent of other dynamics of the system. This

type of scheme is most suitable for return systems where the producer collects and recovers

products produced by not only himself but also other manufacturers, hence the dependency

of the return stream on the producer’s demand stream is weak. The focus of the studies fol-

lowing this approach is usually either tactical or operational; most of them are on production

planning and inventory control for recovery systems.

In our study, we consider a system where the producer collects the containers supplied by only

himself and our main issue is to investigate the acquisition fee and order quantity decisions; so

we exclude the studies which assume that customer returns are exogenous. Hence, we present

our literature review under two main headings: demand dependent returns and acquisition fee

dependent returns. In Table 2.1, a summary of environmental settings of reviewed literature

can be found.

2.1 Demand Dependent Returns

In modeling customer returns, one approach is to assume that quantity of customer returns

depend on customer demand. In this approach, returns are generally defined as a function of

demand and a fraction indicating the proportion of returns to customer demand is considered.

This modeling approach is suitable for the systems where the producer collects and recovers

products supplied by only himself. There are two areas of research that follows this approach.

The first area focuses on production and inventory planning problems, and the second area is

on forecasting studies.
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rö
m

(2
00

5)
X

X
X

X

Te
un

te
r(

20
01

)
X

X
X

X

Te
un

te
r(

20
04

)
X

X
X

X

6



2.1.1 Forecasting Demand Dependent Returns

Kelle and Silver (1989a) introduce one of the most comprehensive studies in the literature on

modeling and forecasting the returns of reusable containers. In this study, they develop four

different forecasting methods to estimate returns and net demand during the lead time. These

forecasting methods can be summarized as follows:

• Method 1: This simple method utilize the information on “the expected value and the

variance of the demand during lead time” and “the probability of each container eventu-

ally being returned”, both of which are assumed to be known parameters. The expected

return during lead time can be found by multiplying the probability that a container will

ever be returned and the expected value of demand during lead time.

• Method 2: In this method, more detailed information, “the actual issues during each

previous period” and “the probability of being returned in each forthcoming period for

any given container”, is utilized. The total lead time return from the previous issues can

be calculated with this method since the probabilities are assumed to be estimated and

the previous issues are observed and known.

• Method 3: In this method, in addition to the information on “the actual issues during

each previous period” and “the probability of being returned in each forthcoming period

for any given container” used in Method 2, “the amount returned up to and including

the present period from each previous issue” information is utilized. By considering

the issues returned up to present period, conditional return probabilities are defined and

updated accordingly so a more accurate method is obtained. Yet, using this method may

be very expensive in practice, because it requires to track every individual container.

• Method 4: This method utilizes the information on “the actual issues during each pre-

vious period” and “the probability of being returned in each forthcoming period for

any given container” as used in Method 2 and Method 3, but additionally it uses the

information on “the total amount returned in each previous period”. That is, instead of

using information gathered from tracking each individual container, the estimation can

be done with the information of aggregate returns.

In addition to introducing these methods, Kelle and Silver (1989a) evaluate and compare their

performance by a computational study. They use (i) mean positive and negative deviation to
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test bias, (ii) mean absolute deviation or standard deviation to measure variability and (iii)

histogram of deviation as performance measures. They observe that additional information

improves the forecasting performance and most of the benefit gained by utilizing the more

costly method of identifying and tracking each individual container (Method 3) is achieved by

utilizing only the more practical method of recording aggregate issues and aggregate returns

period by period (Method 2 and Method 4).

Goh and Varaprasad (1986) make the analysis of the life-cycle of reusable containers in order

to determine expected service life of reusable containers and develop an approach to analyze

past data and model the return process. They approach the problem by considering the return

pattern of a particular issue, which may consist of any proportion of new and used contain-

ers. The number of trips in the useful life of a container is estimated with the information

regarding the probability that a container will not be returned in a given trip. This probability

is calculated with the return pattern of a particular issue. They suggest that the return process

can be modeled by discrete linear transfer functions with past data of containers issued.

2.1.2 Inventory and Production Planning Studies Assuming Demand Dependent Re-

turns

The planning studies modeling returns as a function of the producer’s demand can be classified

into two: (i) tactical / operational level models considering returns as a parameter where the

producer is passively engaged in recovery options and does not have any effort in manipulating

the return stream, (ii) tactical / strategic level models where the return ratio is a decision

variable and the planning problem is tactical to strategic level.

There are a number of studies that extend the traditional EOQ problem to the recovery en-

vironment where the return rate is a fixed fraction of the demand rate. Teunter (2001) and

Teunter (2004) are examples of such studies. Tang and Grubbström (2005) extend these stud-

ies to the case where lead times are stochastic.

There are also a number of studies in which the demand rate is assumed to be stochastic and

return rate is assumed to be a parameter depending on the demand rate.

Kelle and Silver (1989b) deal with the purchasing policies for reusable containers where de-

mand and return rates are stochastic. They investigate the optimal purchasing policy of new
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reusable containers over a finite time horizon with the objective function of minimizing the

total purchasing and expected holding cost under the constraint of a specified service level.

They develop a stochastic model and reduce it to a deterministic, dynamic lot-sizing problem

by utilizing the probability of having a negative net demand. The net demand, the consumer

demand minus the number of returned containers, is critical for purchasing policy decisions;

and they model the cumulative net demand by utilizing the probability of a container never

being returned. The information required to find this probability is assumed to be estimated

by experimentation or aggregate statistical methods. Since the number of returns in any pe-

riod is assumed to be dependent upon the previous issues and recent returns, the net demand

is a random variable with a time-varying distribution.

Kiesmüller and Van der Laan (2001) investigate an inventory model for a single reusable

product. They assume that the random returns to the system depend on the demand stream.

They introduce a constant parameter which is the probability of an item being lost because

a customer has not returned it to the manufacturer after use. Additionally, they introduce

another constant parameter which is the probability that a returned item being not remanufac-

tured because of poor quality, and disposed. Hence, the number of remanufactured items that

enter the serviceable inventory in a period depends on both the probability of an item return-

ing to the producer and the probability that a returned item is remanufactured. Demands per

period are assumed to be independent and follow a Poisson distribution, whereas the returns

in a period are assumed to be dependent on the demand parameter with a time lag which is

a given number of periods. It is shown that the number of returns entering the serviceable

inventory in a period follows Poisson distribution with the parameter defined as the multipli-

cation of expected demand rate and the probability of entering the serviceable inventory for

any container. The results show that using the information about the dependence between the

demand and return processes generally decreases the average relevant costs.

The second stream of research that considers demand dependent returns takes return rate as a

decision variable.

Bayindir et al. (2003) investigate the benefits of utilizing returns in a hybrid manufacturing

/ remanufacturing system where customer demand is stochastic. In the long-run, a fraction

of the end products that complete their lifetime return to the system; that is, a fraction of the

customer demand is satisfied by the remanufactured items. They consider the return ratio as a
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decision variable. They model the production environment and useful lifetime of the product

as a queuing network. For this production environment, long-run average expected cost is

minimized by determining the order-up to levels for the end item and the return ratio.

Dobos and Richter (2003) investigate a production / recycling system where customer demand

and return rates are deterministic and stationary. They consider the EOQ environment with

recovery and define return rate as a fraction of the constant demand rate; and this fraction

is called “marginal return rate”. They find the optimal levels of marginal return rate as well

as marginal recycling rate, length of production and recycling cycles and production and

recycling lot sizes in order to minimize EOQ-related costs.

2.2 Price Dependent Returns

Another approach used in modeling customer returns defines returns as a function of sales

price, acquisition fee or refund paid to customers by the producer. Most of the studies in this

group consider tactical to strategic level decision of determining the optimal acquisition fee

in a single period setting.

2.2.1 Forecasting Price Dependent Returns

In order to reduce customers’ risk and to effectively compete against stores that have merchan-

dise on display, direct marketers offer generous return policies. Hess and Mayhew (1997)

highlight these policies and deal with modeling direct marketing returns. In order to accu-

rately estimate direct marketing returns, they propose a split adjusted hazard rate model as an

alternative to simple regression return modeling approaches. Both time-to-return and return

rate are assumed to depend on sales prices, and hazard models are constructed accordingly.

They show the robustness of split adjusted hazard models on an example data of actual returns

from an apparel direct marketer.

2.2.2 Inventory and Production Planning Studies Assuming Price Dependent Returns

Guide et al. (2003) deal with product acquisition management problems in a remanufacturing

environment to maximize the remanufacturer’s profit. In this environment, the profitability of
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remanufacturing operations depends on the quantity and quality of returned items and they

assume that the quantity and quality of returns can be manipulated by quality-dependent ac-

quisition prices. They model returns as an increasing deterministic function of acquisition

fee and define customer demand as a deterministic function of selling price. They assume

that return rates are independent of sales or demand rates. In order to maximize profits from

remanufacturing, they determine optimal acquisition and selling prices in a single period set-

ting.

Mukhopadhyay and Setoputro (2004) investigate optimal price and return policies for reverse

logistics in e-business. Since the customers do not have the chance of physical inspection

when they buy a product from e-tailers, the likelihood that customers will have some dissatis-

faction with the product increases. Consequently, e-tailers offer generous return policies; and

modeling demand and return functions are critical in these systems. In this study, Mukhopad-

hyay and Setoputro develop a model to determine optimal price and return policies to maxi-

mize e-tailer’s profit. They define a simple supply chain and flow of payments as following:

When customer buys a product from e-tailer, pays its selling price; if customer decides the

return the product, the e-tailer gives the refund amount to the customer back. They formulate

the demand for the products as a linear function of both sales price and refund paid to the

customer; whereas they model the return function only dependent on refund.

2.3 Problem Definition

In this study, we consider a producer that sells a single product. The producer has two supply

options: (i) Brand-new items (ii) Returns from customers. Below, we describe the prob-

lem environment in detail by focusing on a “reusable container system” where the producer

supplies the product to the customers in reusable containers. Typical examples of reusable

containers are glass bottles and jars used in beverage and food production. The containers can

be either purchased as “brand-new” or supplied from customer returns. It should be noted that

although we use a “reusable container system” framework throughout the study, the models

that we construct also apply to a more general manufacturing / remanufacturing framework

as well.

In reusable container systems, the producer performs both filling and refilling operations and
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sells his products with reusable containers. He purchases brand-new reusable containers from

an external supplier and fills them; that is, he manufactures them. The producer also acquires

returned containers from customers by paying acquisition fee and he refills them; that is, he

remanufactures them. Customers are indifferent between buying filled or refilled products.

Filling and refilling operations include different steps; for instance, returned containers re-

quire cleaning whereas brand-new containers do not. Hence, unit filling and refilling costs

are non-identical. Both operations are carried out in the same facility; that is, they share same

resources and consume the same capacity. Figure 2.1 depicts the flow of material and pay-

ments; the dashed lines show material flow and the solid lines show flow of payments among

three entities of the supply chain.

Figure 2.1: Flow of Material and Payments in Reusable Container Systems

The producer pays purchasing cost to the supplier to buy brand-new reusable containers and

pays acquisition fee to the customer to take the returned reusable containers back. The pro-

ducer also pays operational cost of manufacturing and remanufacturing to produce the prod-

ucts with reusable containers. In the revenue side of the system, the producer sells the products

with reusable containers to the customers in exchange of selling price.
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Our main research objective is to investigate pricing and production decisions in reusable

container systems and the critical issues considered in these investigations are as follows:

• Acquisition fee dependency of the return stream

• Demand dependency of the return stream

• Common resource usage in reusable container systems

In order to address these critical issues properly, we consider a stylized model of the above

environment in a single period context. Below we discuss the major assumptions of our

model.

Customer demand is stochastic and the sales price is assumed to be exogenous, i.e., cannot

be controlled by the producer. In Section 2.1 and 2.2, we explain that the return process is

modeled in many different ways in the literature. In our study, we define returns perfectly

correlated with realized demand: a fraction of realized demand returns to the system. It is

expected that returns of containers are positively correlated with the demand for the prod-

ucts; but, perfect correlation between these two streams is our further simplification. In the

literature, there are studies where returns are assumed to be a fraction of stochastic demand.

Fleischmann et al. (2002) and Kiesmüller et al. (2001) assume perfect correlation between

stochastic return and demand streams; and define the mean of item returns as a fraction of the

mean of demand. Mostards et al. (2005, 2006) also uses perfect correlation assumption and

defines the mean of net demand (“gross demand” minus “resalable returns”) as a fraction of

mean of gross demand.

In addition, we consider the case where all returned containers can be reused and the producer

can manipulate quantity of returns by acquisition fee. Hence, by manipulating the acquisi-

tion fee, the producer can control return fraction, so the quantity of the customer returns.

The producer should also determine the order quantity of brand-new reusable containers.

Furthermore, we incorporate capacity restrictions on the manufacturing and remanufacturing

operations. Hence, production and pricing decisions are to be made simultaneously for a

synchronized reusable container system.

Within the setting explained above, our objective is to maximize the expected profit of the

producer. The sequence of events in this setting are as follows and the notation used is sum-
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Table 2.2: Notation Used

Decision Var.s
Q: Order quantity of brand-new reusable containers
f : Unit acquisition fee of returned reusable containers
γ( f ): Fraction of reusable containers returned for a given value of f ≥ 0
r(γ( f ),D): Quantity of returned containers for a given value of D ≥ 0 and γ( f ) ≥ 0

Parameters
D: Demand realized for products with reusable containers
g(x): General probability distribution function of customer demand
G(x): General cumulative distribution function of customer demand
p: Unit sales price of products with reusable containers
cn: Unit cost of purchasing brand-new reusable containers
cr: Unit cost of using (filling, manufacturing) brand-new reusable containers
c f : Unit cost of reusing (refilling, remanufacturing) returned containers
C: Available capacity for manufacturing and remanufacturing operations

marized in Table 2.2:

• Order quantity of brand-new reusable containers, Q, and the unit acquisition fee, f , are

determined. Total purchasing cost of brand-new reusable containers cnQ is incurred.

• Demand, D, and returns, γD, are realized. Total acquisition cost for returned containers

fγ( f )D is incurred.

• The producer determines quantity of brand new containers to be filled, M ≤ Q and the

quantity of returned containers to be refilled, R ≤ γD, to satisfy the demand without

exceeding the total capacity, i.e., M + R ≤ C. Note that since the demand has already

been realized, the producer never produces more than realized demand, i.e, M + R ≤ D.

• Total cost of filling cr M and refilling c f R are incurred. A total revenue of p(M + R) is

received where p > c f and p > cn + cr.

Note that γ( f ) is the fraction of reusable containers returned which is assumed to be an in-

creasing, concave function of f . That is,
dγ( f )

d f
= γ′( f ) ≥ 0 and

d2γ( f )
d f 2 = γ′′( f ) ≤ 0. γ( f ) is

equal to 0 only when f is equal to 0. When f takes a positive finite value, 0 < γ( f ) < 1. In

the following steps of the analysis, we study with a closed form function γ( f ) and show it as

γ for the sake of brevity.
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In this study, the decision problem is to determine f and Q to maximize producer’s expected

profit within the environment setting described. In Chapter 3, the problem is investigated for

an uncapacitated environment, whereas in Chapter 4, the study is extented to a capacitated

setting.

Our main research questions are as follows:

• What are the optimal levels of acquisition fee and order quantity of brand-new contain-

ers in order to maximize the producer’s profit?

• What are the effect of cost and demand parameters on the optimal levels of decision

variables and the optimal expected profit?

• What is the effect of a restriction in production capacity on the optimal levels of decision

variables and the optimal expected profit?

• How much does the producer’s expected profit improve due to utilization of returns?

The optimal levels of acquisition fee and order quantity of brand-new containers are analyti-

cally investigated for the uncapacitated setting in Chapter 3 and for the capacitated setting in

Chapter 4. The effect of cost parameters on optimal decisions is shown for the uncapacitated

setting in Chapter 3. The effect of a restriction on production capacity on the optimal levels

of the acquisition fee and order quantity of brand-new containers is investigated in Chap-

ter 4. Yet, for the other research questions, analytical investigation is not possible, so these

questions are investigated in Chapter 5 with an extensive computational study.
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CHAPTER 3

ANALYSIS OF THE REUSABLE CONTAINER SYSTEMS -

THE UNCAPACITATED CASE

In this chapter, we consider the reusable container systems with unlimited production capacity

and investigate the following research issues analytically:

• What are the optimal levels of acquisition fee and order quantity of brand new contain-

ers to maximize the producer’s expected profit?

• What are the effect of cost parameters on the optimal levels of decision variables?

The sequence of events in this setting are as follows:

• Order quantity of brand-new reusable containers, Q, and the unit acquisition fee, f , are

determined. Total purchasing cost of brand-new reusable containers cnQ is incurred.

• Demand, D, and returns, γD, are realized. Total acquisition cost for returned containers

fγD is incurred.

• The producer determines quantity of brand new containers to be filled, M ≤ Q and the

quantity of returned containers to be refilled, R ≤ γD, to satisfy the demand. Note that

since the demand has already been realized, the producer never produces more than

realized demand, i.e, M + R ≤ D.

• Total cost of filling cr M and refilling c f R are incurred. A total revenue of p(M + R) is

received.

In order to characterize the optimal solution, we employ a two-stage modeling approach.

First, we solve the second stage problem to determine the optimal production levels using
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new containers, M, and returned containers, R, given the first stage decisions and the demand

realization. Then, we incorporate this solution to the first stage problem and solve it for

optimal levels of Q and f .

The second stage problem can be stated as:

Maximize π(M,R) = p(M + R) − cr M − c f R (3.1)

subject to

M + R ≤ D (3.2)

M ≤ Q (3.3)

R ≤ γD (3.4)

M ≥ 0 (3.5)

R ≥ 0 (3.6)

Objective function (3.1) consists of total revenue gained, p(M + R), total cost of using new

containers, cr M, and total cost of reusing returned containers, c f R. Note that the total pur-

chasing cost of new containers, cnQ, and total acquisition cost of returned containers, fγD are

not affected by the second stage decisions, hence they are excluded in the objective function.

Constraint (3.2) ensures that total number of new containers filled and returned containers

refilled does not exceed demand. Constraint (3.3) indicates that the level of production using

new containers cannot exceed the quantity of new containers purchased. Similarly, Constraint

(3.4) ensures that the level of production with returned containers are less than or equal to the

quantity of returns. Constraint (3.5) and Constraint (3.6) are non-negativity constraints for M

and R, respectively.

The profit function of the second stage problem is linear in decision variables M and R. Then

the optimal solution is intuitive: Either M or R will have a priority over the other in satis-

fying the demand, depending on their corresponding profit margins, i.e., p − cr and p − c f

respectively. If reusing a returned container is cheaper, that is if c f < cr, R should be set to

its highest possible value, and then the remaining demand should be covered by M as much

as the other constraints allow. Whereas, if using a brand new container is cheaper, that is if

cr < c f , M should be set to its highest possible value, and then the remaining demand, if any,
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should be covered by R. An illustrative example showing the feasible region (shaded area)

and the candidate solutions (black dots) of the second stage problem can be seen in Figure 3.1.

In this example, demand realization is less than the total supply on hand; so, depending on the

profit margins of two supply options, the producer either produces Q brand-new containers

and D − Q returned containers, or D − γD brand-new containers and γD returned containers.

Figure 3.1: Illustrative Graphical Solution for the Second Stage Problem

Since the optimal decisions in Stage 2 depend on whether cr > c f or not, these two cases

are analyzed separately for the first stage. In Section 3.1 we analyze the case where reusing

a returned container is cheaper and in Section 3.2, we analyze the other case where using a

brand new container is cheaper.

3.1 P1: Reusing a Returned Container is Cheaper (c f < cr)

In this case, for any realization of demand, returns are utilized to the fullest extent since they

are the cheaper option. Proposition 3.1 characterizes the optimal production quantities given

the first stage decisions, Q and f , and the demand realization, D.

Proposition 3.1 When c f < cr, the optimal production quantities given the first stage de-

cisions, Q and f , and the demand realization, D, the optimal production quantities are as

follows:
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(M∗,R∗|D) =

 (Q, γD) if Q + γD < D

(D − γD, γD) if Q + γD > D

Proof. If Q + γD < D, the demand can not be met in full and Constraint (3.2) is non-binding.

Then, R is set to γD according to Constraint (3.4). By Constraint (3.3) M is set to Q. Hence,

we have the optimal solution (M∗,R∗) = (Q, γD).

If Q + γD > D, the demand can be met in full and Constraint (3.2) is binding. Then, R is set

to γD according to Constraint (3.4). By Constraint (3.2) M is set to D − γD. Hence, we have

the optimal solution (M∗,R∗) = (D − γD, γD). �

As characterized in Proposition 3.1, the second stage optimal decisions depend on the demand

realization and the values of decision variables determined in the first stage. Given the demand

realization, the profit of the first stage can be expressed as follows:

π(Q, f |D) =

 pD − cr(D − γD) − cnQ − c fγD − fγD if Q + γD > D

p(Q + γD) − crQ − cnQ − c fγD − fγD if Q + γD < D

Note that regardless of the demand realization, the producer pays cnQ for purchasing brand-

new containers and fγD for the acquisition of returns. Furthermore, since all returns are used

in production, the refilling cost is c fγD. If Q + γD > D or equivalently D < Q/(1 − γ),

all demand is satisfied and the sales revenue is pD. In this case D − γD of the brand-new

containers are used and filling cost is cr(D − γD). If Q + γD < D, or equivalently D >

Q/(1 − γ), all supply is used to satisfy the demand. Hence the sales revenue is p(Q + γD) and

filling cost is crQ.

Based on these observations, the first stage problem can be expressed as follows:

[P1] : Maximize π(Q, f ) = p

Q
1−γ∫
0

xg(x)dx + p

∞∫
Q

1−γ

(Q + γx)g(x)dx − cr

Q
1−γ∫
0

(1 − γ)xg(x)dx

−cr

∞∫
Q

1−γ

Qg(x)dx − cnQ − ( f + c f )γE(X)

subject to

Q ≥ 0

f ≥ 0
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Proposition 3.2 The optimal solution to P1 is the unique non-negative solution to ∂π(Q, f )/∂Q =

0 and ∂π(Q, f )/∂ f = 0.

Proof. The first and second order derivatives of π(Q, f ) with respect to f and Q are:

∂π(Q, f )
∂Q

= (p − cr)
(
1 −G

(
Q

1 − γ

))
− cn (3.7)

∂π(Q, f )
∂ f

= γ′cr

Q
1−γ∫
0

xg(x)dx + γ′p

∞∫
Q

1−γ

xg(x)dx − E(X)((c f + f )γ′ + γ) (3.8)

∂2π(Q, f )
∂Q2 =

cr − p
1 − γ

g
(

Q
1 − γ

)
(3.9)

∂2π(Q, f )
∂ f 2 = γ′′cr

Q
1−γ∫
0

xg(x)dx + γ′′p

∞∫
Q

1−γ

xg(x)dx + γ′
(
(cr − p)

(
Q2γ′

(1 − γ)3

)
g
(

Q
1 − γ

))

−E(X)((c f + f )γ′′ + 2γ′) (3.10)

The determinant of the Hessian matrix for π(Q, f ) where ∂π(Q, f )/∂Q = 0 and ∂π(Q, f )/∂ f =

0 is:

|H| =
(cr − p)E(X) (γ′′γ − 2γ′γ′)

(1 − γ)γ′
g
(

Q
1 − γ

)

The second order derivatives of π(Q, f ), Equation (3.10) and Equation (3.9) are negative on

the stationary points, where the first order derivatives, Equation (3.7) and Equation (3.8) are

equal to 0 for all non-negative Q and f values. Additionally, the determinant of the Hessian

matrix on the stationary points of π(Q, f ) is positive for all non-negative Q and f values.

Hence the expected profit function of P1, π(Q, f ) is unimodal and has a unique maximum on

∂π(Q, f )/∂Q = 0 and ∂π(Q, f )/∂ f = 0 (Demidenko, 2004).

When we analyze first order conditions of π(Q, f ), we see the followings:

∂π(Q, f )
∂Q

|Q=0 = p − cr − cn > 0 (3.11)

∂π(Q, f )
∂Q

|Q→∞ = −cn < 0 (3.12)

∂π(Q, f )
∂Q

| f =0 = γ′cr

Q∫
0

xg(x)dx + γ′p

∞∫
Q

xg(x)dx − c fγ
′E(X) > 0 (3.13)

∂π(Q, f )
∂Q

| f→∞ =
(
γ′(cr − c f − f ) − 1

)
E(X) < 0 (3.14)
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Inequalities (3.11), (3.12), (3.13) and (3.14) show that there is a unique non-negative solution

for Q and f satisfying ∂π(Q, f )/∂Q = 0 and ∂π(Q, f )/∂ f = 0. Since the objective function of

P1 has a unique maximum, the unique non-negative solution (Q, f ) to ∂π(Q, f )/∂Q = 0 and

∂π(Q, f )/∂ f = 0 is the optimal solution to P1. �

3.2 P2: Using a Brand New Container is Cheaper (c f > cr)

If c f > cr, the producer will use brand-new containers first to satisfy the demand. Using this

property, Proposition 3.3 characterizes the optimal production quantities given the first stage

decisions, Q and f , and the demand realization, D.

Proposition 3.3 When c f > cr, the optimal production quantities given the first stage de-

cisions, Q and f , and the demand realization, D, the optimal production quantities are as

follows:

(M∗,R∗|D) =


(D, 0) if Q + γD > D and Q > D

(Q,D − Q) if Q + γD > D and Q < D

(Q, γD) if Q + γD < D

Proof. If Q + γD > D and Q > D, the demand can be met in full and Constraint (3.2) is

binding. Then, M is set to D according to Constraint (3.2). Since total demand is satisfied

only with new containers, R is set to 0. Hence we have the optimal solution (M∗,R∗) = (D, 0).

If Q + γD > D and Q < D, the demand can be met in full and Constraint (3.2) is again

binding. Then, M is set to Q according to Constraint (3.3). By Constraint (3.2), R is set to

D − Q. Hence we have the optimal solution (M∗,R∗) = (Q,D − Q).

If Q + γD < D, the demand can not be met in full and Constraint (3.2) is non-binding. Then,

M is set to Q according to Constraint (3.3). By Constraint (3.4), R is set to γD. Hence, we

have the optimal solution (M∗,R∗) = (Q, γD). �

As characterized in Proposition 3.3, the second stage optimal decisions depend on the demand

realization and the values of decision variables determined in the first stage. Given the demand
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realization, the profit of the first stage can be expressed as follows:

π(Q, f |D) =


pD − crD − cnQ − fγD if Q > D

pD − crQ − cnQ − c f (D − Q) − fγD if Q < D and Q + γD > D

p(Q + γD) − crQ − cnQ − c fγD − fγD if Q + γD < D

Note that, regardless of the demand realization, the producer pays cnQ for purchasing brand-

new containers and fγD for the acquisition of returns. If D < Q, all demand is satisfied with

brand-new containers and the producer does not perform refilling. In that case, he earns a

revenue of pD and pays only a filling cost of crD. If D > Q and Q + γD > D, or equivalently

Q < D < Q/(1 − γ), all demand is again satisfied and all brand-new containers on hand are

utilized to the fullest extent. In that case, the producer earns a revenue of pD from sales

and pays a filling cost of crQ. D − Q amount of the demand is satisfied with returns, so the

producer pays a refilling cost of c f (D − Q). If Q + γD < D or equivalently D > Q/(1 − γ),

all supply is used to satisfy the demand. Hence, the producer earns a revenue of p(Q + γD)

from sales, pays a filling cost of crQ from using brand new containers in production and pays

a refilling cost of c fγD from reusing returned containers.

Based on these observations, the first stage problem can be expressed as follows:

[P2] : Maximize π(Q, f ) = p

Q
1−γ∫
0

xg(x)dx + p

∞∫
Q

1−γ

(Q + γx)g(x)dx − cr

Q∫
0

xg(x)dx

−cr

∞∫
Q

Qg(x)dx − c f

Q
1−γ∫

Q

(x − Q)g(x)dx − c f

∞∫
Q

1−γ

γxg(x)dx

−cnQ − fγE(X)

subject to

Q ≥ 0

f ≥ 0

Proposition 3.4 The optimal solution to P2 is the unique non-negative solution to ∂π(Q, f )/∂Q =

0 and ∂π(Q, f )/∂ f = 0.
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Proof. The first and second order derivatives of π(Q, f ) with respect to Q and f are:

∂π(Q, f )
∂Q

= p − cn − cr + (cr − c f )G(Q) − (p − c f )G
(

Q
1 − γ

)
(3.15)

∂π(Q, f )
∂ f

= (p − c f )γ′
∞∫

Q
1−γ

xg(x)dx − (γ + fγ′)E(X) (3.16)

∂2π(Q, f )
∂Q2 = (cr − c f )g(Q) −

(
p − c f

1 − γ

)
g
(

Q
1 − γ

)
(3.17)

∂2π(Q, f )
∂ f 2 = (p − c f )γ′′

∞∫
Q

1−γ

xg(x)dx − (p − c f )γ′
(

Q2γ′

(1 − γ)3

)
g
(

Q
1 − γ

)

−E(X)(2γ′ + fγ′′) (3.18)

The determinant of the Hessian matrix for π(Q, f ) where ∂π(Q, f )/∂Q = 0 and ∂π(Q, f )/∂ f =

0 is:

|H| =

(
(cr − c f )g(Q) −

(
p − c f

1 − γ

)
g
(

Q
1 − γ

)) (
E(X)

(
γ′γ

γ′
− 2γ′

))
−(cr − c f )(p − c f )

(
Q2(γ′)2

(1 − γ)3

)
g(Q)g

(
Q

1 − γ

)

The second order derivatives of π(Q, f ), Equation (3.17) and Equation (3.18) are negative on

the stationary points, where the first order derivatives, Equation (3.15) and Equation (3.16) are

equal to 0 for all non-negative Q and f values. Additionally, the determinant of the Hessian

matrix on the stationary points of π(Q, f ) is positive for all non-negative Q and f values.

Hence the expected profit function of P2, π(Q, f ) is unimodal and has a unique maximum on

∂π(Q, f )/∂Q = 0 and ∂π(Q, f )/∂ f = 0 (Demidenko, 2004).

When we analyze first order conditions of π(Q, f ), we see the followings:

∂π(Q, f )
∂Q

|Q=0 = p − cr − cn > 0 (3.19)

∂π(Q, f )
∂Q

|Q→∞ = −cn < 0 (3.20)

∂π(Q, f )
∂Q

| f =0 = γ′(p − c f )

∞∫
Q

xg(x)dx > 0 (3.21)

∂π(Q, f )
∂Q

| f→∞ = (−γ′ f − 1)E(X) < 0 (3.22)

Inequalities (3.19), (3.20), (3.21) and (3.22) show that there is a unique non-negative solution

for Q and f satisfying ∂π(Q, f )/∂Q = 0 and ∂π(Q, f )/∂ f = 0. Since the objective function of
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P2 has a unique maximum, the unique non-negative solution (Q, f ) to ∂π(Q, f )/∂Q = 0 and

∂π(Q, f )/∂ f = 0 is the optimal solution to P2. �

Propositions 3.2 and 3.4 show that the optimal acquisition fee, f ∗ is always non-zero under

the stated assumptions, i.e, the producer always collects some used containers. In the case

that the refilling option has a cost advantage over the filling option, this result is trivial. On

the other hand, the fact that the producer is engaged in some refilling even if it is disadvanta-

geous with respect to unit costs can be explained by the dependency of returns on the realized

demand. Since high (low) values of demand realization indicate high (low) values of returns,

refilling is used as an option to reduce the effect of uncertainty of demand in such cases. The

effect of uncertainty of demand on the optimal acquisition fee is further investigated in the

computational study presented in Chapter 5.

3.3 Analytical Findings for the Optimization Model

In this section, we characterize the effects of changes in cost parameters, c f , cn and cr, on the

optimal acquisition fee and order quantity of brand-new containers. Let Q∗ and f ∗ denote the

optimal order quantity of brand-new containers and the optimal acquisition fee, respectively.

Proposition 3.5 Q∗ is non-decreasing and f ∗ is non-increasing in c f .

Proof. We first consider the case where c f < cr. For expositional clarity, let Q′ = ∂Q∗(c f )/∂c f

and f ′ = ∂ f ∗(c f )/∂c f .

Taking implicit derivative of ∂π(Q, f )/∂Q = 0 with respect to c f , we get:

Q′(1 − γ) + f ′γ′Q
(1 − γ)2 g

(
Q

1 − γ

)
= 0

Q′(1 − γ) + f ′γ′Q = 0 (3.23)

From Equation (3.23), we observe that Q′ and f ′ should have opposite signs since (1 − γ), Q

and γ′ are non-negative.

From ∂π(Q, f )/∂ f = 0, we have:

cr

Q
1−γ∫
0

xg(x)dx + p

∞∫
Q

1−γ

xg(x)dx = E(X)(c f + f ) +
E(X)γ
γ′

(3.24)
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Taking implicit derivative of ∂π(Q, f )/∂ f = 0 with respect to c f , we get:

f ′γ′′cr

Q
1−γ∫
0

xg(x)dx + f ′γ′′p

∞∫
Q

1−γ

xg(x)dx − E(X)
(
(1 + 2 f ′)γ′ + (c f + f ) f ′γ′′

)

+γ′(cr − p)
(

Q′(1 − γ) + f ′γ′Q
(1 − γ)2

) (
Q

1 − γ

)
g
(

Q
1 − γ

)
= 0 (3.25)

Plugging (3.23) and (3.24) in Equation (3.25), we get:

f ′γ′′E(X)(c f + f ) + f ′γ′′
E(X)γ
γ′

− E(X)
(
(1 + 2 f ′)γ′ + (c f + f ) f ′γ′′

)
= 0

f ′γ′′
E(X)γ
γ′

− E(X)γ′(2 f ′ + 1) = 0 (3.26)

Equation (3.26) cannot hold if f ′ ≥ 0, thus f ′ < 0. Since Q′ and f ′ should have opposite

signs, Q′ > 0.

Next, we repeat our analysis for the case where c f > cr.

Taking implicit derivative of ∂π(Q, f )/∂Q = 0 with respect to c f , we get:

(cr − c f )g(Q)Q′ −G(Q) − (p − c f )
Q′(1 − γ) + f ′γ′Q

(1 − γ)2 g
(

Q
1 − γ

)
+ G

(
Q

1 − γ

)
= 0 (3.27)

(cr − c f )g(Q)Q′ − (p − c f )
Q′(1 − γ) + f ′γ′Q

(1 − γ)2 g
(

Q
1 − γ

)
< 0 (3.28)

From Equation (3.28), we observe that both Q′ and f ′ cannot be negative since (p − c f ),

(1 − γ), Q and γ′ are non-negative and (cr − c f ) is non-positive.

From ∂π(Q, f )/∂ f = 0 we have

∞∫
Q

1−γ

xg(x)dx =
E(X)(γ + fγ′)

(p − c f )γ′
(3.29)

Taking implicit derivative of ∂π(Q, f )/∂ f = 0 with respect to c f , we get:

(
(p − c f ) f ′γ′′ − γ′

) ∞∫
Q

1−γ

xg(x)dx − γ′
(
(p − c f )

(
Q′(1 − γ) + f ′γ′Q

(1 − γ)2

) (
Q

1 − γ

)
g
(

Q
1 − γ

))

−E(X)
(
2 f ′γ′ + f f ′γ′′

)
= 0 (3.30)
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Plugging (3.29) in Equation (3.30) we get:

E(X)
(

f ′
(
γγ′′

γ′
− 2γ′

)
−

(γ + fγ′)
p − c f

)
−γ′

(
(p − c f )

(
Q′(1 − γ) + f ′γ′Q

(1 − γ)2

) (
Q

1 − γ

)
g
(

Q
1 − γ

))
= 0 (3.31)

From (3.31), we observe that both Q′ and f ′ can not be positive since (p− c f ), (1− γ), Q and

γ′ are non-negative and γ′′ is non-positive.

From Equation (3.27) we get:

(p − c f )
Q′(1 − γ) + f ′γ′Q

(1 − γ)2 g
(

Q
1 − γ

)
= (cr − c f )g(Q)Q′ −G(Q) + G

(
Q

1 − γ

)
(3.32)

Plugging (3.32) in Equation (3.31), we get:

E(X)
(

f ′
(
γγ′′

γ′
− 2γ′

)
−

(γ + fγ′)
p − c f

)
−γ′

(
Q

1 − γ

) (
(cr − c f )g(Q)Q′ −G(Q) + G

(
Q

1 − γ

))
= 0 (3.33)

Suppose the case where Q′ is negative and f ′ is positive. That case contradicts with Equation

(3.33) since (p−c f ), (1−γ), f , Q and γ′ are non-negative, and γ′′ and (cr−c f ) are non-positive.

Due to Inequality (3.28), Equation (3.31) and the contradiction explained for Equation (3.33),

Q∗ is non-decreasing and f ∗ is non-increasing in c f . �

As c f increases, unit profit margin of returns decreases. Hence, the producer decreases f ∗, so

the optimal expected quantity of returns, and increases Q∗ in order to satisfy the demand.

Proposition 3.6 Q∗ is non-increasing and f ∗ is non-decreasing in cr.

Proof. We first consider the case where c f < cr. For expositional clarity, let Q′ = ∂Q∗(cr)/∂cr

and f ′ = ∂ f ∗(cr)/∂cr.

Taking implicit derivative of ∂π(Q, f )/∂Q = 0 with respect to cr, we get:

−

(
1 −G

(
Q

1 − γ

))
− (p − cr)

(
Q′(1 − γ) + f ′γ′Q

(1 − γ)2

)
g
(

Q
1 − γ

)
= 0

Q′(1 − γ) + f ′γ′Q < 0 (3.34)

26



From (3.34), we observe that both Q′ and f ′ can not be positive, since (1 − γ), Q and γ′ are

non-negative.

From ∂π(Q, f )/∂ f = 0, we have:

cr

Q
1−γ∫
0

xg(x)dx + p

∞∫
Q

1−γ

xg(x)dx = E(X)(c f + f ) +
E(X)γ
γ′

(3.35)

Taking implicit derivative of ∂π(Q, f )/∂ f = 0 with respect to cr, we get:

f ′γ′′cr

Q
1−γ∫
0

xg(x)dx + f ′γ′′p

∞∫
Q

1−γ

xg(x)dx − E(X)
(
2 f ′γ′ + (c f + f ) f ′γ′′

)

+γ′


Q

1−γ∫
0

xg(x)dx + (cr − p)
(

Q′(1 − γ) + f ′γ′Q
(1 − γ)2

) (
Q

1 − γ

)
g
(

Q
1 − γ

) = 0 (3.36)

Plugging (3.35) in Equation (3.36), we get:

f ′γ′′E(X)(c f + f ) + f ′γ′′
E(X)γ
γ′

− E(X)
(
2 f ′γ′ + (c f + f ) f ′γ′′

)

+γ′


Q

1−γ∫
0

xg(x)dx + (cr − p)
(

Q′(1 − γ) + f ′γ′Q
(1 − γ)2

) (
Q

1 − γ

)
g
(

Q
1 − γ

) = 0 (3.37)

In Equation (3.37), we have:

γ′


Q

1−γ∫
0

xg(x)dx + (cr − p)
(

Q′(1 − γ) + f ′γ′Q
(1 − γ)2

) (
Q

1 − γ

)
g
(

Q
1 − γ

) > 0 (3.38)

From Equation (3.37) and Inequality (3.38), we obtain:

f ′γ′′E(X)(c f + f ) + f ′γ′′
E(X)γ
γ′

− E(X)
(
2 f ′γ′ + (c f + f ) f ′γ′′

)
< 0 (3.39)

Inequality (3.39) cannot hold if f ′ ≤ 0, thus f ′ > 0. Since both Q′ and f ′ can not be positive,

Q′ < 0.

Next, we repeat our analysis for the case where c f > cr.

Taking implicit derivative of ∂π(Q, f )/∂Q = 0 with respect to cr, we get:

−1 + G(Q) + (cr − c f )g(Q)Q′ − (p − c f )
Q′(1 − γ) + f ′γ′Q

(1 − γ)2 g
(

Q
1 − γ

)
= 0 (3.40)

(cr − c f )g(Q)Q′ − (p − c f )
Q′(1 − γ) + f ′γ′Q

(1 − γ)2 g
(

Q
1 − γ

)
> 0 (3.41)
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From (3.41), we observe that both Q′ and f ′ can not be positive since (p− c f ), (1− γ), Q and

γ′ are non-negative, and (cr − c f ) is non-positive.

From ∂π(Q, f )/∂ f = 0 we have:

∞∫
Q

1−γ

xg(x)dx =
E(X)(γ + fγ′)

(p − c f )γ′
(3.42)

Taking implicit derivative of ∂π(Q, f )/∂ f = 0 with respect to cr, we get:

(p − c f ) f ′γ′′
∞∫

Q
1−γ

xg(x)dx − γ′(p − c f )
(

Q′(1 − γ) + f ′γ′Q
(1 − γ)2

) (
Q

1 − γ

)
g
(

Q
1 − γ

)

−E(X)
(
2 f ′γ′ + f f ′γ′′

)
= 0 (3.43)

Plugging (3.42) in Equation (3.43) we get:

E(X) f ′
(
γγ′′

γ′
− 2γ′

)
− γ′(p − c f )

(
Q′(1 − γ) + f ′γ′Q

(1 − γ)2

) (
Q

1 − γ

)
g
(

Q
1 − γ

)
= 0 (3.44)

From (3.44), we observe that both Q′ and f ′ can not be negative since (p− c f ), (1− γ), Q and

γ′ are non-negative and γ′′ is non-positive.

From Equation (3.40) we get:

(p − c f )
Q′(1 − γ) + f ′γ′Q

(1 − γ)2 g
(

Q
1 − γ

)
= (cr − c f )g(Q)Q′ + G(Q) − 1 (3.45)

Plugging (3.45) in Equation (3.44), we get:

E(X) f ′
(
γγ′′

γ′
− 2γ′

)
− γ′

(
Q

1 − γ

) (
(cr − c f )g(Q)Q′ + G(Q) − 1

)
= 0 (3.46)

Consider the case where Q′ is positive and f ′ is negative. That case contradicts with Equation

(3.46).

Due to Inequality (3.41), Equation (3.44) and the contradiction in Equation (3.46), Q∗ is non-

increasing and f ∗ is non-decreasing in cr. �
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Proposition 3.7 Q∗ is non-increasing and f ∗ is non-decreasing in cn.

Proof. We first consider the case where c f < cr. For expositional clarity, let Q′ = ∂Q∗(cn)/∂cn

and f ′ = ∂ f ∗(cn)/∂cn.

Taking implicit derivative of ∂π(Q, f )/∂Q∗ = 0 with respect to cn, we get:

−(p − cr)
Q′(1 − γ) + f ′γ′Q

(1 − γ)2 g
(

Q
1 − γ

)
− 1 = 0

Q′(1 − γ) + f ′γ′Q
(1 − γ)2 g

(
Q

1 − γ

)
< 0

Q′(1 − γ) + f ′γ′Q < 0 (3.47)

From (3.47), we observe that both Q′ and f ′ can not be positive since (1 − γ), Q and γ′ are

non-negative.

From ∂π(Q, f )/∂ f = 0, we have

cr

Q
1−γ∫
0

xg(x)dx + p

∞∫
Q

1−γ

xg(x)dx = E(X)(c f + f ) +
E(X)γ
γ′

(3.48)

Taking implicit derivative of ∂π(Q, f )/∂ f = 0 with respect to cn, we get:

f ′γ′′cr

Q
1−γ∫
0

xg(x)dx + f ′γ′′p

∞∫
Q

1−γ

xg(x)dx − E(X)
(
2 f ′γ′ + (c f + f ) f ′γ′′

)

+γ′
(
(cr − p)

(
Q′(1 − γ) + f ′γ′Q

(1 − γ)2

) (
Q

1 − γ

)
g
(

Q
1 − γ

))
= 0 (3.49)

Plugging (3.48) in Equation (3.49), we get:

f ′γ′′E(X)(c f + f ) + f ′γ′′
E(X)γ
γ′

+ γ′(cr − p)
(

Q′(1 − γ) + f ′γ′Q
(1 − γ)2

) (
Q

1 − γ

)
g
(

Q
1 − γ

)
−E(X)

(
2 f ′γ′ + (c f + f ) f ′γ′′

)
= 0 (3.50)

From (3.47), we have:

γ′(cr − p)
(

Q′(1 − γ) + f ′γ′Q
(1 − γ)2

) (
Q

1 − γ

)
g
(

Q
1 − γ

)
> 0 (3.51)
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Plugging (3.51) in Equation (3.50), we get:

f ′γ′′E(X)(c f + f ) + f ′γ′′
E(X)γ
γ′

− E(X)
(
2 f ′γ′ + (c f + f ) f ′γ′′

)
< 0

E(X) f ′
(
γ′′γ

γ′
− 2γ′

)
< 0 (3.52)

Inequality (3.52) cannot hold if f ′ ≤ 0, thus f ′ > 0. Since both Q′ and f ′ can not be positive,

Q′ < 0.

Next, we repeat our analysis for the case where c f > cr.

Taking implicit derivative of ∂π(Q, f )/∂Q = 0 with respect to cn, we get:

−1 + (cr − c f )g(Q)Q′ − (p − c f )
Q′(1 − γ) + f ′γ′Q

(1 − γ)2 g
(

Q
1 − γ

)
= 0 (3.53)

(cr − c f )g(Q)Q′ − (p − c f )
Q′(1 − γ) + f ′γ′Q

(1 − γ)2 g
(

Q
1 − γ

)
> 0 (3.54)

From Inequality (3.54), we observe that both Q′ and f ′ cannot be positive since (p − c f ),

(1 − γ), Q and γ′ are non-negative, and (cr − c f ) is non-positive.

From ∂π(Q, f )/∂ f = 0, we have:

∞∫
Q

1−γ

xg(x)dx =
E(X)(γ + fγ′)

(p − c f )γ′
(3.55)

Taking implicit derivative of ∂π(Q, f )/∂ f = 0 with respect to cn, we get

(p − c f ) f ′γ′′
∞∫

Q
1−γ

xg(x)dx − (p − c f )γ′
(

Q′(1 − γ) + f ′γ′Q
(1 − γ)2

) (
Q

1 − γ

)
g
(

Q
1 − γ

)

−E(X)
(
2 f ′γ′ + f f ′γ′′

)
= 0 (3.56)

Plugging (3.55) in Equation (3.56), we get:

E(X) f ′
(
γ′′γ

γ′
− 2γ′

)
− γ′

(
(p − c f )

(
Q′(1 − γ) + f ′γ′Q

(1 − γ)2

) (
Q

1 − γ

)
g
(

Q
1 − γ

))
= 0 (3.57)

From the equation (3.57), we observe that both Q′ and f ′ cannot be negative since (p − c f ),

(1 − γ), Q and γ′ are non-negative, and γ′′ is non-positive.
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From (3.53), we have:

(p − c f )
(

Q′(1 − γ) + f ′γ′Q
(1 − γ)2

)
g
(

Q
1 − γ

)
= −1 + (cr − c f )g(Q)Q′ (3.58)

Plugging (3.58) in Equation (3.57), we get:

E(X) f ′
(
γ′′γ

γ′
− 2γ′

)
− γ′

(
(cr − c f )g(Q)Q′ − 1

) ( Q
1 − γ

)
= 0 (3.59)

Consider the case where Q′ is positive and f ′ is negative. This case contradicts with Equation

(3.59).

Due to Inequality (3.54), Equation (3.57) and the contradiction explained for Equation (3.59),

Q∗ is non-increasing and f ∗ is non-decreasing in cn. �

As cr and/or cr increases, unit profit margin of brand-new containers decreases. Hence, the

producer decreases Q∗ and increases f ∗, so the optimal expected quantity of returns, in order

to satisfy the demand.

In Proposition 3.5, Proposition 3.6 and Proposition 3.7, the effects of cost parameters on the

optimal levels of decision variables are investigated analytically. The results indicate that

the producer increases the acquisition fee offered to customers for returned containers, (or

equivalently decreases the return quantity of brand-new containers) as

• Unit cost of refilling decreases,

• Unit cost of filling increases,

• Unit cost of purchasing brand-new containers increases.
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CHAPTER 4

ANALYSIS OF THE REUSABLE CONTAINER SYSTEMS -

THE CAPACITATED CASE

In this chapter, we extend the model presented in Chapter 3 to the case where the aggregate

capacity of filling and refilling is limited. It is assumed that filling and refilling options are

identical with respect to capacity requirements; a unit of each option requires one unit of

capacity. In this chapter, we investigate following research issues analytically:

• What are the optimal levels of acquisition fee and order quantity of brand new contain-

ers in order to maximize the producer’s expected profit in a capacitated environment?

• What is the effect of a restriction in production capacity on the optimal levels of decision

variables?

The sequence of events in this setting are as follows:

• Order quantity of brand-new reusable containers, Q, and the unit acquisition fee, f , are

determined. Total purchasing cost of brand-new reusable containers cnQ is incurred.

• Demand, D, and returns, γD, are realized. Total acquisition cost for returned containers

fγD is incurred.

• The producer determines quantity of brand new containers to be filled, M ≤ Q and the

quantity of returned containers to be refilled, R ≤ γD, to satisfy the demand without

exceeding the total capacity C. Note that since the demand has already been realized,

the producer never produces more than realized demand, i.e, M + R ≤ D.

32



• Total cost of filling cr M and refilling c f R are incurred. A total revenue of p(M + R) is

received.

In order to characterize the optimal solution, we employ a two-stage modeling approach sim-

ilar to the uncapacitated case. First, we solve the second stage problem to determine the

optimal production levels for new containers, M, and returned containers, R, given the first

stage decisions and the demand realization. Then, we incorporate this solution to the first

stage problem and solve it for optimal levels of Q and f .

The second stage problem can be stated as:

Maximize π(Q, f ) = p(M + R) − cr M − c f R (4.1)

subject to

M + R ≤ D (4.2)

M + R ≤ C (4.3)

M ≤ Q (4.4)

R ≤ γD (4.5)

M ≥ 0 (4.6)

R ≥ 0 (4.7)

Objective function (4.1) consists of total revenue gained, p(M + R), total cost of using new

containers, cr M, and total cost of reusing returned containers, c f R. Note that the total pur-

chasing cost of new containers, cnQ, and total acquisition cost of returned containers, fγD are

not affected by the second stage decisions, hence they are excluded in the objective function.

Constraint (4.2) ensures that total number of new containers filled and returned containers re-

filled does not exceed demand. Constraint (4.3) indicates that the total number of containers,

filled or refilled, does not exceed the available capacity. Constraint (4.4) indicates that level

of production using new containers cannot exceed the quantity of new containers purchased.

Similarly, constraint (4.5) ensures that the level of production with returned containers are

less than or equal to the quantity of returns. Constraint (4.6) and Constraint (4.7) are non-

negativity constraints for M and R, respectively.
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The profit function of the second stage problem is linear in decision variables M and R. Then

the optimal solution is intuitive: Same as the uncapacitated case, either M or R will have

a priority over the other in satisfying the demand, depending on their corresponding profit

margins, i.e., p−cr and p−c f respectively. If reusing a returned reusable container is cheaper,

that is if c f < cr, R should be set to its highest possible value, and then the remaining demand

should be covered by M as much as the other constraints allow. Whereas, if using a brand

new container is cheaper, that is if cr < c f , M should be set to its highest possible value, and

then the remaining demand, if any, should be covered by R as much as the capacity constraint

allow.

Since the optimal decisions in Stage 2 depend on whether cr > c f or not, these two cases are

analyzed separately. In Section 4.1 we analyze the case where reusing a returned reusable

container is cheaper and in Section 4.2, we analyze the other case where using a brand new

container is cheaper.

4.1 P1: Reusing a Returned Container is Cheaper (c f < cr)

Proposition 4.1 characterizes the optimal production quantities given the first stage decisions,

Q and f , and the demand realization, D.

Proposition 4.1 When c f < cr, the optimal production quantities given the first stage deci-

sions, Q and f , and the demand realization, D, are as follows:

(M∗,R∗|D) =



(D − γD, γD) if Q + γD > D and D < C

(Q, γD) if Q + γD < D and Q + γD < C

(C − γD, γD) if Q + γD > C, γD < C and D > C

(0,C) if γD > C

Proof. If Q + γD > D and D < C, the demand can be met in full and Constraint (4.3) is non-

binding; that is Constraint (4.2) is binding. By Constraint (4.5) R is set to γD. By Constraint

(4.2), M is set to D − γD. Hence, we have the optimal solution (M∗,R∗) = (D − γ, γD).

If Q+γD < D and D < C, the demand cannot be met in full and Constraint (4.3) is again non-

binding. Hence both options are utilized to the fullest extent possible; that is, Constraint (4.4)

and Constraint (4.5) are binding. Hence, we have the optimal solution (M∗,R∗) = (Q, γD).
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If Q +γD > C, γD < C and D > C, the capacity is utilized to the fullest extent and Constraint

(4.2) is non-binding whereas Constraint (4.3) is binding. By Constraint (4.5), R is set to γD.

By Constraint (4.3), M is set to C − γD. Hence, we have the optimal solution (M∗,R∗) =

(C − γ, γD).

If γD > C, the capacity is utilized to the fullest extent and Constraint (4.2) is non-binding

whereas Constraint (4.3) is binding. By Constraint (4.3), R is set to C. Hence, we have the

optimal solution (M∗,R∗) = (0,C). �

As characterized in Proposition 4.1, the second stage optimal decisions depend on the de-

mand realization and the values of decision variables determined in the first stage. Given the

demand, the profit of the first stage can be expressed as follows:

π(Q, f |D) =



pD − cr(D − γD) − cnQ − c fγD − fγD if Q + γD > D and D < C

p(Q + γD) − crQ − cnQ − c fγD − fγD if Q + γD < D and Q + γD < C

pC − cr(C − γD) − cnQ − c fγD − fγD if Q + γD > C, γD < C and D > C

pC − cnQ − c f C − fγD if γD > C

Note that regardless of the demand realization, the producer pays cnQ for purchasing brand-

new containers and fγD for the acquisition of returns. If Q + γD > D and D < C, or

equivalently D < Q/(1 − γ) and D < C, all demand is satisfied and the sales revenue is pD.

In this case D−γD of the brand-new containers and all of the returned containers are utilized;

cr(D − γD) is incurred as total filling cost and c fγD is incurred as total refilling cost. If

Q + γD < D and Q + γD < C, or equivalently Q(1 − γ) < D < (C − Q)/γ, all supply is used

to satisfy the demand. Hence the sales revenue is p(Q + γD), filling cost is crQ, and refilling

cost is c fγD. If Q + γD > C, γD < C and D > C, or equivalently (C − Q)/γ < D < C/γ and

D > C, the available capacity is utilized to the fullest extent and the sales revenue is pC. In

that case, C − γD of the brand-new containers and all of the returned containers are utilized;

cr(C − γD) is incurred as total filling cost and c fγD is incurred as total refilling cost. If

γD > C, or equivalently D > C/γ, the available capacity is again utilized fully and the sales

revenue is pC. In that case, all returned containers are utilized and none of the brand-new

containers are used; only c f C is incurred as refilling cost.

Note that the bounds on the demand realization in π(Q, f |D) can be further refined, depending

on whether Q > C(1 − γ) or not, which results in the following representation of π(Q, f |D):
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π(Q, f |D) =

 πi(Q, f |D) if C ≥ Q ≥ C(1 − γ)

πii(Q, f |D) if Q ≤ C(1 − γ)

where

πi(Q, f |D) =


pD − cr(D − γD) − cnQ − c fγD − fγD if D < C

pC − cr(C − γD) − cnQ − c fγD − fγD if C < D < C/γ

pC − cnQ − c f C − fγD if D > C/γ

πii(Q, f |D) =



pD − cr(D − γD) − cnQ − c fγD − fγD if D < Q/(1 − γ)

p(Q + γD) − crQ − cnQ − c fγD − fγD if Q/(1 − γ) < D < (C − Q)/γ

pC − cr(C − γD) − cnQ − c fγD − fγD if (C − Q)/γ < D < C/γ

pC − cnQ − c f C − fγD if D > C/γ

The problem of finding the Q and f values maximizing the expected profit can be formulated

as follows:

[P1] : Maximize π(Q, f ) =

 πi(Q, f ) if C ≥ Q ≥ C(1 − γ)

πii(Q, f ) if Q ≤ C(1 − γ)

subject to

Q ≥ 0

f ≥ 0

where

πi(Q, f ) = p

C∫
0

xg(x)dx + p

∞∫
C

Cg(x)dx − cnQ − fγE(X) − cr

C∫
0

(x − γx)g(x)dx

− cr

C
γ∫

C

(C − γx)g(x)dx − c f

C
γ∫

0

γxg(x)dx − c f

∞∫
C
γ

Cg(x)dx
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πii(Q, f ) = p

Q
1−γ∫
0

xg(x)dx + p

C−Q
γ∫

Q
1−γ

(γx + Q)g(x)dx + p

∞∫
C−Q
γ

Cg(x)dx − cnQ − fγE(X)

− cr

Q
1−γ∫
0

(x − γx)g(x)dx − cr

C−Q
γ∫

Q
1−γ

Qg(x)dx − cr

C
γ∫

C−Q
γ

(C − γx)g(x)dx

− c f

C
γ∫

0

γxg(x)dx − c f

∞∫
C
γ

Cg(x)dx

Lemma 4.1 π(Q, f ) is a continuously differentiable function of Q and f .

Proof.

πi(C(1 − γ), f ) = πii(C(1 − γ), f ) = p

C∫
0

xg(x)dx + p

∞∫
C

Cg(x)dx − cnC(1 − γ) − fγE(X)

− cr

C∫
0

(1 − γ)xg(x)dx − cr

C
γ∫

C

(C − γx)g(x)dx

− c f

C
γ∫

0

γxg(x)dx − c f

∞∫
C
γ

Cg(x)dx (4.8)

Due to (4.8), π(Q, f ) is continuous at Q = C(1 − γ).

First order derivatives of π(Q, f ) with respect to Q and f are as follows:

∂πi(Q, f )
∂Q

= −cn

∂πi(Q, f )
∂ f

= γ′(cr − c f )

C
γ∫

0

xg(x)dx − E(X)(γ′ f + γ)

∂πii(Q, f )
∂Q

= (p − cr)
(
G

(
C − Q
γ

)
−G

(
Q

1 − γ

))
− cn

∂πii(Q, f )
∂ f

= γ′(p − cr)

C−Q
γ∫

Q
1−γ

xg(x)dx + γ′(cr − c f )

C
γ∫

0

xg(x)dx − E(X)(γ′ f + γ)
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∂πi(Q, f )
∂Q

|Q=C(1−γ) =
∂πii(Q, f )

∂Q
|Q=C(1−γ) = −cn (4.9)

∂πi(Q, f )
∂ f

|Q=C(1−γ) =
∂πii(Q, f )

∂ f
|Q=C(1−γ) = γ′(cr − c f )

C
γ∫

0

xg(x)dx

− E(X)(γ′ f + γ) (4.10)

Equations (4.8), (4.9) and (4.10) show that π(Q, f ) is a continuously differentiable function of

Q and f . �

Proposition 4.2 Let (Q∗, f ∗) denote the optimal solution to P1. Then Q∗ ≤ C(1 − γ∗).

Proof. Consider a feasible solution in the region Q > C(1−γ). The expected profit function in

this region is πi(Q, f ). Since ∂πi(Q, f )/∂Q = −cn, decreasing Q always improves the objective

function. Hence, a feasible solution (Q, f ) such that Q > C(1 − γ) cannot be optimal. �

Proposition 4.3 Let (Q∗, f ∗) denote the optimal solution to P1. If there is a non-negative

solution (Q0, f 0) to ∂πii(Q, f )/∂Q = 0 and ∂πii(Q, f )/∂ f = 0, then Q∗ = Q0 and f ∗ = f 0.

Otherwise, Q∗ = 0 and f ∗ satisfies

(p − c f )γ∗
′

C
γ∗∫

0

xg(x)dx − E(X)(γ∗′ f ∗ + γ∗) = 0 (4.11)

Proof. In Proposition 4.2, it is shown that the optimal solution satisfies Q ≤ C(1− γ). Hence,

the problem can be reformulated as

Maximize πii(Q, f )

subject to

Q ≤ C(1 − γ)

Q ≥ 0

f ≥ 0
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The second order derivatives of πii(Q, f ) with respect to Q and f are:

∂2πii(Q, f )
∂Q2 = (p − cr)

((
−1
γ

)
g
(
C − Q
γ

)
−

(
1

1 − γ

)
g
(

Q
1 − γ

))
(4.12)

∂2πii(Q, f )
∂ f 2 = γ′′(p − cr)

C−Q
γ∫

Q
1−γ

xg(x)dx + γ′′(cr − c f )

C
γ∫

0

xg(x)dx

+ γ′(p − cr)
((

C − Q
γ

) (
−(C − Q)γ′

γ2

)
g
(
C − Q
γ

)
−

(
Q2γ′

(1 − γ)3

)
g
(

Q
1 − γ

))
+ γ′(cr − c f )

(
C
γ

(
−Cγ′

γ2

)
g
(
C
γ

))
− E(X)(γ′′ f + 2γ′) (4.13)

The determinant of the Hessian matrix for πii(Q, f ) where ∂πii(Q, f )/∂Q = 0 and ∂πii(Q, f )/∂ f =

0 is:

|H| = (γ′)2(p − cr)2g
(
C − Q
γ

)
g
(

Q
1 − γ

) (
C2 + Q2 − 2QC + C2γ2 − 2C2γ + 2CQγ

(1 − γ)3γ3

)
+ γ′(p − cr)(cr − c f )

(
−C2γ′

γ3

)
g
(
C
γ

) ((
−1
γ

)
g
(
C − Q
γ

)
−

1
1 − γ

g
(

Q
1 − γ

))
+ E(X)(p − cr)

((
−1
γ

)
g
(
C − Q
γ

)
−

1
1 − γ

g
(

Q
1 − γ

)) (
γ′′γ

γ′
− 2γ′

)

The second order derivatives of πii(Q, f ), Equation (4.12) and Equation (4.13) are negative on

the stationary points, where the first order derivatives of πii(Q, f ) are equal to 0 for all non-

negative Q and f values. Additionally, the determinant of the Hessian matrix on the stationary

points of πii(Q, f ) is positive for all non-negative Q and f values. Hence the expected profit

function of P1, π(Q, f ) is unimodal and has a unique maximum on ∂πii(Q, f )/∂Q = 0 and

∂πii(Q, f )/∂ f = 0 (Demidenko, 2004) given that there exists a non-negative (Q, f ) satisfying

∂πii(Q, f )/∂Q = 0 and ∂πii(Q, f )/∂ f = 0.

Suppose there is a non-negative solution (Q0, f 0) to ∂πii(Q, f )/∂Q = 0 and ∂πii(Q, f )/∂ f = 0.

From ∂πii(Q, f )/∂Q = 0, we have:

(p − cr)
(
G

(
C − Q0

γ0

)
−G

(
Q0

1 − γ0

))
− cn = 0

G
(
C − Q0

γ0

)
−G

(
Q0

1 − γ0

)
> 0

C − Q0

γ0 >
Q0

1 − γ0

C(1 − γ0) > Q0
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Hence a non-negative solution (Q0, f 0) satisfies the constraints and due to unimodality, it is

optimal.

If there is no such non-negative (Q0, f 0) solution, then the optimal solution lies on the bound-

ary. We next consider possible solutions on the boundary.

Boundary Condition 1: All constraints are binding: It is not possible.

Boundary Condition 2: Q < C(1− γ), Q = 0, f = 0: ∂πii(Q, f )/∂Q = p− cr − cn > 0. Hence,

the optimal solution can not be on this boundary.

Boundary Condition 3: Q = C(1 − γ), Q > 0, f = 0: ∂πii(Q, f )/∂Q = −cn < 0. Hence, the

optimal solution can not be on this boundary.

Boundary Condition 4: Q = C(1 − γ), Q = 0, f > 0: This condition cannot be observed

unless f → ∞. If f approaches to infinity, then ∂πii(Q, f )/∂ f = −E(X)(γ′ f + γ) < 0. Hence,

the optimal solution cannot be on this boundary.

Boundary Condition 5: Q < C(1 − γ), Q > 0, f = 0: ∂πii(Q, f )/∂ f = γ′(p − cr)
∞∫

Q
xg(x)dx +

γ′(cr − c f )
∞∫
0

xg(x)dx > 0. Hence, the optimal solution cannot be on this boundary.

Boundary Condition 6: Q = C(1 − γ), Q > 0, f > 0: ∂πii(Q, f )/∂Q = −cn < 0. Hence, the

optimal solution can not be on this boundary.

Boundary Condition 7: Q < C(1 − γ), Q = 0, f > 0: ∂πii(Q, f )/∂Q = (p − cr)G(C/γ) − cn

can be negative or positive. If it is negative, the optimal solution is on the boundary Q = 0

and the corresponding f ∗ value is calculated accordingly. When Q is set to 0, the objective

function can be rewritten as follows:

πii(Q, f |Q = 0) = (p − c f )


C
γ∫

0

γxg(x)dx +

∞∫
C
γ

Cg(x)dx

 − fγE(X)

The modified objective function is a function of f , and f ∗ can be found by the first order

optimality condition of the function as below:

∂πii(Q, f |Q = 0)
∂ f

= γ∗′(p − c f )

C
γ∗∫

0

xg(x)dx − E(X)(γ∗′ f ∗ + γ∗) = 0

�
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In Proposition 4.3, the optimal solution to P1 is characterized. In the optimal solution to P1, f ∗

always takes a positive value indicating that the producer accepts returns in order to maximize

his expected profit. Since c f < cr and the producer gives priority to returned containers in P1,

this result is expected.

4.2 P2: Using a Brand New Container is Cheaper (c f > cr)

Proposition 4.4 characterizes the optimal production quantities given the first stage decisions,

Q and f , and the demand realization, D.

Proposition 4.4 When c f > cr, the optimal production quantities given the first stage deci-

sions, Q and f and the demand realization, D, are given as follows:

(M∗,R∗|D) =



(D, 0) if Q > D and γD < C

(Q,D − Q) if Q + γD > D, Q < D and D < C

(Q, γD) if Q + γD < D and Q + γD < C

(Q,C − Q) if Q + γD > C, Q < C and D > C

Proof. If Q > D and D < C, the demand can be met in full, Constraint (4.3) and Constraint

(4.4) are non-binding whereas Constraint (4.2) is binding. By Constraint (4.2), M is set to D.

Hence, we have the optimal solution (M∗,R∗) = (D, 0).

If Q + γD > D, Q < D and D < C, the demand can be met in full and Constraint (4.3) is

non-binding. By Constraint (4.4), M is set to Q. By Constraint (4.2) R is set to D−Q. Hence,

we have the optimal solution (M∗,R∗) = (D − Q,Q).

If Q + γD < D and Q + γD < C, the demand can not be met in full and Constraint (4.3)

is non-binding. Hence, both options will be utilized to the fullest extent possible; both

Constraint (4.4) and Constraint (4.5) are binding. Hence, we have the optimal solution

(M∗,R∗) = (Q, γD).

If Q + γD > C, Q < C and D > C, the capacity is utilized to the fullest extent and Constraint

(4.2) is non-binding whereas Constraint (4.3) is binding. By Constraint (4.4), M is set to

Q. By Constraint (4.3), R is set to C − Q. Hence, we have the optimal solution (M∗,R∗) =

(Q,C − Q). �
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As characterized in Proposition 4.4, the second stage optimal decisions depend on the random

demand and the values of decision variables determined in the first stage. Given the demand

realization and the values of decision variables determined in the first stage, the profit of the

first stage can be expressed as follows:

π(Q, f |D) =



pD − crD − cnQ − fγD if Q > D and γD < C

pD − crQ − cnQ − c f (D − Q) − fγD if Q + γD > D, Q < D and D < C

p(Q + γD) − crQ − cnQ − c fγD − fγD if Q + γD < D and Q + γD < C

pC − crQ − cnQ − c f (C − Q) − fγD if Q + γD > C, Q < C and D > C

Note that regardless of the demand realization, the producer pays cnQ for purchasing brand-

new containers and fγD for the acquisition of returns. If Q > D and γD < C, or equivalently

D < Q and D < C/γ, all demand is satisfied with brand-new containers and the sales revenue

is pD. In this case, none of the returned containers are utilized and only crD is incurred as

total filling cost. If Q + γD > D, Q < D and D < C, or equivalently Q < D < Q/(1 − γ) and

D < C, all demand is satisfied and the sales revenue is pD. In this case, all new containers

and D − Q returned containers are utilized; crQ is incurred as total filling cost and c f (D − Q)

is incurred as total refilling cost. If Q +γD < D and Q +γD < C, or equivalently Q/(1 − γ) <

D < (C − Q)/γ, all supply is used to satisfy the demand. Hence the sales revenue is p(Q+γD),

filling cost is crQ, and refilling cost is c fγD. If Q+γD > C, Q < C and D > C, or equivalently

(C − Q)/γ < D and D > C > Q, the available capacity is utilized to the fullest extent and the

sales revenue is pC. In that case, all of the brand-new containers and C − Q of the returned

containers are utilized; crQ is incurred as total filling cost and c f (C − Q) is incurred as total

refilling cost.

Note that the bounds on the demand realization in π(Q, f |D) can be further refined, depending

on whether Q > C(1 − γ) or not, which results in the following representation of π(Q, f |D):

π(Q, f |D) =

 πi(Q, f |D) if C ≥ Q ≥ C(1 − γ)

πii(Q, f |D) if Q ≤ C(1 − γ)

where

πi(Q, f |D) =


pD − crD − cnQ − fγD if D < Q

pD − crQ − cnQ − c f (D − Q) − fγD if Q < D < C

pC − crQ − cnQ − c f (C − Q) − fγD if D > C
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πii(Q, f |D) =



pD − crD − cnQ − fγD if D < Q

pD − crQ − cnQ − c f (D − Q) − fγD if Q < D < Q/(1 − γ)

p(Q + γD) − crQ − cnQ − c fγD − fγD if Q/(1 − γ) < D < (C − Q)/γ

pC − crQ − cnQ − c f (C − Q) − fγD if D > (C − Q)/γ

Then, the problem of finding the Q and f values maximizing the expected profit can be for-

mulated as follows:

[P2] : Maximize π(Q, f ) =

 πi(Q, f ) if C ≥ Q ≥ C(1 − γ)

πii(Q, f ) if Q ≤ C(1 − γ)

subject to

Q ≥ 0

f ≥ 0

where

πi(Q, f ) = p

C∫
0

xg(x)dx + p

∞∫
C

Cg(x)dx − cnQ − fγE(X) − cr

Q∫
0

xg(x)dx

− cr

∞∫
Q

Qg(x)dx − c f

C∫
Q

(x − Q)g(x)dx − c f

∞∫
C

(C − Q)g(x)dx

πii(Q, f ) = p

Q
1−γ∫
0

xg(x)dx + p

C−Q
γ∫

Q
1−γ

(γx + Q)g(x)dx + p

∞∫
C−Q
γ

Cg(x)dx − cnQ

− fγE(X) − cr

Q∫
0

xg(x)dx − cr

∞∫
Q

Qg(x)dx − c f

Q
1−γ∫

Q

(x − Q)g(x)dx

− c f

C−Q
γ∫

Q
1−γ

γxg(x)dx − c f

∞∫
C−Q
γ

(C − Q)g(x)dx

Lemma 4.2 π(Q, f ) is a continuously differentiable function of Q and f .
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Proof.

πi(C(1 − γ), f ) = πii(C(1 − γ), f ) = p

C∫
0

xg(x)dx + p

∞∫
C

Cg(x)dx − cnC(1 − γ) − fγE(X)

− cr

C(1−γ)∫
0

cr xg(x)dx − cr

∞∫
C(1−γ)

C(1 − γ)g(x)dx

− c f

C∫
C(1−γ)

(x −C(1 − γ))g(x)dx − c f

∞∫
C

Cγg(x)dx

(4.14)

Due to (4.14), π(Q, f ) is continuous at C(1 − γ).

First order derivatives of π(Q, f ) with respect to Q and f are as follows:

∂πi(Q, f )
∂Q

= c f − cn − cr − (c f − cr)G(Q)

∂πi(Q, f )
∂ f

= −E(X)(γ′ f + γ)

∂πii(Q, f )
∂Q

= c f − cn − cr + (p − c f )
(
G

(
C − Q
γ

)
−G

(
Q

1 − γ

))
− (c f − cr)G(Q)

∂πii(Q, f )
∂ f

= γ′(p − c f )

C−Q
γ∫

Q
1−γ

xg(x)dx − E(X)(γ′ f + γ)

∂πi(Q, f )
∂Q

|Q=C(1−γ) =
∂πii(Q, f )

∂Q
|Q=C(1−γ) = c f − cn − cr − (c f − cr)G(C(1 − γ))(4.15)

∂πi(Q, f )
∂ f

|Q=C(1−γ) =
∂πii(Q, f )

∂ f
|Q=C(1−γ) = −E(X)(γ′ f + γ) (4.16)

Equations (4.14), (4.15) and (4.16) show that π(Q, f ) is a continuously differentiable function

of Q and f . �

Proposition 4.5 Let (Q∗, f ∗) denote the optimal solution to P2. Then Q∗ ≤ C(1 − γ∗).

Proof. Consider a feasible solution in the region C ≥ Q > C(1 − γ). The expected profit

function in this region is πi(Q, f ). Since ∂πi(Q, f )/∂ f = −E(X)(γ′ f +γ), decreasing f always

improves the objective function. Hence a feasible solution (Q, f ) such that C ≥ Q > C(1 − γ)

can not be optimal. �
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Proposition 4.6 Let (Q∗, f ∗) denote the optimal solution to P2. If there is a non-negative

solution (Q0, f 0) to ∂πii(Q, f )/∂Q = 0 and ∂πii(Q, f )/∂ f = 0, then Q∗ = Q0 and f ∗ = f 0.

Otherwise, the solution is on the boundary:

1. If c f − cn − cr + (c f − cr)G(C) < 0, then the optimal solution is Q∗ = 0, f ∗ = f which

satisfies:

(p − c f )γ′

C
γ∫

0

xg(x)dx − E(X)(γ′ f + γ) = 0

2. If c f − cn − cr + (c f − cr)G(C) > 0, the optimal solution is Q∗ = C, f ∗ = 0.

Proof. In Proposition 4.5, it is shown that the optimal solution satisfies Q ≤ C(1 − γ). Hence

the problem can be formulated as

Maximize πii(Q, f )

subject to

Q ≤ C(1 − γ)

Q ≥ 0

f ≥ 0

The second order conditions of πii(Q, f ) are:

∂2πii(Q, f )
∂Q2 = (p − c f )

(
−1
γ

g
(
C − Q
γ

)
−

1
1 − γ

g
(

Q
1 − γ

))
− (c f − cr)g(Q) (4.17)

∂2πii(Q, f )
∂ f 2 = γ′(p − c f )

((
C − Q
γ

) (
(Q −C)γ′

γ2

)
g
(
C − Q
γ

)
−

(
Q2γ′

(1 − γ)3

)
g
(

Q
1 − γ

))

+ γ′′(p − c f )

C−Q
γ∫

Q
1−γ

xg(x)dx − E(X)(γ′′ f + 2γ′) (4.18)
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The determinant of the Hessian matrix for πii(Q, f ) where ∂πii(Q, f )/∂Q = 0 and ∂πii(Q, f )/∂ f =

0 is the following:

|H| = γ′2(p − c f )2g
(
C − Q
γ

)
g
(

Q
1 − γ

) (
C2 + Q2 − 2QC + C2γ2 − 2C2γ + 2CQγ

(1 − γ)3γ3

)
+ E(X)

(
(p − c f )

(
−1
γ

g
(
C − Q
γ

)
−

1
1 − γ

g
(

Q
1 − γ

))
− (c f − cr)g

(
C
γ

)) (
γ′′γ

γ′
− 2γ′

)
+ γ′2(p − c f )(c f − cr)g

(
C
γ

) ((
(C − Q)2

γ3

)
g
(
C − Q
γ

)
−

Q2

(1 − γ)3 g
(

Q
1 − γ

))

The second order derivatives of πii(Q, f ), Equation (4.17) and Equation (4.18) are negative on

the stationary points, where the first order derivatives of πii(Q, f ) with respect to Q and f are

equal to 0 for all non-negative Q and f values. Additionally, the determinant of the Hessian

matrix on the stationary points of πii(Q, f ) is positive for all non-negative Q and f values.

Hence the expected profit function of P2, π(Q, f ) is unimodal and has a unique maximum

on ∂πii(Q, f )/∂Q = 0 and ∂πii(Q, f )/∂ f = 0 (Demidenko, 2004) given that there exists a

non-negative (Q, f ) satisfying ∂πii(Q, f )/∂Q = 0 and ∂πii(Q, f )/∂ f = 0.

Suppose there is a non-negative solution (Q0, f 0) to ∂πii(Q, f )/∂Q = 0 and ∂πii(Q, f )/∂ f = 0.

From ∂πii(Q, f )/∂ f = 0 we have

γ′0(p − c f )

C−Q0

γ0∫
Q0

1−γ0

xg(x)dx − E(X)(γ′0 f 0 + γ0) = 0

C−Q0

γ0∫
Q0

1−γ0

xg(x)dx > 0

C − Q0

γ0 >
Q0

1 − γ0

C(1 − γ0) > Q0

Hence a non-negative solution (Q0, f 0) satisfies the constraints and due to unimodality, it is

optimal.

If there is no such non-negative (Q0, f 0) solution, then the optimal solution lies on the bound-

ary. We next consider possible solutions on the boundary.

Boundary Condition 1: All constraints are binding: It is not possible.
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Boundary Condition 2: Q < C(1 − γ), Q = 0, f = 0: ∂πii(Q, f )/∂ f = γ′(p − c f )E(X) > 0.

Hence, the optimal solution can not be in this boundary.

Boundary Condition 3: Q = C(1 − γ), Q = 0, f > 0: ∂πii(Q, f )/∂ f = −E(X)(γ′ f + γ) < 0.

Hence, the optimal solution can not be in this boundary.

Boundary Condition 4: Q < C(1−γ), Q > 0, f = 0: ∂πii(Q, f )/∂ f = γ′(p−c f )
∞∫

Q
xg(x)dx > 0.

Hence, the optimal solution can not be in this boundary.

Boundary Condition 5: Q = C(1 − γ), Q > 0, f > 0: ∂πii(Q, f )/∂ f = −E(X)(γ′ f + γ) < 0.

Hence, the optimal solution can not be in this boundary.

Boundary Condition 6: Q < C(1 − γ), Q = 0, f > 0: ∂πii(Q, f )/∂Q = c f − cn − cr + (p −

c f )G(C/γ) can be either negative or positive. If it is negative, the optimal solution is on the

boundary Q = 0 and the corresponding f ∗ value is calculated accordingly. When Q is set to

0, the objective function can be rewritten as below:

πii(Q, f |Q = 0) = (p − c f )


C
γ∫

0

γxg(x)dx +

∞∫
C
γ

Cg(x)dx

 − fγE(X)

The modified objective function is a function of f and f ∗ is calculated with the first order

optimality conditions of πii(Q, f ) as below:

γ′(p − c f )

C
γ∗∫

0

xg(x)dx − E(X)(γ∗′ f ∗ + γ∗) = 0 (4.19)

Boundary Condition 7: Q = C(1−γ), Q > 0, f = 0: ∂πii(Q, f )/∂Q = c f−cn−cr−(c f−cr)G(Q)

can be either positive or negative. If it is positive, this indicates that Q∗ is to be set to its upper

bound and the optimal solution is f ∗ = 0 and Q∗ = C.

The above characterization of the boundary conditions indicates that if a non-negative (Q0, f 0)

does not exist, then the optimal solution lies on the boundary. Then, if Inequality c f − cn −

cr + (p − c f )G(Cγ) < 0 holds, the optimal solution is Q∗ = 0 and f ∗, where f ∗ is the solution

of the equation (4.19); or if Inequality c f − cn − cr − (c f − cr)G(Q) > 0 holds, the optimal

solution is (Q∗ = C, f ∗ = 0).

We show that the solution in the Boundary Condition 7 can be valid if ∂πii(Q, f )/∂Q is posi-

tive under the conditions stated for the corresponding boundary. In the same way, we showed
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that the solution in the Boundary Condition 6 is valid if ∂πii(Q, f )/∂Q is negative under the

conditions stated for the corresponding boundary. We next show that only one of these bound-

ary conditions can be valid at the same time.

Suppose the solution in the Boundary Condition 7 is valid. Then:

∂πii(Q, f )
∂Q

| f =0,Q=C(1−γ) = c f − cn − cr − (c f − cr)G(C) > 0 (4.20)

For the solution in the Boundary Condition 6 to be valid, the inequality below is to hold:

∂πii(Q, f )
∂Q

|Q=0,Q<C(1−γ) = c f − cn − cr + (p − c f )G(
C
γ

) < 0 (4.21)

The inequalities (4.20) and (4.21) can not hold simultaneously. So, only one of the solutions

in the boundaries can be valid for a particular problem. �

In Proposition 4.6 the optimal solution to P2 is characterized. We can see that the acquisition

fee is positive unless the optimal solution is on the Boundary 7. Note that for the optimal

solution to be on the boundary where f ∗ = 0, the unit cost of refilling should be so large to

satisfy the inequality c f − cn − cr − (c f − cr)G(C) > 0 and so to utilize the whole capacity by

brand-new containers.
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CHAPTER 5

COMPUTATIONAL STUDY

In Chapter 3 and Chapter 4, we present our analytical findings on the optimal acquisition fee

and the optimal order quantity of brand-new containers. In Chapter 3, we also analytically

show the effects of the cost parameters, c f , cn, cr, on the optimal levels of decision variables

for the uncapacitated case. In these analytical investigations, we used general, closed-form

expressions for the fraction of returned containers, γ( f ) and the demand distribution, g(x).

Hence, we could not observe the effects of the related problem parameters on the the optimal

decisions analytically.

In this chapter, we present the observations gathered from an extensive experimental analysis

conducted to characterize:

• the effects of demand and return parameters (such as standard deviation of demand and

sensitivity of returns to the acquisition fee) on the optimal decisions and the expected

profit,

• the effects of available production capacity on the optimal decisions and the expected

profit,

• the effects of cost parameters on the optimal decisions and the expected profit when

production capacity is restricted,

• the effects of problem parameters on the expected profit improvement due to utilization

of returns.
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5.1 Computational Setting

The explicit form of expressions used in the computational study are as follows:

γ( f ) - the fraction of returned containers: The fraction of returned containers to the demand is

assumed to be a general increasing and concave function of the acquisition fee in the analytical

investigations. For the computational study, we define a complementary exponential function

of acquisition fee to define the fraction of returned containers, γ( f ) = 1 − e−k f where k is a

constant representing the sensitivity of return fraction to the acquisition fee. Note that γ is

also an increasing function of k. Recall that γ( f ) is shown by γ throughout the study for the

sake of brevity.

g(x) - probability distribution function of demand for the reusable product: Demand is as-

sumed to follow Normal distribution with a mean of µ and a standard deviation of σ.

Note that, under the specific form of return fraction and demand, expected quantity of returns

is E(r(γ,D)) = γE(D) = (1 − e−k f )µ.

Ranges of parameters considered in computational setting are given in Table 5.1.

Table 5.1: Ranges of Parameters Used in Computational Study

Parameter Range
p 3.5
c f 0.1 - 3.3
cn 0.1 - 2.9
cr 0.1 - 2.9
µ 2000
σ 30 - 510
k 0.15 - 2.55
C 1200 - 2800

In order to investigate the improvement in expected profit as a result of utilizing returns, we

consider percent improvement, which compares the expected profit values of our optimal

solution and the optimal expected profit when no returns are accepted. Percent improvement

(PI) in expected profit due to utilizing returns is calculated as:

PI =
E(Optimal Profit) − E(Optimal Profit| f = 0)

E(Optimal Profit| f = 0)
x 100

Detailed derivations of PI can be found in Appendix A.
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5.2 Experimental Observations - Uncapacitated Case

In this section, we summarize our findings from computational analysis for the uncapaci-

tated setting. We first consider the effects of problem parameters on the optimal decisions,

next characterize their effects on the expected profit and comment on the benefits of utilizing

returns.

5.2.1 Observations on the Optimal Decision Variables

Note that we have characterized the effects of cost parameters on the optimal acquisition fee

and order quantity of new containers in Chapter 3 analytically. When there is no capacity

restriction on the production operations, the optimal acquisition fee, f ∗, is non-increasing

and optimal order quantity of brand-new containers, Q∗, is non-decreasing in unit cost of

remanufacturing, c f ; whereas f ∗ is non-decreasing and Q∗ is non-increasing in unit cost of

manufacturing, cr, and unit cost of purchasing brand-new containers, cn.

We next characterize the effects of demand uncertainty and returns sensitivity on the optimal

decisions.

Observation 1 The optimal acquisition fee, f ∗, is non-decreasing in the standard deviation

of demand, σ. The behavior of the optimal order quantity of brand-new containers, Q∗, with

respect to σ depends on the unit purchasing cost of brand-new containers, cn, and the unit

cost of filling, cr.

The behaviors of f ∗ and Q∗ with respect to a change in σ are illustrated for two different

cn values in Figure 5.1 and Figure 5.2, respectively. Note that returns are perfectly correlated

with demand. That is, if demand turns out to be high (low), the quantity of returns will be high

(low) as well. Hence, as uncertainty in demand increases, returns become the safer option.

Therefore, the producer responds to an increase in uncertainty by increasing f ∗. However,

since returns are always insufficient to cover demand, the producer will always order new

containers. The change in Q∗ to a change in uncertainty depends on the relative costs of un-

derage/overage. That is if cn and/or cr are large, the producer will be unwilling to have excess

stock, hence Q∗ decreases in σ. Otherwise, the producer will increase Q∗ as σ increases to be

able to satisfy the demand.
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Figure 5.1: f ∗ versus σ (p = 3.5, c f = 0.5, cr = 1.5, µ = 2000, k = 1)

Figure 5.2: Q∗ versus σ (p = 3.5, c f = 0.5, cr = 1.5, µ = 2000, k = 1)
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In Figure 5.1 and Figure 5.2, the behaviors of f ∗ and Q∗ are depicted for a parameter set

where c f < cr. Yet, the behavior of f ∗ and Q∗ are the same and the observation is still valid

when c f > cr. As σ increases, even if c f > cr, the producer increases f ∗ in order to utilize

more returns to decrease the effects of increasing uncertainty. The change in Q∗ in σ again

depends on the relative costs of underage/overage.

Observation 2 The optimal acquisition fee, f ∗, and the optimal order quantity of brand-new

containers, Q∗, are non-increasing in the sensitivity of returns to the acquisition fee, k.

The behaviors of f ∗, γ∗ and Q∗ with respect to a change in k are depicted for two different cn

values in Figure 5.3, Figure 5.4 and Figure 5.5, respectively. Note that the return fraction is

increasing in parameter k for a given f ; and as k increases, the producer is not only able to

collect more returns with the same acquisition fee, but he is also able to collect the equivalent

quantity of returns with less acquisition fee. That is, acquiring one unit of returns becomes

cheaper as k increases. In the optimal solution, the producer decreases f ∗ in increasing values

of k down to a point where the resulting optimal return fraction is still larger. In this way, the

producer utilizes the increase in k in both ways: he both collects more returns and pays less

acquisition fee at the same time. That is, f ∗ is non-increasing and γ∗, so the optimal expected

quantity of returns is non-decreasing in k. Since utilizing returns becomes cheaper and the

producer collects more returns, he decreases the optimal order quantity of brand new contain-

ers and satisfies a larger portion of the demand with returns. Hence, Q∗ is non-increasing in

increasing values of k.

In Figure 5.3, Figure 5.4 and Figure 5.5, the optimal levels of decision variables are depicted

for a parameter set where c f < cr. Yet, the behavior of f ∗, γ∗ and Q∗ are the same and the

observation is still valid when c f > cr. Even if c f > cr, utilizing one unit of returns becomes

cheaper as k increases. Hence, the producer collects more returns with less acquisition fee

and decreases the optimal order quantity of brand-new containers.

5.2.2 Observations on the Optimal Expected Profit and the Benefits of Utilizing the

Return Option

It is obvious that the optimal expected profit would decrease in cost parameters c f , cn, cr and

demand uncertainty, σ; and it would increase in k. Hence, we focus more on the magnitude
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Figure 5.3: f ∗ versus k (p = 3.5, c f = 0.5, cr = 1.5, µ = 2000, σ = 200)

Figure 5.4: γ∗ versus k (p = 3.5, c f = 0.5, cr = 1.5, µ = 2000, σ = 200)
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Figure 5.5: Q∗ versus k (p = 3.5, c f = 0.5, cr = 0.6, µ = 2000, σ = 200)

of these changes.

Observation 3 The decrease in the optimal expected profit as a result of an increase in the

standard deviation of demand, σ, is more significant when the unit refilling cost, c f , is larger.

The behavior of the optimal expected profit is illustrated for two different c f values in Figure

5.6. Recall that the optimal acquisition fee, so the optimal expected quantity of returns is non-

increasing in c f . Also note that the returns decrease the effect of uncertainty due to perfect

correlation between the quantity of returns and the demand realization. Hence, as c f increases

and the optimal expected quantity of returns decreases, the producer becomes more prone to

uncertainty and the optimal expected profit decreases more sharply in increasing values of

parameter σ.

In Figure 5.6, note that we can see the behaviors of f ∗ and Q∗ for both cases where c f < cr

and c f > cr. Independent of the relationship between c f and cr, the decrease in the optimal

expected profit as a result of an increase σ is more significant when c f is larger.

Observation 4 The increase in the optimal expected profit as a result of an increase in the

sensitivity of returns to the acquisition fee, k, is more significant when the unit cost of refilling,

c f , is smaller.
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Figure 5.6: π(Q∗, f ∗) versus σ (p = 3.5, cn = 0.5, cr = 1, µ = 2000, k = 1)

The behavior of the optimal expected profit in k is depicted for two different c f values in

Figure 5.7. With increasing values of k, the producer collects more returns by paying less

acquisition fee, so the optimal expected profit increases. When c f is smaller, returns have

higher profit margins; hence, each additional return increases the optimal expected profit

more. That is, when c f is smaller the optimal expected profit increases more sharply in

increasing values of parameter k.

In Figure 5.7, note that we can see the behavior of the optimal expected profit for both cases

where c f < cr and c f > cr. Independent of the relationship between c f and cr, the increase

in the optimal expected profit as a result of an increase in k is more significant when c f is

smaller.

Observation 5 The increase in the optimal expected profit as a result of an increase in the

sensitivity of returns to the acquisition fee, k, is more significant when cn and/or cr is larger.

The behavior of the optimal expected profit in k for different values of cn and cr is depicted

in Figure 5.8 and Figure 5.9, respectively. With increasing values of k, the producer collects

more returns by paying less acquisition fee and purchases less brand-new containers as ex-

plained in Observation 2; so the optimal expected profit increases. When cn and/or cr is larger,

products with brand-new containers have lower profit margins; hence, each substitution from

brand-new containers to returns increases the optimal expected profit more. That is, when cn
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Figure 5.7: π(Q∗, f ∗) versus k(p = 3.5, cn = 0.5, cr = 1, µ = 2000, σ = 200)

and/or cr is larger, the optimal expected profit increases more sharply in increasing values of

parameter k.

In Figure 5.8, we can see the behavior of the optimal expected profit for the case where c f <

cr. Whereas, in Figure 5.9, the behavior of the optimal expected profit is depicted for both

cases where c f < cr and c f > cr. Since behavior of the optimal expected profit depends on the

changes in profit margins of two supply options, independent of the relationship between c f

and cr, increase in the optimal expected profit as a result of an increase in k is more significant

when cn and/or cr is smaller.

We next consider the improvement in the optimal expected profit due to the utilization of

returns in the production. It is obvious that the improvement due to utilization of returns

increases in the unit purchasing cost of brand-new containers, cn, the unit filling cost, cr; and

decreases in the unit cost of refilling, c f . Hence, we focus on the effect of other parameters

on the improvement in the optimal expected profit.

Observation 6 The improvement due to utilization of returns is non-decreasing in standard

deviation of demand, σ.

The behavior of the improvement due to utilization of returns in σ is illustrated in Figure

5.10. Recall that f ∗, so the optimal expected quantity of returns increases in σ independent
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Figure 5.8: π(Q∗, f ∗) versus k(p = 3.5, c f = 0.5, cr = 1.5, µ = 2000, σ = 200)

Figure 5.9: π(Q∗, f ∗) versus k (p = 3.5, c f = 1, cn = 0.5, µ = 2000, σ = 200)
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of the relationship between c f and cr. The utilization of returns becomes more critical as σ

increases; since the returns do not only provide an alternative source of supply, but also de-

crease the effects of uncertainty due to perfect correlation between the returns and the demand

realization.

Note that the percent improvement is a performance indicator to show the improvement in the

expected profit due to utilization of returns, and it is calculated by comparing the cases where

“returns are accepted with an acquisition fee of f ∗” and “no returns are accepted by setting

the acquisition fee to 0”. Since accepting returns decreases the effects of uncertainty due to

perfect correlation between the returns and demand realization, the percent improvement in

the optimal expected profit is expected to be non-decreasing in σ.

Figure 5.10: PI versus σ (p = 3.5, c f = 1.5, cn = 1.5, cr = 0.5, µ = 2000, k = 1)

Observation 7 The improvement due to utilization of returns is non-decreasing in the sensi-

tivity of returns to the acquisition fee, k.

The behavior of the improvement due to utilization of returns in k is illustrated in Figure

5.11. Recall that f ∗ is non-increasing and γ∗, so the optimal expected quantity of returns, is

non-decreasing in k independent of the relationship between c f and cr. In Observation 2, we

explain that, with increasing values of k, the producer collects more returns by paying less

acquisition fee.

59



Since the producer prefers to accept more returns and to purchase less new containers as k

increases; PI is expected to be non-decreasing in k since PI is calculated by comparing the

cases where γ = γ∗ and γ = 0.

Figure 5.11: PI versus k (p = 3.5, c f = 1.5, cn = 1.5, cr = 0.5, µ = 2000, std = 200)

5.3 Experimental Observations - Capacitated Case

In this section, we summarize our findings from computational analysis for the capacitated

setting. Similar to the uncapacitated setting observations, we first consider the effects of

problem parameters on the optimal decisions and then we characterize their effects on the

expected profit and the benefits on utilizing returns.

5.3.1 Observations on the Optimal Decision Variables

We characterize the effects of cost parameters, demand uncertainty and returns sensitivity on

the optimal decisions with experimental observations.

Observation 8 The optimal acquisition fee, f ∗, is non-increasing and the optimal order

quantity of brand-new containers, Q∗, is non-decreasing in the unit refilling cost, c f .
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The behaviors of f ∗ and Q∗ in changing c f values for two different capacity levels are illus-

trated in Figure 5.12 and Figure 5.13, respectively. Recall that, in the uncapacitated case,

we analytically show that the optimal acquisition fee is non-increasing and the optimal order

quantity of new containers is non-decreasing in c f . For the capacitated case, behaviors of f ∗

and Q∗ in c f are investigated for a tight and an ample capacity level; and it is observed that

they show similar behavior to uncapacitated case as it is expected.

As c f increases, unit profit margin of returns decreases. Hence, the producer decreases f ∗,

so the optimal expected quantity of returns, and increases Q∗ in order to satisfy the demand.

After a critical point (for the illustrative example with C = 1500, it is 1.9 < c f < 2.1 - see

Figure 5.12 and Figure 5.13), he prefers to set the acquisition fee to 0 and accept no returns.

Note that, in the uncapacitated case, the optimal acquisition fee is always positive; whereas in

the capacitated case, f ∗ is set to 0 for larger values of c f when utilizing the available capacity

with brand-new containers to the fullest extent is more profitable than accepting returns. In

addition, it is observed that, f ∗ drops to 0 more sharply when the available capacity is limited

(C =1500).

Figure 5.12: f ∗ versus c f (p = 3.5, cn = 0.5, cr = 1.5, µ = 2000, σ = 200, k = 1)

Observation 9 The optimal acquisition fee, f ∗, is non-decreasing and the optimal order

quantity of brand-new containers, Q∗, is non-increasing in both the unit purchasing cost of

brand-new containers, cn, and the unit filling cost, cr.
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Figure 5.13: Q∗ versus c f (p = 3.5, cn = 0.5, cr = 1.5, µ = 2000, σ = 200, k = 1)

The behaviors of f ∗ and Q∗ in cr for two different capacity values are depicted in Figure 5.14

and Figure 5.15, respectively. Recall that, in the uncapacitated case, we analytically show

that the optimal acquisition fee is non-decreasing and the optimal order quantity of brand-

new containers is non-increasing in both cn and cr. For the capacitated case, behaviors of f ∗

and Q∗ in cn and cr are investigated for a tight and an ample capacity level; and it is observed

that they show similar behavior to uncapacitated case as it is expected.

As cn and/or cr increases, unit profit margin of products with brand-new containers decreases.

Hence, the producer decreases Q∗, and increases the optimal expected quantity of returns

by increasing f ∗. As seen in the illustrative examples in Figure 5.14 and Figure 5.15, the

producer sets the optimal acquisition fee to 0 and accepts no returns for small values of cr.

After a critical point (0.9 < cr < 2.1 for C = 1500), he determines a positive f ∗ value and

begins to accept returns. Note that, in the uncapacitated case, the optimal acquisition fee is

always positive; whereas in the capacitated case, f ∗ is set to 0 for smaller values of cn and cr

when utilizing the available capacity with brand-new containers to the fullest extent is more

profitable than accepting returns.
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Figure 5.14: f ∗ versus cn (p = 3.5, c f = 1.5, cn = 0.5, µ = 2000, σ = 200, k = 1)

Figure 5.15: Q∗ versus cn (p = 3.5, c f = 1.5, cr = 0.5, µ = 2000, σ = 200, k = 1)
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Observation 10 The optimal acquisition fee, f ∗, and the optimal order quantity of brand-new

containers, Q∗, are non-decreasing in the available production capacity, C.

The behavior of f ∗ is illustrated in Figure 5.16, and the behaviors of Q∗, E(r(γ∗,D)) and

Q∗+E(r(γ∗,D)) in C are illustrated in Figure 5.17, respectively. Note that the total production

level is limited with the available capacity. As capacity increases, the firm has the option to

satisfy a larger portion of the demand; so both f ∗ and Q∗ show a non-decreasing behavior.

When capacity is tight, the producer faces no demand uncertainty practically. It is almost

certain that demand exceeds capacity and there is no overage. In such a case, first (when C

is increased from 1200 to 1300 for the illustrative example), the producer increases total sup-

ply by increasing both f ∗ and Q∗; because utilizing returns is significantly cheaper and using

brand-new containers is the safer supply option in the existence of return uncertainty. Then,

when C is increased from 1300 to 1700, probability of underage increases due to return un-

certainty. The producer chooses not to increase returns in response to an increase in capacity

and just increases the quantity of brand-new containers to be purchased.

When the available capacity is around the expected value of demand, both f ∗ and Q∗ are

increasing in C. When C is around the expected value of demand the probability of having

excessive stock of containers arises. In such a case, returns help decrease the uncertainty dues

to its perfect correlation with demand. Hence, the producer utilizes each additional capacity

with more new containers and returns, latter of which is the demand dependent supply.

When available capacity is larger, it does not constitute a binding restriction. For the results

of one parameter set shown in Figure 5.16 and Figure 5.17, both decision variables are con-

stant in increasing C values when C is increased from 2300 to 2800. The producer keeps

both decision variables constant for increasing C values, because capacity is ample and the

unconstrained optimal total production quantity is below the available capacity.

Observation 11 The available capacity, C affects the behaviors of the optimal acquisition

fee, f ∗, and the optimal order quantity of brand-new containers, Q∗, in changing values of

standard deviation of demand, σ.

The behavior of f ∗ with respect to a change in σ for two different capacity values are il-

lustrated in Figure 5.18 and Figure 5.20; and the behaviors of Q∗, E(r(γ∗,D)) and Q∗ +
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Figure 5.16: f ∗ versus C (p = 3.5, c f = 0.5, cn = 1.5, cr = 1, µ = 2000, σ = 200, k = 1)

Figure 5.17: Q∗, E(r( f ∗,D)) and Q∗ + E(r( f ∗,D)) versus C (p = 3.5, c f = 0.5, cn = 1.5,
cr = 1, µ = 2000, σ = 200, k = 1)
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E(r(γ∗,D)) with respect to a change in σ for two different capacity values are illustrated in

Figure 5.19 and Figure 5.21, respectively.

When capacity is tight, C = 1500, the producer faces no demand uncertainty for the small

values of σ (σ < 300) practically. It is almost certain that demand exceeds capacity and

there will be no overage even though σ increases. Yet, the risk of underage due to return

uncertainty exists. In such a case, the producer chooses not to increase returns in response to

an increase in σ, since the return quantity is uncertain; and he chooses to increase the quantity

of brand-new containers to satisfy the demand. As σ increases to higher values (σ > 300),

demand uncertainty becomes as critical as return uncertainty. Hence, the producer increases

f ∗ to decrease the effects of uncertainty. In this case, the producer can increase or decrease Q∗

depending on the underage/overage costs of production alternatives. In the example shown in

Figure 5.19, Q∗ is decreasing in changing values of σ when σ > 300.

When C = 2500, the capacity does not constitute a binding restriction for the total optimal

production quantity for small values of σ (σ < 150). Since there is ample capacity and the

opportunity of satisfying a larger portion of the realized demand, each increase in σ increases

f ∗; so the producer decreases the effect of increasing uncertainty. In this case, the producer

can increase or decrease Q∗ depending on the underage/overage costs of production alterna-

tives. In the example shown in Figure 5.21, Q∗ is increasing in changing values of σ when

σ < 150. As σ increases to higher values (σ > 150), both demand and return uncertainty

affect the behaviors. Since returns are perfectly correlated with demand, the producer prefers

to increase f ∗ more sharply to balance the demand uncertainty with return uncertainty. The

behavior of Q∗ again affected by the underage/overage costs, and in the example shown in

Figure 5.19, Q∗ is decreasing in changing values of σ when σ > 150.

Observation 12 The optimal acquisition fee, f ∗, and the optimal order quantity of brand-

new containers, Q∗, are non-increasing with the sensitivity of returns to the acquisition fee,

k.

The behaviors of f ∗, γ∗ and Q∗ in changing values of k for two different capacity levels are

illustrated in Figure 5.22, Figure 5.23 and Figure 5.24 respectively. In the capacitated case,

the behavior of f ∗, γ∗ and Q∗ in k are same as in the uncapacitated case. As k increases,

the producer uses the opportunity of collecting more returns by paying a lower acquisition
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Figure 5.18: f ∗ versus σ (p = 3.5, c f = 1.5, cn = 1.5, cr = 0.5, µ = 2000, k = 1, C = 1500)

Figure 5.19: Q∗, E(r( f ∗,D)) and Q∗ + E(r( f ∗,D)) versus σ (p = 3.5, c f = 1.5, cn = 1.5,
cr = 0.5, µ = 2000, k = 1, C = 1500)
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Figure 5.20: f ∗ versus σ (p = 3.5, c f = 1.5, cn = 1.5, cr = 0.5, µ = 2000, k = 1, C = 2500)

Figure 5.21: Q∗, E(r( f ∗,D)) and Q∗ + E(r( f ∗,D)) versus σ (p = 3.5, c f = 1.5, cn = 1.5,
cr = 0.5, µ = 2000, k = 1, C = 2500)
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fee. As larger portion of the demand can be satisfied with returns, the producer decreases

the optimal order quantity of brand-new containers. Hence, f ∗ and Q∗ are non-increasing in

increasing values of parameter k, whereas γ∗ and the optimal expected quantity of returns are

non-decreasing.

Figure 5.22: f ∗ versus k (p = 3.5, c f = 1.5, cn = 1.5, cr = 0.5, µ = 2000, σ = 200)

69



Figure 5.23: γ∗ versus k (p = 3.5, c f = 1.5, cn = 1.5, cr = 0.5, µ = 2000, σ = 200)

Figure 5.24: Q∗ versus k (p = 3.5, c f = 1.5, cn = 1.5, cr = 0.5, µ = 2000, σ = 200)
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5.3.2 Observations on the Benefits of Utilizing the Return Option

It is obvious that the optimal expected profit would decrease in cost parameters c f , cn, cr. As

the uncertainty in demand increases with increasing values of σ, it is again obvious that the

optimal expected profit would decrease. Utilizing one of the supply options, returns, becomes

easier with increasing values of k, so the optimal expected profit would increase in k. In

increasing values of available capacity, C, it is also obvious that the optimal expected profit

shows a non-decreasing behavior. Hence, we focus more on the behavior of the improvement

due to utilization of returns with respect to changes in problem parameters.

Observation 13 The available capacity, C, affects the behavior of the improvement due to

utilization of returns in standard deviation of demand, σ.

The behavior of the improvement due to utilization of returns in σ for two different capacity

values are illustrated in Figure 5.25. In Observation 12, we show that the behaviors of f ∗

and Q∗ in σ is affected by value of C. Since the behavior of f ∗ and Q∗ is affected by C, the

behavior of the improvement due to utilization of returns for changing values of σ is also

affected. The behaviors of f ∗ and Q∗ in σ for the same parameter set in Figure 5.25 can be

seen in Figure 5.18 and Figure 5.19.

When C = 1500 and σ is small, the producer prefers to decrease the expected quantity of

returns and to increase the quantity of brand-new containers. Hence, in that case, the im-

provement due to utilization of returns shows a decreasing behavior in σ. For the larger

values of σ, the producer prefers to decrease the effect of increasing demand uncertainty by

increasing f ∗ and decreasing Q∗. Hence, for the case where σ is large, the improvement due

to utilization of returns shows an increasing behavior in changing values of σ.

When C = 2500 and σ is small, the producer prefers to increase both the expected quantity

of returns and the quantity of brand-new containers. In that case, depending on the cost

parameters, the improvement dur to utilization of returns either increases or decreases. In the

example shown in Figure 5.25, PI is increasing for the corresponding parameter set. When σ

becomes larger, the producer prefers to decrease the effect of increasing demand uncertainty

by increasing f ∗ and decreasing Q∗. Hence, for the case where σ is large, the improvement

due to utilization of returns shows an increasing behavior in changing values of σ.
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Figure 5.25: PI versus σ (p = 3.5, c f = 1.5, cn = 1.5, cr = 0.5, µ = 2000, k = 1)

Observation 14 The improvement due to utilization of returns is non-decreasing in the sen-

sitivity of returns to the acquisition fee, k.

The behavior of percent improvement in k for two different capacity values is illustrated in

Figure 5.26. Recall that f ∗ is non-increasing and γ∗, so the optimal expected quantity of

returns, is non-decreasing in k. Note that the producer collects more returns by paying a

lower acquisition fee.

Since the producer prefers to accept more returns and to purchase less new containers as k

increases; PI is expected to be non-decreasing in k since PI is calculated by comparing the

cases where γ = γ∗ and γ = 0.

5.4 Summary of Findings

With the computational study conducted in this chapter, we obtain the following results:

• In the uncapacitated setting,

– the optimal acquisition fee is non-decreasing with standard deviation of demand,

whereas the behavior of the optimal order quantity of new containers depends on

other parameters.
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Figure 5.26: PI versus k (p = 3.5, c f = 1.5, cn = 1.5, cr = 0.5, µ = 2000, σ = 200)

– the optimal acquisition fee and optimal order quantity of new containers are non-

increasing with the sensitivity of return function to acquisition fee.

– the decrease in the optimal expected profit as a result of an increase in standard de-

viation of demand is more significant when unit cost of remanufacturing is larger.

– the increase in the optimal expected profit as a result of an increase in sensitivity

of returns to acquisition fee is more significant when unit cost of remanufacturing

is smaller.

– the increase in the optimal expected profit as a result of an increase in sensitivity

of returns to acquisition fee is more significant when unit cost of manufacturing

and/or unit cost of purchasing new containers is smaller.

• In the capacitated setting,

– the optimal acquisition fee is non-increasing in unit cost of remanufacturing, non-

decreasing in unit cost of manufacturing and unit cost of purchasing brand-new

containers.

– the optimal order quantity of brand-new containers is non-decreasing in unit cost

of remanufacturing, non-increasing in unit cost of manufacturing and unit cost of

purchasing brand-new containers.
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– the optimal acquisition fee and optimal order quantity of new containers are non-

decreasing with the available capacity.

– the optimal acquisition fee and the optimal order quantity of new containers are

non-increasing with the sensitivity of return function to acquisition fee.

• Reusing is most profitable for the system where:

– the unit cost of remanufacturing is low.

– the unit cost of manufacturing is high.

– the unit cost of purchasing brand-new containers is high.

– the sensitivity of returns to acquisition fee is high.
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CHAPTER 6

CONCLUSION

In closed-loop supply chains, reusing is one of the widely-used recovery option within direct

recovery operation alternatives. Reusable containers are examples of reusing operations and

in practice, many producers accept used containers from customers in order to reuse them in

their production. Since reusable packaging materials are utilized for several times, accepting

returned containers is profitable for the producers under certain conditions.

In the production systems where reusable containers are utilized, the producer performs both

filling (manufacturing) and refilling (remanufacturing) operations. He acquires returned con-

tainers from customers in exchange of an unit acquisition fee, he reuses them in remanufactur-

ing operations. Since only a fraction of containers returns to the producer, he also purchases

brand-new reusable containers from an external container supplier and use them in manufac-

turing operations. In reusable container systems, customers are indifferent between buying

manufactured or remanufactured products, so the manufactured and remanufactured are sold

at the same sales price.

The goal of the producer is to maximize his profit with an effective production planning. Yet,

such production planning decisions require the information about the return process that de-

pends on both customer demand and the deposit price determined by the producer. Hence,

the producer has the opportunity to manipulate the return quantity via the acquisition fee. In

order to satisfy the demand, he also has to decide on the order quantity of brand new reusable

containers. Since the producer wants to satisfy the demand in full and cannot violate restric-

tions on the available resources of production operations, production planning and pricing

decisions are to be made simultaneously for a synchronized reusable container system.

In this thesis study, we investigate the pricing and production planning decisions of produc-
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tion systems where reusable containers are utilized. Since reusable container systems has the

characteristics of hybrid manufacturing / remanufacuring systems, our focus is on the corre-

sponding area of the closed-loop supply chain literature. Note that although we use a reusable

container system framework throughout the study, the models that we construct apply to a

more general manufacturing / remanufacturing framework as well.

The optimal pricing and production decisions to maximize the producer’s profit has been

investigated for two different environmental settings: (i) unrestricted resource capacity (ii)

restricted resource capacity.

In Chapter 3 and Chapter 4, pricing and production decisions has been investigated analyti-

cally and optimal solutions to maximize the producer’s profit are characterized. One of the

major findings of these investigations is that, in a reusable container system where there is no

capacity restriction on the production operations, the optimal acquisition fee is always posi-

tive and the producer should accept some returns in order to maximize his profit even though

unit cost of refilling is greater than the unit cost of filling. Similarly, when there is a capac-

ity restriction on the production operations, the optimal acquisition fee is still positive under

certain conditions even though unit cost of refilling is greater than the unit cost of filling.

In Chapter 5, major findings of an extensive computational study are presented. We character-

ize the effects of available capacity, demand and return parameters on the optimal decisions

and the expected profit. We also characterize the effects of cost parameters on the optimal

decisions and the expected profit when production capacity is restricted. The improvement

in the optimal expected profit due to utilization of returns are measured and the effects of

problem parameters on the improvement is investigated.

There are a number of future research opportunities of our study. One of them is an extension

of this work to the multi-period setting. In this study, we consider optimal pricing and pro-

duction decisions in a single-period setting and do not take lead times of different production

alternatives into account. The study can be extended to a multi-period setting and lead times

of operations can be considered.

Another extension can be changing the simplifying assumption on the dependency of returns

to the demand. We assume that returns are perfectly correlated with the demand realization.

In an alternative and more realistic setting, returns can be assumed to be correlated with the
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sales.

In the capacitated setting, we assume that resource utilization of returned items and brand-

new items are identical. In another study, resource utilization of these two options can be

considered as non-identical.

Our investigation focuses on a single product with reusable containers. The existence of a

product with disposable containers can be assumed as an alternative production option to

satisfy customer demand. Resource utilization of reusable and disposable options can also

assumed to be non-identical.
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APPENDIX A

DERIVATIONS OF PERCENT IMPROVEMENT

Percent improvement (PI) is a performance measure in our study which is considered to in-

vestigate the improvement in expected profit as a result of utilizing returns. It compares the

expected optimal profit values of our optimal solution and the solution when no returns are

accepted. Percent improvement (PI) in expected profit due to utilizing returns is calculated

as:

PI =
E(Optimal Profit) − E(Optimal Profit| f = 0)

E(Optimal Profit| f = 0)
x 100

Derivations of PI for the uncapacitated case and the capacitated case are detailed below.

A.1 PI for the Uncapacitated Case

In order to find PI, we characterize the problem when no returns are accepted.

The second stage problem when no returns are accepted can be stated as:

Maximize π(Q, 0) = (p − cr)M

subject to

M ≤ D

M ≤ Q

The optimal production quantities given the first stage decision, Q, and the demand realiza-

tion, D, the optimal production quantities are as follows:
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(M∗|D) =

 Q if Q < D

D if Q > D

Then, the first stage problem can be expresses as follows:

[P] : Maximize π(Q, 0) = (p − cr)


Q∫

0

xg(x)dx +

∞∫
Q

Qg(x)dx

 − cnQ

subject to

Q ≥ 0

The first and second order derivatives of π(Q, 0) are the following:

dπ(Q, 0)
dQ

= (p − cr)(1 −G(Q)) − cn

d2π(Q, 0)
dQ2 = (−p + cr)g(Q)

The optimal solution to P is the unique non-negative solution to
dπ(Q, 0)

dQ
= 0 since π(Q, 0) is

concave with respect to Q. Hence, the optimal solution to P is:

QP = G−1
(
1 −

cn

p − cr

)
Then, PI can be derived as:

E(Optimal Profit| f = 0) = π(QP, 0)

(A.1)

PI =
π(Q∗, f ∗) − π(QP, 0)

π(QP, 0)
x 100

A.2 PI for the Capacitated Case

In order to find PI, we characterize the problem in the capacitated setting when no returns are

accepted.

The second stage problem when no returns are accepted again can be stated as:

Maximize π(Q, 0) = (p − cr)M
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subject to

M ≤ C

M ≤ D

M ≤ Q

Since Q is always set to a value smaller then C, capacity constraint is redundant and the

second stage problem can be stated as:

Maximize π(Q, 0) = (p − cr)M

subject to

M ≤ D

M ≤ Q

The optimal production quantities given the first stage decision, Q, and the demand realiza-

tion, D, the optimal production quantities are as follows:

(M∗|D) =

 Q if Q < D

D if Q > D

Then, the first stage problem can be expresses as follows:

[P]: Maximize π(Q, 0) = (p − cr)


Q∫

0

xg(x)dx +

∞∫
Q

Qg(x)dx

 − cnQ

subject to

Q ≤ C

Q ≥ 0

The first and second order derivatives of π(Q, 0) are the following:

dπ(Q, 0)
dQ

= (p − cr)(1 −G(Q)) − cn

d2π(Q, 0)
dQ2 = (−p + cr)g(Q)
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The optimal solution to P is either the unique non-negative solution to
dπ(Q, 0)

dQ
= 0 or C since

π(Q, 0) is concave with respect to Q but Q is restricted with the available capacity. Hence, the

optimal solution to P is:

QP = min
(
C,G−1

(
1 −

cn

p − cr

))

Then, PI can be derived as:

E(Optimal Profit| f = 0) = π(QP, 0)

(A.2)

PI =
π(Q∗, f ∗) − π(QP, 0)

π(QP, 0)
x 100
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APPENDIX B

DETAILS OF OPTIMIZATION ALGORITHM

B.1 The Uncapacitated Case

Pseudocode of the optimization algorithm used in the computational study for the uncapaci-

tated case is follows:

READ p, c f , cn, cr, µ, σ and k

IF cr ≥ c f

SET f UB to p − c f

SET f LB to 0

SET f to ( f UB + f LB)/2

SET QUB to µ + 5 × σ

SET QLB to 0

SET Q to (QUB + OLB)/2

CALCULATE ∂π( f ,Q)/∂Q for P1

WHILE |∂π( f ,Q)/∂Q| > 0.001

IF ∂π( f ,Q)/∂Q > 0.001

SET QLB to Q

SET Q to (QUB + OLB)/2

CALCULATE ∂π( f ,Q)/∂Q for P1

ELSE

SET QUB to Q

SET Q to (QUB + OLB)/2

CALCULATE ∂π( f ,Q)/∂Q for P1

END IF
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END WHILE

CALCULATE ∂π( f ,Q)/∂ f for P1

WHILE |∂π( f ,Q)/∂ f > 0.001|

IF ∂π( f ,Q)/∂ f > 0.001

SET f LB to f

SET f to ( f LB + f UB)/2

SET QUB to µ + 5 × σ

SET QLB to 0

SET Q to (QUB + OLB)/2

CALCULATE ∂π( f ,Q)/∂Q for P1

WHILE |∂π( f ,Q)/∂Q| > 0.001

IF ∂π( f ,Q)/∂Q > 0.001

SET QLB to Q

SET Q to (QUB + OLB)/2

CALCULATE ∂π( f ,Q)/∂Q for P1

ELSE

SET QUB to Q

SET Q to (QUB + OLB)/2

CALCULATE ∂π( f ,Q)/∂Q for P1

END IF

END WHILE

CALCULATE ∂π( f ,Q)/∂ f for P1

ELSE

SET f UB to f

SET f to ( f LB + f UB)/2

SET QUB to µ + 5 × σ

SET QLB to 0

SET Q to (QUB + OLB)/2

CALCULATE ∂π( f ,Q)/∂Q for P1

WHILE |∂π( f ,Q)/∂Q| > 0.001

IF ∂π( f ,Q)/∂Q > 0.001

SET QLB to Q
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SET Q to (QUB + OLB)/2

CALCULATE ∂π( f ,Q)/∂Q for P1

ELSE

SET QUB to Q

SET Q to (QUB + OLB)/2

CALCULATE ∂π( f ,Q)/∂Q for P1

END IF

END WHILE

CALCULATE ∂π( f ,Q)/∂ f for P1

END IF

END WHILE

CALCULATE π(Q, f ) for P1

SET fO to f

SET QO to Q

SET π(Q, f )O to π(Q, f ) for P1

ELSE

SET f UB to p − c f

SET f LB to 0

SET f to ( f UB + f LB)/2

SET QUB to µ + 5 × σ

SET QLB to 0

SET Q to (QUB + OLB)/2

CALCULATE ∂π( f ,Q)/∂Q for P2

WHILE |∂π( f ,Q)/∂Q| > 0.001

IF ∂π( f ,Q)/∂Q > 0.001

SET QLB to Q

SET Q to (QUB + OLB)/2

CALCULATE ∂π( f ,Q)/∂Q for P2

ELSE

SET QUB to Q

SET Q to (QUB + OLB)/2
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CALCULATE ∂π( f ,Q)/∂Q for P2

END IF

END WHILE

CALCULATE ∂π( f ,Q)/∂ f for P2

WHILE |∂π( f ,Q)/∂ f > 0.001|

IF ∂π( f ,Q)/∂ f > 0.001

SET f LB to f

SET f to ( f LB + f UB)/2

SET QUB to µ + 5 × σ

SET QLB to 0

SET Q to (QUB + OLB)/2

CALCULATE ∂π( f ,Q)/∂Q for P2

WHILE |∂π( f ,Q)/∂Q| > 0.001

IF ∂π( f ,Q)/∂Q > 0.001

SET QLB to Q

SET Q to (QUB + OLB)/2

CALCULATE ∂π( f ,Q)/∂Q for P2

ELSE

SET QUB to Q

SET Q to (QUB + OLB)/2

CALCULATE ∂π( f ,Q)/∂Q for P2

END IF

END WHILE

CALCULATE ∂π( f ,Q)/∂ f for P2

ELSE

SET f UB to f

SET f to ( f LB + f UB)/2

SET QUB to µ + 5 × σ

SET QLB to 0

SET Q to (QUB + OLB)/2

CALCULATE ∂π( f ,Q)/∂Q for P2

WHILE |∂π( f ,Q)/∂Q| > 0.001
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IF ∂π( f ,Q)/∂Q > 0.001

SET QLB to Q

SET Q to (QUB + OLB)/2

CALCULATE ∂π( f ,Q)/∂Q for P2

ELSE

SET QUB to Q

SET Q to (QUB + OLB)/2

CALCULATE ∂π( f ,Q)/∂Q for P2

END IF

END WHILE

CALCULATE ∂π( f ,Q)/∂ f for P2

END IF

END WHILE

CALCULATE π(Q, f ) for P2

SET fO to f

SET QO to Q

SET π(Q, f )O to π(Q, f ) for P2

END IF

B.2 The Capacitated Case

Pseudocode of the optimization algorithm used in the computational study for the capacitated

case is follows:

READ p, c f , cn, cr, µ, σ, k and C

IF cr ≥ c f

SET f to 0.1

SET Q to 1

SET counterQ to 1

CALCULATE ∂π( f ,Q)/∂Q for P1

WHILE |∂π( f ,Q)/∂Q| > 0.001 and Q < C

IF ∂π( f ,Q)/∂Q > 0.001
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SET Q to minimum of C and Q + C/(5 × counterQ)

CALCULATE ∂π( f ,Q)/∂Q for P1

ELSE

SET Q to minimum of C and Q −C/(5 × counterQ)

CALCULATE ∂π( f ,Q)/∂Q for P1

END IF

INCREMENT counterQ by 1

END WHILE

CALCULATE ∂π( f ,Q)/∂ f for P1

SET counter f to 1

WHILE |∂π( f ,Q)/∂ f > 0.001| and counter f < 10000

IF ∂π( f ,Q)/∂ f > 0.001

SET f to minimum of p − c f and f + (p − c f )/(5 × count f )

SET count2 to 1

CALCULATE ∂π( f ,Q)/∂Q for P1

WHILE |∂π( f ,Q)/∂Q| > 0.001 and Q < C

IF ∂π( f ,Q)/∂Q > 0.001

SET Q to minimum of C and Q + C/(5 × counter2)

CALCULATE ∂π( f ,Q)/∂Q for P1

ELSE

SET Q to minimum of C and Q −C/(5 × counter2)

CALCULATE ∂π( f ,Q)/∂Q for P1

END IF

INCREMENT counter2 by 1

END WHILE

CALCULATE ∂π( f ,Q)/∂ f for P1

ELSE

SET f to maximum of 0.001 and f − (p − c f )/(5 × count f )

SET count2 to 1

CALCULATE ∂π( f ,Q)/∂Q for P1

WHILE |∂π( f ,Q)/∂Q| > 0.001 and Q < C

IF ∂π( f ,Q)/∂Q > 0.001
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SET Q to minimum of C and Q + C/(5 × counter2)

CALCULATE ∂π( f ,Q)/∂Q for P1

ELSE

SET Q to minimum of C and Q −C/(5 × counter2)

CALCULATE ∂π( f ,Q)/∂Q for P1

END IF

INCREMENT counter2 by 1

END WHILE

CALCULATE ∂π( f ,Q)/∂ f for P1

END IF

INCREMENT counter f by 1

END WHILE

CALCULATE π(Q, f ) for P1

SET fO1 to f

SET QO1 to Q

SET π(Q, f )O1 to π(Q, f ) for P1

SET Q to 0

SET f LB to 0

SET f UB to p

SET f to ( f LB + f UB)/2

CALCULATE dπ( f , 0)/d f for P1

WHILE |dπ(0, f )/d f | > 0.001

IF dπ(0, f )/d f > 0.001

SET f LB to f

SET f to ( f LB + f UB)/2

CALCULATE dπ(Q, f )/d f for P1

ELSE

SET f UB to f

SET f to ( f LB + f UB)/2

CALCULATE dπ( f , 0)/d f for P1

END IF
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END WHILE

CALCULATE ∂π( f ,Q)/∂Q for P1

CALCULATE π(0, f )

SET fO2 to f

SET QO2 to 0

SET π(Q, f )O2 to π(0, f ) for P1

IF QO1 ≤ 1 AND fO1 ≤ 0.001

SET fO to fO2

SET QO to QO2

SET π(Q, f )O to π(Q, f )O2

ELSE

SET fO to fO1

SET QO to QO1

SET π(Q, f )O to π(Q, f )O1

ELSE

SET f to 0.1

SET Q to 1

SET counterQ to 1

CALCULATE ∂π( f ,Q)/∂Q for P2

WHILE |∂π( f ,Q)/∂Q| > 0.001 and Q < C

IF ∂π( f ,Q)/∂Q > 0.001

SET Q to minimum of C and Q + C/(5 × counterQ)

CALCULATE ∂π( f ,Q)/∂Q for P2

ELSE

SET Q to minimum of C and Q −C/(5 × counterQ)

CALCULATE ∂π( f ,Q)/∂Q for P2

END IF

INCREMENT counterQ by 1

END WHILE

CALCULATE ∂π( f ,Q)/∂ f for P2
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SET counter f to 1

WHILE |∂π( f ,Q)/∂ f | > 0.001 and counter f < 10000

IF ∂π( f ,Q)/∂ f > 0.001

SET f to minimum of p − c f and f + (p − c f )/(5 × count f )

SET count2 to 1

CALCULATE ∂π( f ,Q)/∂Q for P2

WHILE |∂π( f ,Q)/∂Q| > 0.001 and Q < C

IF ∂π( f ,Q)/∂Q > 0.001

SET Q to minimum of C and Q + C/(5 × counter2)

CALCULATE ∂π( f ,Q)/∂Q for P2

ELSE

SET Q to minimum of C and Q −C/(5 × counter2)

CALCULATE ∂π( f ,Q)/∂Q for P2

END IF

INCREMENT counter2 by 1

END WHILE

CALCULATE ∂π( f ,Q)/∂ f for P2

ELSE

SET f to maximum of 0.001 and f − (p − c f )/(5 × count f )

SET count2 to 1

CALCULATE ∂π( f ,Q)/∂Q for P2

WHILE ∂π( f ,Q)/∂Q > 0.001 and Q < C

IF ∂π( f ,Q)/∂Q > 0.001

SET Q to minimum of C and Q + C/(5 × counter2)

CALCULATE ∂π( f ,Q)/∂Q for P1

ELSE

SET Q to minimum of C and Q −C/(5 × counter2)

CALCULATE ∂π( f ,Q)/∂Q for P2

END IF

INCREMENT counter2 by 1

END WHILE

CALCULATE ∂π( f ,Q)/∂ f for P2

92



END IF

INCREMENT counter f by 1

END WHILE

CALCULATE π(Q, f ) for P2

SET fO1 to f

SET QO1 to Q

SET π(Q, f )O1 to π(Q, f ) for P2

SET Q to 0

SET f LB to 0

SET f UB to p

SET f to ( f LB + f UB)/2

CALCULATE dπ( f , 0)/d f for P2

WHILE |dπ(0, f )/d f | > 0.001

IF dπ(0, f )/d f > 0.001

SET f LB to f

SET f to ( f LB + f UB)/2

CALCULATE dπ(Q, f )/d f for P2

ELSE

SET f UB to f

SET f to ( f LB + f UB)/2

CALCULATE dπ( f , 0)/d f for P2

END IF

END WHILE

CALCULATE ∂π( f ,Q)/∂Q for P2

CALCULATE π(0, f ) for P2

SET fO2 to f

SET QO2 to 0

SET π(Q, f )O2 to π(0, f ) for P2

SET ∂π( f ,Q)O2/∂Q to ∂π( f ,Q)/∂Q for P2

SET Q to C
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SET f to 0

CALCULATE π(C, 0) for P2

SET fO3 to f

SET QO3 to 0

SET π(Q, f )O3 to π(C, 0) for P2

IF QO1 > 1 AND fO1 > 0.001

SET fO to fO1

SET QO to QO1

SET π(Q, f )O to π(Q, f )O1

ELSE

IF ∂π( f ,Q)O2/∂Q < 0

SET fO to fO2

SET QO to QO2

SET π(Q, f )O to π(Q, f )O2

ELSE

SET fO to fO2

SET QO to QO2

SET π(Q, f )O to π(Q, f )O2

END IF

END IF

END IF
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