PATTERN EXTRACTION BY USING BOTH SPATIAL AND TEMPORAL FEATURES
ON TURKISH METEOROLOGICAL DATA

A THESIS SUBMITTED TO
THE GRADUATE SCHOOL OF NATURAL AND APPLIED SCIENCES
OF
MIDDLE EAST TECHNICAL UNIVERSITY

BY

ISIL GOLER

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR
THE DEGREE OF MASTER OF SCIENCE
IN
COMPUTER ENGINEERING

DECEMBER 2010



Approval of the thesis:

PATTERN EXTRACTION BY USING BOTH SPATIAL AND TEMPORAL
FEATURES ON TURKISH METEOROLOGICAL DATA

submitted by ISIL GOLER in partial fulfillment of the requirements for the degree of

Master in Computer Engineering Department, Middle East Technical University by,

Prof. Dr. Canan Ozgen

Dean, Graduate School of Natural and Applied Sciences

Prof. Dr. Adnan Yazici

Head of Department, Computer Engineering

Prof. Dr. Adnan Yazici
Supervisor, Computer Engineering Dept., METU

Asst. Prof. Dr. Piar Senkul

Co-Supervisor, Computer Engineering Dept., METU

Examining Committee Members:

Prof. Dr. Hakki Toroslu
Computer Engineering Dept., METU
Prof. Dr. Adnan Yazici

Computer Engineering Dept., METU

Assoc. Prof. Zuhal Akytirek
Geodetic and Geographic Information Technologies Dept.,
METU

Asst. Prof. Dr. Piar Senkul

Computer Engineering Dept., METU

Asst. Prof. Dr. Tolga Can
Computer Engineering Dept., METU

Date: 27.12.2010




I hereby declare that all information in this document has been obtained and
presented in accordance with academic rules and ethical conduct. I also declare
that, as required by these rules and conduct, | have fully cited and referenced

all material and results that are not original to this work.

Name, Last name: ISIL GOLER

Signature



ABSTRACT

PATTERN EXTRACTION BY USING BOTH SPATIAL AND TEMPORAL
FEATURES ON TURKISH METEOROLOGICAL DATA

Goler, Isil
M.Sc., Department of Computer Engineering
Supervisor: Prof. Dr. Adnan Yazici

Co-Supervisor: Asst. Prof. Dr. Pinar Senkul

December 2010, 100 pages

With the growth in the size of datasets, data mining has been an important research topic and
is receiving substantial interest from both academia and industry for many years. Especially,
spatio-temporal data mining, mining knowledge from large amounts of spatio-temporal data,
is a highly demanding field because huge amounts of spatio-temporal data are collected in
various applications. Therefore, spatio-temporal data mining requires the development of
novel data mining algorithms and computational techniques for a successful analysis of large
spatio-temporal databases. In this thesis, a spatio-temporal mining technique is proposed and
applied on Turkish meteorological data which has been collected from various weather
stations in Turkey. This study also includes an analysis and interpretation of spatio-temporal
rules generated for Turkish Meteorological data set. We introduce a second level mining
technique which is used to define general trends of the patterns according to the spatial
changes. Genarated patterns are investigated under different temporal sets in order to

monitor the changes of the events with respect to temporal changes.

Keywords: Spatio-Temporal Data Mining, Mining Rules, Spatio-Temporal data
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TURKIYE METEOROLOJi VERISININ UZAYSAL VE ZAMANSAL
OZELLIKLERINi KULLANARAK KURALLAR BULUNMASI

Goler, Isil
Yiksek Lisans, Bilgisayar Miihendisligi Boliimii
Tez Yoneticisi: Prof. Dr. Adnan Yazici

Ortak Tez Yoneticisi: Dr. Pinar Senkul

Aralik 2010, 100 sayfa

Bilgi yiginlarinin boyutunun artmasiyla veri madenciligi 6nemli bir arastirma konusu haline
geldi ve hem endiistride hem de akademik diinyada biiytik ilgi gordii. Uzaysal ve zamansal
veri madenciligi, bliylik miktarda uzaysal ve zamansal veri i¢eren bilgi yigmlarindan énemli
bilgi veya desen c¢ikarilmasi olup, ¢ok cesitli uygulamalarda uzaysal ve zamansal veri
toplandigindan gittikge ilgi ¢eken bir konu haline geldi. Uzaysal ve zamansal veri
madenciliginde basarili bir analiz i¢in yeni algoritmalara ve hesaplama yontemlerine ihtiyag
vardir. Bu tezde, yeni bir yaklasim gelistirilerek, bu yaklasim Tiirkiye’deki farkli hava
istasyonlarindan alinmis meteoroloji verisi iizerinde uygulandi. Ayrica, bu veri kullanilarak
¢ikarilmis desenler analiz edilerek yorumlandi. Ortaya koydugumuz ikinci seviye veri
madenciligi teknigi ile ¢ikarilan desenlerin uzaysal degisikliklere gore genel trendleri
¢ikarildi. Benzer bir teknikle, ¢ikarilan desenler farkli zamansal donemler igin incelenerek,

zaman degisiminin desenler lizerindeki etkisi analiz edildi.

Anahtar Kelimeler: Uzaysal ve zamansal veri, uzaysal ve zamansal veri madenciligi



To My Grandparents

This thesis is dedicated to my lovely and compassionate grandparents who recently passed

away. May they rest in peace.

Vi



ACKNOWLEDGEMENTS

| particularly thank my supervisor, Prof. Dr. Adnan Yazici, whose encouragement, guidance
and support from the initial to the final level enabled me to complete this thesis. Thanks for

the enthusiasm and inspiration which was always there when | needed it.

I am heartily thankful to my co-supervisor Dr. Pimar Senkul for her valuable supervision,

suggestions and comments during my thesis.

Also | thank Havelsan Inc. for providing an opportunity to study for the degree of master.

I can not finish without saying how grateful I am to my brother Giines Goler who is the one
who convinced me to study at METU and supported me in any respect during the completion

of my education.

Finally, and the most importantly, 1 wish to thank my parents for their complimentary love

and support. Thank you for having me. Now look what | have done!

vii



TABLE OF CONTENTS

ABSTRACT L.ttt bbb bbbkt b bbbt h bbb bbbt bbbt bbb iv
[0/ /200 OO UURO PR TTTRON v
ACKNOWLEDGEMENTS ...ttt ettt ettt et sb bbb vii
LIST OF TABLES ...ttt b bbbt bbb bbb et nb e ene e X
LIST OF FIGURES ...ttt bbb bbbt bbbt Xi
LIST OF ABBREVIATIONS. ...ttt Xiii
INTRODUCTION ...ttt ettt r et r et r e r et er et r e nnns 1
1.1 MOUIVALION BN SCOPE.....ccvireieiririeiiirirr ettt r e nr e er e aneanes 1
1.2 REIAE WOTK ...ttt nnes 1
1.3 CONTIIOULIONS. ..ottt erennes 5
1.4 Organization 0Of the TRESIS .......c.ciiiiieii e sre e enre e 7
BACKGROUND ..otttk b bbbkt b e bbb bbbttt e 8
2.1 DALA MINING .ottt et bbbttt 8
2.2 Spatio-Temporal Data MiNING ........cccooiiiiiiie e 9

P T (01T = 11 (1 5 1SS 9
2.4 Generalized Spatio-Temporal PAtternS.........ccooiiiiiiiiiiiieese et 11
PROPOSED APPROACH ...ttt sttt ettt b 13
3.1 Notations and TermMiNOIOQY .........ccveiuiiiiiie et sre e e e 13
3.2 Algorithm of the Proposed APProach..........ccceocveiiiieiiesie et 16
3.2.1 PreproCessiNg PRASE .........ccviiiiiicciieie sttt sreesneenaeenae e 16
3.2.2 Preparation t0 MiniNg PRASE ........cccvcviiiiiiie it 16
3.2.3 Y T T a0 T d T T SRS 17
3.24 Frequency Calculation ( FINARUIES() ) «.veveververieiiinieiseeerieeee e 18
3.2.5 MiningRules Phase (OVErMINING) .....coovrueiiirieinieesesiese e 18

3.3 PIEPIOCESSING ... eiteiteeeieetesteteete sttt et sttt sttt bt et sb e s et e st st ebe s b e st ebene et et e sb e s e et e nbe e ebenre e etennes 18
3.3.1 Meteorology Data SeL.........cooeiiiieiie e e 19
3.3.2 Creation Of EVENE TabBIES .....c..oeieiiie e 23
3.3.3 L o I T TT=T 0T | P 26

3.4 Preparation 10 MINING .......ooeiiiiiie ettt be e 26
341 Preparing EVENTSELS ......c.oooieieiiie e ettt bbb 27
3.4.2 Eventset Preparation EXample ... 29

3.5  Mining and Finding Frequent RUIES ..o 31
35.1 IMIINING PRESE....ee ettt ettt bbbt b e bbb beeneas 31

36 MINING RUIES ... bbb bbbt ettt s beebesne e 34
IMPLEMENTATION DETAILLS ...t 37
4.1 PrePIOCESSING ...ccieirireiereeriinreree ettt sr et r et r et r st r et r st nr et ren e r et 37



41.1 Creation Of EVENE TADIES........oociiieeceeee et s et e e s 37

4.1.2 G PIACEMENT ...ttt b et bt reeneas 38
4.2 Preparation Of MiNING......ccccoviiiiiiiiie st e et e e e e aestesresresneaneas 39
Preparing EVENESELS .......civiiiiiiiecteceet ettt e et te sttt e e et e besaesbesaeese e e et e seeseenrenneeneenes 40
4.3 Mining and Finding Frequent RUIES ...........cccviiiiiieiecr e 42
L Tl T £ U= SR 43
4.4 MINING RUIES ..ottt ettt et e s e ene e e et e bestenteareaneas 47
INTERPRETATION OF THE GENERATED SPATIO-TEMPORAL PATTERNS &
EVALUATION OF THE RESULTS. ..ottt sttt sbe et sve et snesn et ans 49
CONCLUSION AND FUTURE DIRECTIONS. ..ottt ettt sae e 74
REFERENGCES ...ttt sttt st e et e e e e e et e e e st e e ante e e teeebee e teeenteeesteeannneenes 76



LIST OF TABLES

Table 3-1 An Example from table “Kar” (Snow) in dbl ..........ccccoviiiiiiiiiiinncncens 20
Table 3-2 An Example from table “ort_sicak” in db1 .........cccoovviiinineicicies e 20
Table 3-3 An example from table “Yagis” in db1 ......ccccorveiiriiiiiiiiineneeeees e 21
Table 3-4 An Example from table “IStasyon™ ..........cccoeieieiiniinininenieeeeeese e 22
Table 3-5 Example instances from table ”IstasyonAdNO” ..........ccocvrereieieriiniineneseseeas 23
Table 3-6 Snow Event ClassifiCation ..o 23
Table 3-7 An example for table “SNOWEVENT” .........c.cccvciiiii i 24
Table 3-8 Precipitation Event ClassifiCation ............cccocvvieiiiiieiiniie e 24
Table 3-9 An example for table “PrecipitationEVent”............ccccevviieveieene e 25
Table 3-10 Average Temperature Event Classification............ccccccvvviviiiiiiiiecccie e, 25
Table 3-11 An example for table “AverageTemperatureEvent” ...........c.ccocevviniiiiinenenenns 26
Table 3-12 An example from table “EventSetGrid”........cccccvvveiiriviiienenieneseeiese e 27
Table 3-13 Set of the SamPIe StAtioNS .......ccccciviiiiiic e 28
Table 3-14 Consecutive eventsets of the time WINAOW ............ccccovvviviiiiiiiiicicene 32
Table 3-15 Events of the CONSECULIVE BVENESELS ..o 33
Table 5-1 Updated SNOW EVENt Table.......cccoiviiiiiic e 62



LIST OF FIGURES

Figure 2-1 Example of a spatio-temporal database (Space-time VIEW)...........ccoovvvrerereenen. 10
Figure 2-2 Data sorted by window id and time ..o 10
Figure 2-3 Space-time WINAOW..........ccvciiiiiieii ettt st 11
Figure 2-4 Datasets of events and Observed FIow Patterns ...........ccccccvvvveveiveveiecineseenan 12
Figure 3-1 Time Window repreSentation...........covvererreieieninesese e 14
Figure 3-2 SHiding time WINAOW W .........coiiiiiiiiicc et 15
Figure 3-3 PreproCessing Phase.........ccciiiiiiiiiecie sttt 19
Figure 3-4 Eventset Preparation eXample..........cccooeieieieieiiiiiiseseseeee e 29
Figure 3-5 Eventsets of the time WINAOW ............ccooiiiiiiiiiiiiecee s 32
Figure 3-6 Second LeVel MINING........ccoiiiiiiieiiiicc sttt sne s 34
Figure 3-7 Second level mining on the available data set ... 35
Figure 4-1 EVENtMaKEr PACKAGE .......c.veviiiiiiieriirie ettt 37
Figure 4-2 GridStations.java Class...........coiviieiiiiiie it 39
Figure 4-3 Implementation of vectors and Methods ...........cccceviiiiiciine e 39
Figure 4-4 Implementation of eVentSet Creation ...........cccevvvirerene i 40
Figure 4-5 Properties and Methods of GridEVeNntSet.java.........ccccocveveviiieveciesc e 40
Figure 4-6 Implementation of mineEvents method call .............cccccooiiiiiiiccce, 40
Figure 4-7 Methods and properties of GstMiningPrep.java Class ...........ccccovvvivriiicneniennen. 40
Figure 4-8 Initiation of MONtN VECTOIS ........ccoiiiiiiiiiiieies e 41
Figure 4-9 Properties of Eventsetld.java Class..........ccccovveviiiiiiii i 41
Figure 4-10 Properties and methods of GStMINING.jaVa...........c.coererereininiinenese e 42
Figure 4-11 Initiation of CONSECULIVE BVENES VECTOIS .......cuvvviiviriiieiieieceeeeeeee e 43
Figure 4-12 Properties of ConsecEvents.java and ConsecEventsPercentage.java ............... 43
Figure 4-13 Properties 0f VeCtOrSIiZE.JaVa.........ccovcvveiuiiieiie et 44
Figure 4-14 Properties and methods of FindFrequentRules.java.............ccccovevviniicncnenne. 44
Figure 4-15 Initiation 0f RESUItSEt VECIOIS.......ccvciiiiiiiec e 44
Figure 4-16 Returned Resultset vectors by FindRules() method...........ccccovviieviiiciecennen, 44
Figure 4-17 Return statement of GStMIining Method..............ccooviiieiiiiiecee 45
Figure 4-18 Properties and Methods of PruningResultSet.java Class..........cccccoovvvrireniennen 46
Figure 4-19 Overmining method Call ...........c.cccooiiiiiiiic e 46
Figure 4-20 Properties and Methods of OverMining.java Class ..........c.ccooevvieeveieciesennnnn 47
Figure 4-21 Initiation of OVermining VECIOIS. ........cccoiviiriiiiiiese e 47
Figure 4-22 Initiation of Count Variables for y grid no changes...........ccccvveeveveieciienennnns 48
Figure 4-23 Initiation of Count Variables for x grid no changes...........cccccovcvveriiveennnnnes 48
Figure 5-1 Content of the OUIPUL FIlES ..o 50
Figure 5-2 Event classification TabIes ... 51
Figure 5-3 Frequent Eventset from Output file “17022— month —1”..........ccccvviiienenen. 51
Figure 5-4 Frequent Eventset from Output file “17030--5--month --6"............cc.cccererienen. 52
Figure 5-5 Frequent Eventset from Output file “17030--7--month --8”............ccccervervriennen. 52
Figure 5-6 Frequent Eventset from Output file “17030--10--month --117........cc.covvrvrnennne. 53
Figure 5-7 Frequent Eventset from Output file “17030--month --5” .......cccccooviniiiiinenn. 53
Figure 5-8 Frequent Eventset from Output file “17033—5--month --6” ..........ccccoccererennnn. 53
Figure 5-9 Frequent Eventset from Output file “17033--month --8” .........cccccviniiininene 54
Figure 5-10 Frequent Eventset from Output file “17034—1--month --2” ........c..cccorvnenne. 54
Figure 5-11 Frequent Eventset from Output file “17034--month --6” ...........cccccocvrirvrnnnn. 54
Figure 5-12 Frequent Eventset from Output file “17037--month --1” ........cccccevviveiierennnn. 55
Figure 5-13 Frequent Eventsets from different Output files of station 17040...................... 56
Figure 5-14 Frequent Eventsets from different Output files of station 17040 (cont.) .......... 56
Figure 5-15 Frequent Eventset from Output file “17040--month --3” .........cccccevvvivciierennnn. 57
Figure 5-16 Frequent Eventsets from Output file “17045--month --2”..........ccccocvivrenennne. 57

Xi



Figure 5-17 Frequent Eventsets from different Output files of station 17045...................... 57

Figure 5-18 Frequent Eventsets from different Output files of station 17045...................... 58
Figure 5-19 Frequent Eventsets from different Output files of station 17088...................... 59
Figure 5-20 Frequent Eventset from Output file “17626—7--month --8” ...........cc.ccccvruennee. 59
Figure 5-21 “Event Changes” Output file ........cccoveririeiniiiiiisesesereee e 60
Figure 5-22 Existence of frequent eventsets in different consecutive eventsets .................. 63
Figure 5-23 Generated output files contains the list of the frequent eventsets.................... 64
Figure 5-24 Output files which are generated to output the differences............cc.cocevvrennee. 64
Figure 5-25 Differences of the eventsets of two different temporal sets............cccocvevvernnnnn. 65
Figure 5-26 Difference output file for “17030—aY—5"......cccceriirirererriiie e re e eee e 66
Figure 5-27 Difference Output file for 17033—ay—1......c.ccoovrinireiiriieeeseese e 67
Figure 5-28 Difference Output file for 17033—ay—4........cceoeiiiiiieiiiiiie e 68
Figure 5-29 Difference output file for station 17656 (Arpacay).......ccccceveverieereseeinesennnas 69
Figure 5-30 Difference output file for station 17037 (Trabzon).........cccceeevvvivriinienenenienn. 70
Figure 5-31 Difference output file for station 17030 (SaMSUN) ........cccerverrerriinierienerieneenens 71
Figure 5-32 Difference Output file for 17030—ay—1........cccccceiiiiiieiiniiiiie e sre e 72
Figure 5-33 Snow event change in ESenboga.........ccccooveiriiiiiiiniieniceeeeese e 73
Figure 5-34 Identical contents of different temporal SetS...........ccccovereieiiiiininreee 73

Xii



CENG
IEEE
METU
GIS

LIST OF ABBREVIATIONS

Computer Engineering
Institute of Electrical and Electronic Engineers
Middle East Technical University

Geographic Information System

Xiii



CHAPTER 1

INTRODUCTION

1.1 Motivation and Scope

Spatio-temporal data mining is an emerging research area that is dedicated to the
development of novel algorithms and computational techniques for the successful analysis of
large spatio-temporal databases. Huge collections of spatio-temporal data often contain
possibly interesting information and valuable knowledge. It is obvious that a manual analysis
of these data is impossible and data mining should provide useful tools and technology in
this setting. Necessity of techniques for the analysis of huge collections of spatio-temporal

data is the motivation of this study.

Starting point of this study is the future directions stated in [1]. The same meteorological
data as in [1] is used for finding spatio-temporal patterns. In contrast to earlier research on
geospatial data mining, which take a static view of data (e.g. location, dimensionality,
geometry, and topology) in order to capture the spatiality [2], we aimed to integrate the
temporal dimension into the analysis of geospatial data since all geographic phenomena
evolve in time. Therefore, the main focus of this study is to propose an approach that takes
into consideration both spatial and temporal aspects of the meteorology data set. After
literature survey, the approach given in [9], which considers spatial and temporal data
together, has been extended in several directions as presented in the following subsections.
The most important extension of the approach is the second level mining technique which is
used for finding the general trends of the generated patterns. Also, with a similar technique,
generated patterns are investigated under different temporal sets in order to monitor the

changes of the events with respect to temporal changes.

1.2 Related Work
Although data mining is a heavily studied research subject, the number of studies on spatio-
temporal mining techniques is comparatively limited. In the rest of this section, an overview

of studies on spatio-temporal data mining is presented.

For a general panorama of the data mining field, [3] is a good reference to commence the
literature survey. It provides the basic information about the history of data mining

applications, which helps to select possible directions for research.

The work presented in [4] explains the importance of considering both spatiality and

temporality of the geographic data for a better understanding of geographic process and
1



events. This study states that “A crucial challenge in spatio-temporal data mining is the
exploration of efficient methods due to the large amount of spatio-temporal data and the
complexity of spatio-temporal data types, data representation, and spatial data
structure”[4]. According to [4], data mining techniques should be modified so that they can
exploit the rich spatial and temporal relationships/patterns embedded in the datasets and it
presents a classification of spatio-temporal data mining tasks and techniques. It groups basic
tasks in five groups as segmentation, dependency analysis, deviation and outlier analysis,
trend discovery and generalization and characterization. Segmentation is described as
clustering and classification. Dependency analysis is about finding rules to predict the value
of some attribute based on the value of other attributes over time. Outlier analysis is for
finding data items that exhibit unusual deviations from expectations. Trend discovery is used
for discovering correlations among the events in sequences. Characterization is the compact
description of the data. The techniques employed for each of these tasks are listed. This
paper indicates the absence of efficient spatio-temporal data mining techniques and points

the necessity of an effective technique.

In [5], the authors investigate the discovery of spatial association rules in geographic
information databases [5]. Although the temporal aspect of the data is not considered in their
study, it is a good starting point for understanding spatial association rule concept. Another
important aspect is that the technique has been applied on geographic data. The researchers
have proposed an efficient method for mining strong spatial association rules in geographic
information databases. The proposed technique firstly searches at a higher concept level for
large patterns and strong implication relationships among the large patterns are searched at a
coarse resolution scale. Then only for those large patterns, it deepens the search to lower
concept levels. Such a deepening search process continues until no large patterns can be
found. With this approach they are able to reduce the amount of computation. Also many
other relevant studies are analyzed throughout the paper. Spatial association rules and
relationships which include both spatial and non-spatial predicates are given in detail by
examples. Concept hierarchies are provided for both spatial and non-spatial predicates to
facilitate mining multiple-level association rules and efficient processing. Multiple-level
association rule concept defined in the paper is to find the rules in a higher hierarchy and
searching for the frequent rules in the lower hierarchies. For example if a frequent rule is
found for water then search is deepened for rivers and lakes which are the subsets of water.
Although multiple-level association rule concept defined in this paper is significantly
different from the concept defined by this thesis, “Mining Rules” modality for mining

generated rules is an outcome of the key word of ‘multiple-level rules’.

2



[6] demonstrates an application of association rule mining to spatio-temporal data with a
case study. This case study concerning urban growth in the Denver region demonstrates how
the association rule mining may be applied to spatio-temporal data. The development of
concept hierarchies through data classification shows a methodology that supports multiple
level spatio-temporal association rule mining and thereby explores the effect of attribute
resolution on the generation of interesting rules. Examining this case study provides a
valuable opportunity to observe the result of methodologies when they are applied on real

data sets.

[7] concerns the temporal aspect of the spatio-temporal data. Temporal co-orientation pattern
mining which is the problem of temporal aspects of spatial co-orientation patterns is
introduced. Temporal co-orientation patterns represent how spatial co-orientation patterns
change over time. Researches propose the three-stage approach which transforms the
problem into sequential pattern mining. This paper points other interesting research studies

which are based on the neighboring relationships for the spatial aspect.

Fuzziness might have been used for the temporal aspect of the approach defined by this
thesis. In this regard, [8] is analyzed. [8] presents an algorithm for mining fuzzy temporal
patterns from a given process instance. Fuzzy representation of time intervals embedded
between the activities is used for that purpose. Weighted temporal graphs are used to
represent temporal relationships. Weighted temporal graph is a term which is introduced in
this paper. According to the definition, the weight of an arc is the time between the
corresponding activities. Processes are sorted on the graphs due to their starting and ending
times. Overlapping and following events can be followed from the produced graphs. As a
result of these graphs, frequent patterns are found such as “Having activity A is finished,
activity B starts in a short period and then activity C starts in a long period”. Temporal
relationships in short, medium, long periods represent the fuzzy instances. And the
difference of this study is in its approach which takes into consideration the temporal

relationships between activities in order to have a detailed knowledge of the process flow.

Because of the urgent need to discover interesting time and space patterns in huge spatio-
temporal databases, a new concept named “flow patterns” is introduced. J. Wang, et al. [9]
present a disk-based algorithm, FlowMiner, which utilizes temporal relationships and spatial
relationships amid events to generate flow patterns. According to the study Flow patterns are

intended to describe the change of events over space and time. The aim of the study is

3



discovering computationally challenging spatio-temporal patterns such as; ‘the hurricane
season typically begins in late October through early February in the South-Western part of
the United States, and the peak in the sales of the North America region is frequently
followed by a peak in sales in Asia within a 2-month period”. Another exciting point in the
study is the contribution which says that the study is the first work that takes into
consideration both spatial and temporal information in the mining of spatio-temporal
patterns. Neighboring relationships which define the spatial associations and temporal time
window definitions which establish the temporal relationships are well defined and they are
suitable to be used on our dataset. Details of the FlowMiner algorithm and the definitions of

the terms of this study are given in detail in the background section.

[10] is an improvement and generalization of [9]. [10] introduces a new class of spatio-
temporal patterns, called generalized spatio-temporal patterns, to describe the repeated
sequences of events that occur within small neighborhoods. An algorithm named
GenSTMiner based on the idea of pattern growth approach is developed. The difference
between this study and the study by J. Wang, et al. [9] is that while flow patterns can clearly
capture the flow of events to some degree, J. Wang, et al. in [9] relies heavily on the
assumption that these events will repeat themselves in exactly the same locations. However,
in some applications, it is observed that the absolute locations in which event e has occurred
are not important. Rather, the relative locations of events with respect to the event e are
interesting. Generalized spatio-temporal patterns are defined to summarize these sequential
relationships between events that are prevalent in sharing the same topological structures.
Difference of flow patterns when they are compared to generalized spatio-temporal patterns
can be clarified with the following example; Flow patterns are able to capture the flow of
events such as; an increase of air temperature at location x leads to an increase in wind speed
and gust speed at location y; and an increase of air temperature at location z leads to an
increase in wind speed and gust speed at location 7. Flow patterns are unable to provide a
general trend. On the other hand, the generalized spatio-temporal pattern reveals the trend for
the given example that whenever there is an increase of air temperature at a specific location,
an increase in wind speed and gust speed is expected at its northeast neighbor. And by
knowing the general trend, the meteorologist is able to perform more accurate forecast of the

weather.

Although the idea of the generalizing the found patterns results in more general and useful
trends, it is hard to apply this idea on the available data set. There are many locations that the

same kinds of events occur, and it is hard to choose the reference locations to generalize the

4



eventsets. “Mining Rules’ phase of the approach defined by this thesis is implemented for a
similar purpose (for finding general trends). Details of the GenSTMiner algorithm and the

definitions of the terms of this study are given in detail in the background section.

Because of the need of an efficient mining algorithm that can discover complex relationships
among events with duration, an algorithm called /EMiner is designed by [11]. And to the
best of author’s knowledge [11] is the first work to build an interval-based classifier. Until
this study, existing temporal mining techniques used to assume that events do not have any
duration. However, events in many real world applications have durations, and the
relationships among these events are often complex. Some of the sequential patterns are
inadequate to express the complex temporal relationships in domains such as meteorology,
multimedia and finance. By the implementation defined in this study, these complex
temporal relations are clarified by the methodology defined in the paper. Events are related
to each other due to their start and end times, overlapping and meeting situations. A
hierarchical representation is designed for holding the contain count, finish by count, meet
count, overlap count and start count to differentiate all the possible cases. This augmented
hierarchical representation is lossless. Apriori-based /EMiner algorithm to mine frequent
temporal patterns from interval-based events might have been used in the approach defined
by this thesis as well; however time window definitions of the previous studies are used with

some modifications instead.

1.3  Contributions
Although the approach proposed by this study is inspired by J. Wang, et al. [9], it is extended

in various aspects as follows:

. In order to apply the approach in [9] on the available data set, preprocessing phase,
which does not exist in [9], is implemented. Meteorology data set is stored in different

database tables, events are determined and they are classified due to their intensities.

. Used data structures and processing of these structures in this study are different from
that of [9]. In [9] a tree structure is used for the candidate generation phase. In our
work, we used eventsets. Eventsets which include the events and their locations are
compared with other eventsets due to the neighborhood and time relationships. Flow
patterns which are composed of these eventsets are stored in the nodes of the tree.
Eventsets in the nodes are extended with the other eventsets only if they are frequent.

In the approach defined by this thesis, an easier way is selected for the candidate



generation phase. Weather stations are selected one by one if any events have occurred
in them. Consecutive eventsets that includes the events of the selected station and
events of its neighbor stations are generated. All these consecutive eventsets are stored
in database. Frequencies of the eventsets are considered during the mining phase.
Generation of all possible relations and storing them in database tables which causes
many database transactions to reach the stored data during mining phase is not so
efficient when the performance of the implementation is considered, but simplicity of
the technique and easiness of its implementation has an important advantage. As a
result, all the phases are conducted by different techniques which are specific to this

study.

Instead of using strict temporal intervals as in [9] for defining the temporal
relationships, sliding intervals are implemented to avoid losing the temporal relations
of two different intervals. Because when the strict intervals are used, only the relations
in the same time intervals are considered. But by the sliding mechanism, intervals are
built dynamically by including all of the possible correlations. It is one of the most

important extensions of the inspired approach.

A basic example has been illustrated in [9] with a small data set. Applying a similar
idea on a real data set which is really huge and getting meaningful results is an

important accomplishment of this thesis work.

Another important aspect that differs from the approach defined in [9] is the addition
of the “Mining Rules” phase which is proposed for the generalization of the rules. All
the frequent patterns are collected, they are categorized due to their event types, and by
a second pass over these categorized frequent patterns we find out the general trend of
the events according to the location changes. And to the best of our knowledge this is
the first work that takes into consideration the second level mining by the proposed

technique.

Event changes with respect to temporal changes are analyzed. These experiments
demonstrate how the proposed approch can be used for many different and useful

investigations.



1.4  Organization of the Thesis

The preceding sections of this chapter introduce the motivation and scope of the study and
present the summary of the thesis application. The content of the remaining chapters are as
follows: Chapter 2 provides literature survey and background information, Chapter 3
explains the proposed approach, Chapter 4 describes the implementation details with sample
source codes and class views, Chapter 5 presents the interpretation of the output files which
contains the generated spatio-temporal patterns. This chapter also includes the evaluation of

the results and experiments applied on the generated patterns.



CHAPTER 2

BACKGROUND

In this chapter, the background information is summarized from the literature which guides

the reader to track the details clearly in the subsequent chapters.

2.1 Data Mining

Data mining is the extraction of interesting non-trivial, implicit, previously unknown and
potentially useful information or patterns from data in large databases. Data mining involves
the use of sophisticated data analysis tools to discover previously unknown, valid patterns

and relationship in large data sets.

Data mining can be performed on data represented in quantitative, textual, or multimedia
forms. Data mining applications can use a variety of parameters to examine the data. They

include [12]

. association (patterns where one event is connected to another event, such as
purchasing a pen and purchasing paper),

. sequence or path analysis (patterns where one event leads to another event, such as the
birth of a child and purchasing diapers),

. classification (identification of new patterns, such as coincidences between duct tape
purchases and plastic sheeting purchases),

. clustering (finding and visually documenting groups of previously unknown facts,
such as geographic location and brand preferences),

. forecasting (discovering patterns from which one can make reasonable predictions
regarding future activities, such as the prediction that people who join an athletic club

may take exercise classes).

The Data Mining process usually consists of three phases [13]: 1) pre-processing or data
preparation, 2) modeling and validation and, 3) post-processing or deployment. During the
first phase, the data may need cleaning and transformation according to possible constraints
imposed by some tools, algorithms, or users. The second phase consists of choosing or
building a model that better reflects the application behavior. Such a model should be
evaluated in terms of its efficiency and accuracy of its predictive results. Finally, the third

step consists of using the selected model to effectively study the application behavior.
8



Usually, the model output requires some post-processing in order to exploit it. This step can
benefit from data visualization, since interactivity and user expertise are very important in

the final decision-making and data interpretation.

2.2 Spatio-Temporal Data Mining

Spatial data mining is an emerging research area dedicated to the development and
application of novel, typically inductive, computational techniques for the analysis of very
large, heterogeneous spatial databases [14]. Spatio-temporal data mining takes into
consideration the dynamics of spatially extended systems for which large amounts of data
exist. Given that all real world spatial data exists in some temporal context, and knowledge
of this context is often essential in interpreting it, spatial data mining is inherently spatio-
temporal data mining to some degree. Spatio-temporal data mining is used in many
application areas such as GIS, robotics, computer vision, computational biology, mobile

computing and traffic analysis.

Spatio-temporal data mining presents a number of challenges due to the complexity of
geographic domains, the mapping of all data values into a spatial and temporal framework,

and the spatial and temporal autocorrelation exhibited in most spatio-temporal data sets [15].

2.3 Flow Patterns

Flow patterns aim to link event changes in one location to another location in order to reveal
insights that can not be obtained otherwise. Discovering flow patterns is a challenge because
of the potentially large search space and the large number of candidates. Concept of flow
patterns are introduced by incorporating spatial neighborhood relations into sequence pattern

mining [9].

Spatio-temporal databases capture both time and space dimensions. First, time is divided into
disjoint time windows of length W. Each time window denotes a time period. Time ti and t2

are said to be “near” if they are in the same time period.

Next step is the division of space into the disjoint grid cells. Grid cells are represented as a
location set S = {/;, I,..li}. A neighboring relationship R is defined over set S. Location /s
and /2 are said to be neighbors if (/1,/2) €R. And the Neighborhood of a location / is defined

as a set of locations N(/) = {/1,../k}.



A location-based event denoted as e (/, ¢) occurring in location / at time 7. Two events e (11,
t1) and ez (I, 12), t1 < = t2, are said to be related iff (/;, /2) €R and ti1 is near to t2. A set of
location-based events that occur at the same time is called an eventset. An eventset Ep at
time ¢/ is said to flow to an eventset Eq at time 72 (11 <= #2) iff every event in Ep is related to
every event in £g. And flow of eventsets is denoted as Ep->Eg. In addition, an eventset E? is

said to be reflexive iff Et flows to itself.

0 15 30 43 60

Space is divided into
disjoint grid cells

Figure 2-1 Example of a spatio-temporal database (space-time view)
According to the example spatio-temporal database given in Figure 2-1, eventsets can be

created as listed in Figure 2-2.

Window ID {wid) Time Eventsets
t1 g, ci9)
tz by, fis)
t2 dliz), aileg)

1 14 g(lg), cii7)
t5 bita), fils), a(ls)

2 te Az, blle)

3 t7 bita), fils), a(ls)
tg dil, giiz), ails)
ts bilg, fils)

4 tin gz, afls

Figure 2-2 Data sorted by window id and time

Neighborhood relationship R is set as 1 which means that if the distance of the grid cells is 1,
they are said to be neighbors. Two events d(/1, t1) and b(/s, t2) are related since they have
occured in the same time window, ti<= t2 and (11, l+) €R (/4 is located just above /).
Eventset b(/4), f(l5) at time 2 flows to the eventset d(/2), a(ls) at time #3 since t2 <= t3 and all

the events in the eventsets are related with a neighbouring relationship.

Once the flow patterns are generated, next step is calculating the frequency. A summary tree
structure is used to keep track of all the frequent flow patterns that have been generated and
to capture the relationships of sequences. Frequent k-flows are placed in the root node. Then
they are extended with the frequent flow patterns. FlowMiner algortihm which is based on

DFS-Scan is used to build the summary tree and to generate the frequent flow patterns.
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2.4 Generalized Spatio-Temporal Patterns

Generalized spatio-temporal patterns are generated to summarize the sequential relationships
between events that are prevalent in sharing the same topological structures. Notations and
definitions of FlowMiner study are also valid for generalized spatio-temporal patterns. But
there are some extensions and differences. Locations of the events are represented with their
x and y coordinates. Since then, neighboring relationship is calculated in a different way. If
R denotes a spatial neighborhood relation over the set of partitioned cells, Two cells (xi, y1)

and (x2, y2) are said to be neighors and it is demonstrated as <(xi, yi), (x2, y2)> €R, if |x1 —
X2 | <= nr and | yi—y2 | <= nr where nr is the number of grid cells. Similarly, the time
dimension is divided into disjoint time windows of width W. Two events e:(x1, y1, t1) and
e2(x2, y2, t2) are said to be CloseNeighbors iff <(xi1, y1), (x2, y2)> €R and (1, £2) €W, denoted
as <er(xn,yiti), ex(x2,y2,t2)> (R, W).

This study is the extension of FlowMiner approach to show the importance of the relative
addresses of the events while capturing the invariant topological relationships of a pattern. A
reference location is selected in order to incorporate the concept of relative addresses. It is
denoted as; lref = (xref, yref). And addresses of each occuring event are mapped to their
corresponding relative occuring locations as ei(x1 — Xref, Y1 — Yref), €2(X2 — Xref, Y2 = Vref), . . .,
em(Xm — Xref, ym — Yref). A RelativeEventSet is a set of mapped events that occur at the same
time t. And RelativeEventSets are CloseNeighbor to each other if every event in one of the
EventSets is CloseNeighbor of every event in the other EventSet. A generalized spatio-

temporal pattern is a sequence of RelativeEventsets.

15 30 45
t1 © & | t ‘ ts s t7 |
[ | ! | L | I L | L | ) | time
4 *ﬁl - Al : o [ ; . d S
2 C |%| o f ﬂ ;ﬂ] c
a
i‘ g = + d
0y
space

Figure 2-3 Space-time window
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Window ID (wid) Time Eventsets Observed Flow Patterns

t a(0.0). ¢(3,2), f{0.1) <a(0.0), f0.1)% —= d(1.1)
tz a(1,2), e(4,4), d(1,1), f{1.3), g(2.2) <a(1.2), f1.3)= — d(2.3)

1 ts d(2,3). g(3.4) =a(1.1). f{1.2)> > d(2.2)

2 ta af1,1), f{1.2), g(0.0) <a(0.2), f{0.3)> —= d(1.3)
t5 a(1,1), ¢(4.3). d(3.0), f{1.2)
tg a(0.2), ¢(2.1), ¢(3.4), d{2,2), f{0.3), g(3.3)

3 tr a(0,4), e(2,2), c(4,4), d(1,3), g(2.4)

Figure 2-4 Datasets of events and Observed Flow Patterns

Flow patterns are generated according to the spatio-temporal database given by Figure 2-3.
All the eventsets generated from this database and the observed flow patterns are listed in
Figure 2-4. If the exact locations of the events have been considered, flow patterns would
not be counted as frequent patterns. If the events in the flow patterns are mapped to their
relative locations according to the location of the first event in the flow, it is observed that
although the exact locations of the events are not the same, they occur at the same relative
locations. Event f occurs at the upper grid cell of event a and event d occurs at the right grid
cell of event f in the next time interval. It can be calculated in the observed flow patterns list
also. For the second flow pattern, if the location of event a is taken as the reference location
which is a(1, 2), relative location of event f will be f(1-1, 3-2) which is f(0, 1). Then the
locations of the events in the first and second flow patterns will be the same. It is valid for

the other listed patterns. A general spatio-temporal trend is found.

Datasets of the events are stored in a sequence database. All the frequent events are found by
scanning the database once. Then the set of frequent patterns are divided into partitions and
projected databases are retrieved for each event in the set. And for each sequence in the
projected databases, a reference location is selected. All the events are mapped to their
relative locations and projected database is transformed to generalized projected database.
And recursively all frequent eventsets are found by pattern growth approach. GenSTMiner
algortihm is Projection-based sequential pattern mining method and smilar to the

PrefixSpan[20] method.
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CHAPTER 3

PROPOSED APPROACH

In this section, the proposed approach is presented in detail. The proposed approach is
composed of the following four phases:

. Preprocessing

. Preparation to Mining

. Mining and Finding Frequent Rules

. Mining Rules (Second Level Mining)

Preprocessing phase, which is the first phase of the approach, is used for the preparation of
the available data set for the implementation. Meteorology data is loaded into database,
related database tables are created and Turkey is placed on disjoint grid cells for the ease of
defining spatial neighboring relationships. Events are classified and event tables are created.
Next phase is the preparation of event sets from these event tables. In this phase, another
database table is created as the composition of event tables including stations’ spatial
information with x and y grid numbers. Next step is the construction of consecutive event
sets prior to the temporal and spatial relationships in Mining and Finding Frequent Rules
phase. Frequencies of the event sets are calculated and the frequent ones according to the
given support are written to the output files. Mining Rules is the last phase of the approach.
After all the frequent patterns are generated, for capturing the general trend of the patterns,
second level mining is applied on the generated rules. In this phase, frequent consecutive
event sets are classified due to their event types, intensity changes of the events according to
the spatial changes are controlled and general trends are defined due to the most frequent
patterns. In addition, experiments applied on the generated patterns might be considered as
the analysis phase of the approach. In this phase, time is divided into three temporal sets
each composed of 7 years. Frequent event changes are investigated by comparing the
generated patterns of the temporal sets with each other. In the rest of this chapter, each

phase is described in more detail.

3.1 Notations and Terminology

Spatio-temporal databases capture events in both time and space dimensions. Following

definitions calrify the notations and terminology of the proposed approach.
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Definition 1 xgridnumber, ygridnumber: The space dimension can be partitioned into a
set of disjoint grid cells similar to [9, 10]. Each cell represents a spatial region and denoted

as (x, y) where x is xgridnumber and y is ygridnumber.

Definition 2 Neighborhood relation: Spatial neighborhood relation is defined over the set
of partitioned cells. If R represents the neighborhood relationship, Two cells (x1, y1) and (x2,
y2) are said to be neighbors, denoted as {(x1, y1), (X2, y2)} € R, if [xi — x2| <nrand |y1 — y2| <

nr where nr is the number of grid cells.

Definition 3 Time Window: The time dimension can be divided into disjoint time windows
or time periods of width W. Time ti is said to be temporally related to t2 if t1 and t2 are in the
same time window, denoted as (ti, t2) € W. Total time is denoted as T and it is the
composition of time windows. Each time window is divided into equal partitions. W = {wi,
w2, ..wi} where 1 is the number of partitions in a time window. Total time T = { w1, w2, ..wi,

Witl,..}.

In this thesis T represents a year. A year is divided into 4 disjoint time windows. Each time
window is composed of 3 months. Then the representation of the temporal parameters are as

displayed in Figure 3-5.

w1 w2 W Wi Ws We w1 Ws W Wio Wi Wiz

Figure 3-5 Time window representation

Definition 4 Sliding Time Window: According to the definitions, w1 and w2 are temporally
related since (w1, w2) € Wi. But there is not a temporal relation between w3 and was since
they are not the members of the same time window. In order to relate all the consecutive
time partitions, sliding window mechanism is implemented in this thesis. According to this
mechanism there is a time window W that slides on T by sliding one time partition each
time. wa, wb are temporalliy related if (wa, wo) € W. Sliding window 1is represented in

Figure 3-6.
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Figure 3-6 Sliding time window W
Definition 5 Eventset: An event occurring in the location (X, y) is denoted as e. An event-
tuple is composed of spatial and temporal parameters and displayed as (e, T, wi, (xgridno,
ygridno)). Two events (e1, T1, wi, (xgridnoi, ygridno1)) and (e2, T2, w2, (xgridnoz, ygridno2))
are said to be related iff < (xgridno, y1), (xgridnoz, ygridno2)> € R and (w1, w2) € W, T1 =
T2, and denoted as < (xgridnot, y1), (xgridno2, ygridno2)> € (R, W, T).

In this thesis, meteorological events are defined with characters. An example event-tupleset

is (a, 1975, 2, (5, 7)) where a stands for the event, 1975 is T, 2 (February) is wi, 5 is xgridno
and 7 is ygridno.

Definition 6 Consecutive Eventset: A consecutive eventset is defined as a set of related
events. Consecutive eventsets contain the eventsets of two consecutive time partitions of a
time window. Then, the temporal relation for consecutive eventsets is (wi, wi+1) € W. Since
all the eventsets are spatially and temporally related, eventsets at wi in a consecutive eventset

flow to the eventsets at wi+1. Flowing property is denoted as “—=>”

In this thesis, a time window is divided into three time partitions. Since then related eventsets
are grouped into two consecutive eventsets. First consecutive eventset contains the eventsets
of the first and the second time partitions, and the second consecutive eventset contains the
eventsets of the second and the third time partitions. When W = {1,2,3}, eventsets (a, 1975,
1, (5, 7)) and (b, 1975, 2, (5, 6)) € (R, W, T). “I” and “2” are two consecutive time

partitions of the time window W. These eventsets are members of a consecutive eventset,
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and eventset (a, 1975, 1, (5, 7)) flows to the eventset (b, 1975, 2, (5, 6)), denoted as (a, 1975,
1, (5, 7)) =(b, 1975, 2, (5, 6)). Figured examples in the further sections illustrate spatially

and temporally related eventsets and flowing patterns.
3.2 Algorithm of the Proposed Approach
Algorithm of the proposed approach is partitioned into the phases.

3.21 Preprocessing Phase

Input: Tables (Snow Ts, Precipitation Tp, Temperature Tt)

Output: EvenSetGrid Database table

1 Select events from Tables (Ts, Tp, Tt)

2 Classify events due to their intensities

3 Create Event Tables with the classified events (SnowEvent, PrecipitationEvent,
TemperatureEvent)

4 Calculate xgidnumber and ygridnumber of all the stations

5 Create EventSetGrid table

6 Eventsets are created from Event Tables including grid numbers and inserted into

EventSetGrid table

3.2.2 Preparation to Mining Phase
Input: Dt, Database Table ‘EvetSetGrid’
Ts, Sample years
Ss, Sample stations
S, all stations
R, Neighborhood relationship
Output: 3 eventset vectors for sending Mining Phase
1 for each station Ssel in Ss
2 for(int k=0: k=10; k++) (time window W slides 10 times)
for each year in Ts
vector month(k+1) = select eventsets(month(k+1), year, Ssel) from Dt
for each station s in S,
if( (s, Ssel) €ER)
vector month(k+1).add(select eventsets(month(k+1), year, s) from Dt)

vector month(k+2) = select eventsets(month(k+2), year, Ssel) from Dt

o 0 9 S U A W

for each station s in S,

10 if( (s, Ssel) ER)
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11 Neighbor stations Sn, Sn.add(s)

12 vector month(k+2).add(select eventsets(month(k+2), year, s) from Dt)
13 vector month(k+3) = select eventsets(month(k+3), year, Ssel) from Dt
14 for each station s in S,

15 if( (s, Ssel) ER || (s, Sn) ER)

16 vector month(k+3).add(select eventsets(month(k+2), year, s) from Dt)
17 Mining(month(k+1), month(k+2), month(k+3), char indicator)

Note: When the indicator char is “f” it is indicated that eventsets of the last year of the Ts is

sent.

3.2.3 Mining Phase

Input: vectors month(k+1), month(k+2), month(k+3)

Output: Output Files that include frequent consecutive eventsets, vectorFrequentPatterns

1 initiate vector ConsecutiveEventsets (for holding the eventsets of the 1* and the 2™
months)

2 initiate vector ConsecutiveEventsets] (for holding the eventsets of the 2™ and the 3™
months)

3 while (indicator != f) (for the eventsets of each year)

4 with the powerset property find all the subset eventsets of month(k+1),

month(k+2) vectors.

5 Add all the eventsets ConsecutiveEventsets

6 vectorsize is the size of the Consecutiveeventsets

7 with the powerset property find all the subset eventsets of month(k+2), month(k+3)
vectors.

8 Add all the eventsets ConsecutiveEventsets1

9 resultSet = FindRules(ConsecutiveEventsets , vectorSize);

10 resultSetl = FindRules(ConsecutiveEventsets1 , vectorSizel);
11 Add resultSet and resultSet] to vectorBlackSea

12 Write output files according to resultset and resultset1

13 OverMining(vectorFrequentPatterns)

Note 1: Vectorsize holds the size of the eventsets of each year. Used for the performance
issues

Note 2: Consecutive Eventset has a 2 dimensional structure. First dimension holds the
eventsets of a month, next dimension holds the eventsets of the consecutive month

Note 3: each ConsecutiveEventset in ConsecutiveEventsets is in the following structure;

17



ConsecutiveEventset.Consecl hold the eventsets of month(k+1)
ConsecutiveEventset.Consec2 hold the eventsets of month(k+2)
each ConsecutiveEventset in ConsecutiveEventsets] is in the following structure;
ConsecutiveEventset.Consecl hold the eventsets of month(k+2)
ConsecutiveEventset.Consec2 hold the eventsets of month(k+3)

Note 4: resultSet and resultSet1 vectors include the frequent generated patterns

3.24 Frequency Calculation ( FindRules() )

1 for each consecutive eventset in ConsecutiveEventsets

2 search for the consecutive eventset in the eventsets of the other years
3 if consecutive eventset is frequent add eventset to resultset with its calculated
percentage

4 prune resultset from the subsets of the frequent eventsets

5 return prunned resultset

3.2.5 MiningRules Phase (OverMining)

1 Initiate vectors for holding the frequent consecutive eventsets for each event type

2 add the eventsets in vectorFrequentPatterns to the classified vectors due to their event
types

3 Define situation variables

4 for each consecutive eventset in the classified vector

5 control the situation and increase the count of related situation

6

write the EventChanges output file with the counts of situation variables.

33 Preprocessing

In this section, the first phase of the implementation is presented. Meteorology data set,
which is used in the implementation, is explained, database tables created from this data set
are displayed with snapshots. Classification of the events and creation of the event tables are

explained in detail. Figure 3-7 is the illustration of preprocessing phase.
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Figure 3-7 Preprocessing Phase

3.3.1 Meteorology Data Set

In this thesis, the data collected by the Turkish State Meteorological Service [16] have been
used. This organization is the only legal organization providing meteorological information
in Turkey. The data set covers the measurements taken from 263 major climate stations in
Turkey. The monthly averages for temperature, precipitation and the number of snowy days
per station from 1970 to 2007 are included in the data set. The monthly minimum and

maximum values for temperature are also recorded in the stations.

The data provided by the Turkish State Meteorological Service are in text format. They are
processed and written into MS-Excel documents. Then those spreadsheets are imported and

gathered into database tables.

Five event tables are created named as “Kar” (Snow), “Yagis” (Precipitation), “ort_sicak”
(Average Temperature), “min_sicak” (Minimum Temperature) and “max_sicak” (Maximum
Temperature). Although minimum and maximum temperature data tables are created, they

are not used in the experiments.

Table “Kar” consists of 15 columns which are ID, ISTASYON_ ADI (Station name), YIL
(Year) and 12 months from OCAK (January) to ARALIK (December) as shown in Table
3-1. Number of snowy days per month for each station is written in different rows for every

different year.

19



Table 3-1 An Example from table “Kar” (Snow)

ID [ISTASYON_ADI[ YIL | OCAK\ SUBAT | MART | NISAN | MAYIS[HAZIRAN] TEMMUZ [ AGUSTOS | EYLUL | EKIM | KASIM | ARALIK
1/ EDIRNE 1975 1 5
2 EDIRNE 1976 3 1 1 9
3 EDIRNE 1977 8 1 1 3
4 EDIRNE 1978 6 1 9
5 EDIRNE 1979 20 1
6 EDIRNE 1980 9 3 3
7 EDIRNE 1981 17 10
8 EDIRNE 1982 5 2
9 EDIRNE 1983 3 1 2
10 EDIRNE 1984 3 1
11 EDIRNE 1985 11 16 7
12 EDIRNE 1986 3 9 5 7
13 EDIRNE 1987 24 4 16
14 EDIRNE 1988 1 5 4
15 EDIRNE 1989 4 8
16 EDIRNE 1990 14
17 EDIRNE 1991 2 3 4
18 EDIRNE 1992 1 5
19 EDIRNE 1993 11 8 6

20/ EDIRNE 1994 4

21 EDIRNE 1995 21 2 1 2

22 EDIRNE 1996 4 17 6 5

23 EDIRNE 1997 2 8

24/EDIRNE 1998 6 4 8 1 21

25/ EDIRNE 1999 3 12 6

26/ EDIRNE 2000 9 1

27 EDIRNE 2001 5 1 3 28

28 EDIRNE 2002 22 5

29/ EDIRNE 2003 8 8 32 6

30 EDIRNE 2004 14 1 1 5
31 EDIRNE 2005 13 5 11
32 EDIRNE 2006 1 11 2 1

Precipitation and temperature data are stored in a similar way in “Yagis” (Precipitation) and
“ort_sicak” (Average Temperature), tables. Monthly averages for temperature and
precipitation for each station are written for each year. Example snapshots from these tables

are shown in Table 3-2 and Table 3-3.

Table 3-2 An Example from table “ort_sicak™ (Average Temperature)

ID [ISTASYON_NO[ YIL [ OCAK [SUBAT[ MART [ NISAN [ MAYIS [HAZIRAN|TEMMUZ] AGUSTOS | EYLUL [ EKIM [ KASIM [ ARALIK
1 17046 1977 151 101 32 53 9.7 12.2 14.6 15.5 12.2 25 0.4 9.5
2 17046 1978 122 7 18 33 8.7 10.9 178 15.7 14 81 32 72
3 17046 1979 97 44 19 56 101 12.5 14.8 178 14.2 6.7 1.9 7.1
4 17046 1980 125 128 38 42 9.9 14.3 18.6 15.2 11 5.4 2 68
5 17046 1981 118 66 02 26 7 13 16.9 157 135 75 15 5
3 17046 1982 119 121 7 58 95 121 151 156 12 75 116
7 17046 1983 141 116 25 53 9.6 12.2 16.4 15.4 10.7 53 1.4 5.1
8 17046 1984 88 127 04 48 8.1 13.1 18.2 14.5 14.4 54 09 112
9 17046 1985 111 86 -89 56  10.9 13.3 14.1 177 12 5.4 27 9.2
10 17046 1986 118 89 49 67 7.3 11.9 16.6 177 144 7 88
1 17046 1987 76 83 88 05 939 131 156 145 10 4 22 69
12 17046 1988 134 121 51 3.7 7.8 11.8 15.4 14.5 10.4 61 41 53
13 17046 1989 127 126 04 76 9.5 13.3 17.4 175 12 62 06 103
14 17046 1990 121 121 62 34 8.9 13.1 16.9 15.1 12.9 63  -32 75
15 17046 1991 109 123 A5 5 6.8 12.3 15 157 113 7.4 11.4
16 17046 1992 156 141 -BE 1.2 71 11.4 14.3 15.9 15 76 -0.9 9.1
17 17046 1993 M1 119 66 31 8.8 122 16 6 16.1 123 63 42 91
18 17046 1994 111 124 33 74 9.9 12.4 16.6 15.5 14 8.1 1.1
18 17046 1995 94 94 29 51 116 13.3 16.1 171 131 5.4 0.2 75

20 17046 1996 84 94 138 4 113 11.8 173 171 11.4 6.7 0.3 06
21 17046 1997 5 78 73 27 11 13 147 172 10.4 7.8 0.6 538
22 17046 1998 102 108  -24 62 109 153 174 171 128 8.4 31 35
23 17046 1999 104 66 21 47 9 13.1 16.3 173 n7 63 0.4 8.7
24 17046 20000 127 123 82 62 8.5 12.6 19.8 171 12.6 6 1.1 556
25 17046 2001 127 7 3 64 8.1 13.7 17 171 131 5.4 1 5.1
26 17046 2002 127 83 A7 33 8.4 12.6 15.9 14.9 13.3 79 16 107
27 17046 2003 92 75 63 33 106 12.4 16 16.6 "7 85 07 87
28 17046 2004 107 67 1 37 89 127 154 167 121 74 122
29 17046 2005 131 -125 3 54 9.7 12.4 17.9 171 11.8 5.9 0.4 56
30 17046 2006 117 67 07 56 107 16 16.2 19.8 127 8.4 12
3 17085 1975 2.1 36 103 157 175 231 252 239 19.9 14 8.2 1.7




Table 3-3 An example from table “Yagis” (Precipitation)

ID [ISTASYON_NO| YIL | OCAK | SUBAT| MART | NISAN | MAYIS | HAZIRAM [ TEMMUZ [AGUSTOS| EYLUL | EKIM | KASIM | ARALIK
1 17986 1975 1356 1593  100.8 916 127 4.2 06 359 1011 180.9  165.3
2 17986 1976 2116 632 1005 140.8 225 7.1 8.1 51 672 1541 1576 1283
3 17986 1977 1547  T79.6 955 868 14.6 5.3 76 689 115 1866
4 17986 1978 3052  88.2 881 334 63.2 0.7 68.3  160.1 37 168.6
5 17986 1979 104.3 1024 69.4 475 295 3.4 1.3 2062  109.5 1237
6 17986 1980 1665 1122 135 88 038 03 0 47 1258 683 1213
7 17986 1981 2795 1377 1156 514 105 303 127 178 919 1679
8 17986 1982 131.9 585 1341 621 7.2 18.3 19.8 3170 36 768
9 17986 1983 525  168.9  150.4 2039 25.6 0.2 2.2 324 1182] 636 2876  56.9
10 17986 1984  150.2 1207 1945 193 0.3 1.2 14 5.8 14 685 643
11 17986 1985  175.6  211.1 189 402 1.8 0.5 0 44/ 1456 299 604
12 17986 1986 106.5 75 782 238 87.5 9.9 53 1343 1694 967
13 17986 1987 2235 1311 204 95 15.1 2 245 14 11 103 982 1543
14 17986 1988 1289 1536  169.8 257 94.3 456 16 89 153 1612 129
15 17986 1989 29.1 1.2 1078 3.9 3.7 134 525 976 149 90
16 17986 1990 94.6  159.2 207 216 83.9 228 4.8 38 551 352 683
17 17986 1991 1114/ 1206 889 611 425 1.4 23 956 844 4336
18 17986 1992 5.2 1522 525 642 299.2 50.5 40.2 0 924 165 2322 1886
19 17986 1993 32.6 73 87.9 215 85.5 54 0.3 2 27 669 404
20 17986 1994 2133 241 454 394 106 104 825 108 02 536 1511 147
21 17986 1995 1479 855 746 611 59.3 274 18.7 03 618 264 1893 312
22 17986 1996 974 723 2369 11638 3.8 9 0 446 2201 141 1928
23 17986 1997 567 1219 774 1207 221 36 528 2892 168.7  169.8
24 17986 1998 78.5 1028 2822 407 51.9 0 0.2 1186, 286 1353  239.2
25 17986 1999 61 1046 765 818 0.3 28 57 892 943 234 922
26 17986 2000 3043 1636 521 623 25 1169 649 676 1334
27 17986/ 2001 682 1851 739 403 437 02 242 511 1217 1159 2743
28 17986 2002 2349 357 1006 7B 55.6 227 2.8 1154 539/ 423 90 210.3
29 17986 2003 102.3 1948 2135 243 271 1.5 67 269 1329 1897
30 17986 2004  199.2  110.6 438 412 5.1 8.5 15.8 0.1 179.8 629
3 17986 2005 67.3  89.9 521 401 31.3 53.8 11 0.3 2132 842 1056 1422
32 17986 2006 126.6 1104 1123  19.9 0.2 8.6 1382 2354 1154 227

“Istasyon” (Station) table contains the station number, X and Y coordinates, and Z column as

the height of the station. An example snapshot from this table is displayed in Table 3-4.
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Table 3-4 An Example from table “Istasyon” (Station)

ISTASYON_NO | Y | X | z
17022 41.45 31.8 137
17030 41.283333 36.3 4
17033 40.983333 37.9 4
17034 40.916667 38.383333 37
17037 41 39.716667 30
17040 41.033333 40.516667 9
17042 414 41 433333 33
17045 41.183333 41.816667 628
17050 41.666667 26.566667 51
17052 41.683333 273 174
17052 41.733333 27.233333 232
17056 40.983333 27.55 3
17059 41.25 29.033333 30
17069 40.783333 30.416667 30
17070 40.733333 316 743
17074 41.366667 33.783333 800
17080 40.6 33.616667 751
17083 40.866667 35 466667 755
17084 40.55 34966667 776
17085 40.65 35.85 412
17086 403 36.566667 608
17088 40.466667 39.466667 1219
17090 39.75 37.016667 1285
17096 39.916667 41.266667 1758
17099 39.733333 43.05 1632
17100 39.916667 44.05 858
17110 40.183333 259 72
17111 39.833333 26.066667 28
17112 40.133333 26.4 6
17114 40.35 27966667 58
17116 40.183333 29.066667 100

“IstasyonAdNo” (Station Name Number) is the table that is created for holding the station
numbers and corresponding station names. Such a table is necessary since some of the tables
include station names and some of them include station numbers. An example from this table

is shown as Table 3-5.
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Table 3-5 Example instances from table ’IstasyonAdNo”

D | Istasyon_no | Istasyon_adi

1 17045 ARTVIN

2 17046 ARDAHAN

3 17085 AMASYA

4 17099 AGRI

5 17130 ANKARA

B 17175 AYVALIK

7 17184 AKHISAR

B 17190 AFYON

9 17192 AKSARAY
10 17234 AYDIN

1 17239 AKSEHIR
12 17265 ADIYAMAN
13 17300 ANTALYA
14 17310 ALANYA

15 17320 ANAMUR
16 17351 ADANA

17 17372 ANTAKYA
18 17602 AMASRA
19 17612 AKCAKOCA
20 17626 AKCAABAT

There are a total of 4972 records in the raw data of table “Kar”, 8281 records in table

“Yagis” and 8242 records in table “ort_sicak”.

3.3.2 Creation of Event Tables
In this phase, events are classified on the basis of their values, and related event tables are

created for each of the event type. Snow events are classified as shown in Table 3-6.

Table 3-6 Snow Event Classification

Number of Snowy Days Event
snowyDays <=5 g
5 <= snowyDays <=9
9 <= snowyDays <=13 i
13 <= snowyDays <=17 J
17 <= snowyDays <=21 k
snowyDays >= 21 1
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Table “SnowEvent” is created for holding the records that have specific snow events. A

sample snapshot of the table “SnowEvent” is shown as Table 3-7.

Table 3-7 An example for table “SnowEvent”

istasyon_no | il | ay | event
17050 1975 1g
17050 1975 2qg
17050 1975 3g
17050 1975 449
17050 1975 5lg
17050 1975 6g
17050 1975 7lg
17050 1975 Blg
17050 1975 94g
17050 1975 10 g
17050 1975 11 h
17050 1975 12/ g
17050 1976 1g

Since the records are held for each station, for each year and for each month separately, the

size of the table “SnowEvent” is about 12 times bigger than table “Kar” and contains 59664

rows of crisp data.

A similar approach is followed for the temperature and precipitation events. Precipitation

events are classified according to Table 3-8.

Table 3-8 Precipitation Event Classification

Precipitation

Event

precipitation <= 25.0 mm

1

25.0 mm <=

precipitation <=50.0 mm

50.0 mm <=

precipitation <=75.0 mm

75.0 mm <=

precipitation <=100.0 mm

100.0 mm <= precipitation <=125.0 mm

precipitation >= 125.0 mm

2
3
4
5
6
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Table “PrecipitationEvent” is created for holding the records that have specific precipitation

events. A sample part of the table “PrecipitationEvent” is shown as Table 3-9.

Table 3-9 An example for table “PrecipitationEvent”

istasyon_no | yil | ay | event
179866 1975 16
17986 1975 26
179866 1975 35
17986 1975 4/4
179866 1975 51
17986 1975 61
179866 1975 71
179866 1975 81
179866 1975 92
179866 1975 1005
179866 1975 116
179866 1975 12/ 6
179866 1976 16

Table “PrecipitationEvent” contains 99225 rows of crisp data. Average Temperature events

are classified due to the values given in Table 3-10.

Table 3-10 Average Temperature Event Classification

Average Temperature Event

AvgTemp <=5.0 C° a
5.0 C°<= AvgTemp <=10.0C° | b
10.0 C°<= AvgTemp <=15.0C° | ¢
15.0 C°<= AvgTemp <=20.0 C° | d
20.0 C°<= AvgTemp <=25.0C° | e
AvgTemp >=25.0 C° f

Table “AverageTemperatureEvent” (Average Temperature) is created in dbl for holding the
records that have specific temperature events. A sample part of the table

“AverageTemperatureEvent” is shown as Table 3-11.
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Table 3-11 An example for table “AverageTemperatureEvent”

istasyon_no | yil | ay | event
17046 1977 1a
17046 1977 2a
17046 1977 3 a
17046 1977 4/b
17046 1977 b
17046 1977 B c
17046 1977 7c
17046 1977 8 d
17046 1977 9¢c
17046 1977 10 a
17046 1977 11 a
17046 1977 12 a
17046 1978 1a

Table “AverageTemperatureEvent” contains 98945 rows of crisp data.

Classes and methods that are implemented for the creation of event tables are explained in

implementation details section with snapshots of the sample codes.

333 Grid Placement

The space dimension is partitioned into a set of disjoint grid cells as in [10]. Each cell
represents a spatial region (or location), denoted as (x, y). Weather stations are defined with
their general properties as X coordinate, Y coordinate, station number, station name and
height of the station. In our implementation, X and Y coordinates of the stations are
converted into x grid numbers and y grid numbers. Neighborhood relationships which are

used for spatial associations are defined easily with the help of this representation.

Any value can be given for defining the neighborhood relationship. In this study, it is
assumed that if the x grid number and y grid number difference of two stations is smaller
than or equal to 1, these stations are neighbors. As an example, Stationl (2,3) and Station2
(3,4) are assumed to be neighbors since the difference of their x and y grid numbers is 1.
Calculation of neighboring relationships of stations with respect to their grid numbers by the

implementation is explained in the implementation details section.

34 Preparation to Mining

This is the second phase of the approach. Preparation of the eventsets for mining frequent
patterns is the main purpose of this phase. Creation of eventsets from the related table is
explained in detail in the following subsection. Afterwards, an eventset preparation example

is given for a better understanding of the phase.
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34.1 Preparing Eventsets

As the first task of this phase, named “EventSetGrid” table is created. According to the

station number or station name of each station, events are selected from tables SnowEvent,

PrecipitationEvent, AverageTemperatureEvent. All the selected records are inserted into the

table “EventSetGrid”. This table contains the information of each station with its xgridno

and ygridno and for all the months of each year with the related events of each type. As a

summary, table “EventSetGrid” is the result of preprocessing phase. An example snapshot

from this table is given in Table 3-12.

Table 3-12 An example from table “EventSetGrid”

istasyon_no | xgridno | ygridno | yil | ay | event

17022 1 1 2003 12/ g
17022 1 1 2005 3lg
17022 1 1 2005 44
17022 1 1 2005 5lg
17022 1 1 2006 1h
17022 1 1 2006 2]
17022 1 1 2006 3lg
17022 1 1 2006 44
17022 1 1 2002 4q
17022 1 1 2002 blg
17022 1 1 2002 6/g
17022 1 1 2003 2k
17022 1 1 2003 3

17022 1 1 2003 4qg
17022 1 1 2003 blg
17022 1 1 2004 Blg
17022 1 1 2004 9g
17022 1 1 2004 10/ g
17022 1 1 2005 B/g
17022 1 1 2005 7lg
17022 1 1 2005 Blg
17022 1 1 2005 9g
17022 1 1 2006 12 h
17022 1 1 2000 111
17022 1 1 2000 12/ 6
17022 1 1 2001 13
17022 1 1 2001 25
17022 1 1 2001 35
17022 1 1 2001 44
17022 1 1 2001 12/ 6
17022 1 1 1975 3|4

Table “EventSetGrid” contains 204637 rows of crisp data which is the total of the records in

SnowEvent, PrecipitationEvent and OrtSicaklikEvent tables.
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There are too many stations, and execution time takes very long if the developed application
is run for all of the stations. Therefore, a sample set of stations is chosen for observing the

outputs of the program. Sample set contains the stations in Black Sea Region.

Due to its distinct geographical conditions (i.e. variation of altitude, orientation of
mountains, coastal effects, etc.) climatic changes can be observed significantly within Black
Sea Region, especially between Eastern and Western parts or coastal and inland parts of the

region. List of the sample stations with their station numbers is given in Table 3-13.

Table 3-13 Set of the Sample stations

Station Number| Station Name
17045 Artvin
17602 Amasra
17626 Akcaabat
17034 Giresun
17088 Gumushane
17042 Hopa
17033 Ordu
17030 Samsun
17040 Rize
17037| Trabzon
17022 Zonguldak
17624 Unye
17622 Bafra
17646 Cerkes
17656 Arpacay

Similar to the approach given in [9], time windows are defined. A year is divided into 4 time
windows and each window is composed of 3 months. Events (they are represented in
eventsets structure in the implementation which holds the information of station number,
year and the month of the event occurred, a character to specify the event, x grid number and
y grid number of the station) of a specified station and events of neighbor stations (neighbor
of the specified station) for the first month of the time window are found. The same
procedure is followed for the second month of the time window. Finally, for the third month
of the time window, events of all the neighbor stations of the selected station, besides events
of all the neighbor stations of the neighbor stations (neighbors of the neighbors of selected
station) are found. These three months’ sets are prepared for the mining phase. Associations

within the same time windows are investigated.

As mentioned in the previous sections a sliding mechanism is proposed in the approach.

Sliding through the time windows is possible. Outputs are given for the months in the order
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of  January-February-March, February-March-April, March-April-May,,,,October-
November-December. By this way, the loss of any relations between different time windows

is prevented.

34.2 Eventset Preparation Example

It will be beneficiary to illustrate the implementation with Figure 3-8.

4 alh 4 4 dik
a c3g ¢lh 3 elg edh 3 m
2 b.2.g 2 ]b.3.h ' 2 0.2k |
1 alg 1 a3 | 1 b4 h
1] 1] 0
o 1 2 3 4 o 1 2 3 4 [1] 1 2 3 4
January 1975 February 1973 March 1975
Time Window 1

Figure 3-8 Eventset Preparation example
For the example illustrated Figure 3-8, it is assumed that there are weather stations, in the
numbered grid cells (0, 1), (1, 2), (1, 3), (1, 4) and (2, 3). Characters and numbers written in
the grid cells stand for the events. Since there are three types of events, each of them
represents a type of event. Events change by the change of the months. As told in the
previous sections, each time window is composed of 3 months. Eventsets created from the

example can be listed as follows:

January
a, 1975, 1, (0,1)

2,1975, 1, (0,1)
g, 1975, 1, (0,1)
b, 1975, 1, (1,2)
2,1975, 1,(1,2)
g, 1975, 1, (1,2)
¢, 1975, 1, (1,3)
3,1975, 1, (1,3)
g, 1975, 1, (1,3)
¢, 1975, 1, (2.3)
1,1975, 1, (2,3)
h, 1975, 1, (2,3)
a, 1975, 1, (1,4)
1,1975, 1, (1,4)
h, 1975, 1, (1,4)

February
a, 1975, 2, (0,1)

3,1975,2,(0,1)
g,1975,2,(0,1)
b, 1975, 2, (1,2)
3,1975,2,(1,2)
h, 1975, 2, (1,2)
¢, 1975,2, (1,3)
3,1975,2,(1,3)
g, 1975,2,(1,3)
¢, 1975,2, (2.3)
3,1975,2, (2.3)
h, 1975, 2, (2,3)
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March
b, 1975, 3, (0,1)

4, 1975, 3, (0,1)
h, 1975, 3, (0,1)
d, 1975,3,(1,2)
2,1975,3,(1,2)
k, 1975, 3, (1,2)
e, 1975, 3, (1,3)
3,1975,3, (1,3)
g, 1975, 3, (1,3)
d, 1975, 3, (2,3)
2,1975,3,(2,3)
i, 1975, 3, (2,3)
d, 1975, 3, (1,4)
3,1975,3, (1,4)
k, 1975, 3, (1,4)



Next step is the creation of monthl, month2 and month3 vectors (structure defined in the
implementation for holding the events). The selected station is the one that is located in a red
box in Figure 3-8. All the eventsets of this station and eventsets of its neighbor stations are
added to monthl1 vector. In the figure, selected station has only one neighbor with events in it
(shown with the color of magenta). Since then vectorl is composed of the eventsets of this
selected station’s and its neighbor station’s listed in the January column which are given

below:

a, 1975, 1, (0,1)
2,1975, 1, (0,1)
g, 1975, 1, (0,1)
b, 1975, 1, (1,2)
2,1975, 1,(1,2)
g, 1975, 1, (1,2)

Elements of month2 are found in a similar way. Eventsets of the selected station and its
neighbor stations in the following month (in the example it is February) are found and added

to month2 vector. Month2 vector is composed of the following eventsets;

a, 1975, 2, (0,1)
3,1975,2,(0,1)
g, 1975, 2, (0,1)
b, 1975, 2, (1,2)
3,1975,2,(1,2)
h, 1975, 2, (1,2)

Month3 vector includes the eventsets of the selected station and its neighbor stations.
Additionally it contains the information from the neighbor stations of its neighbor stations in
the following month (in the example it is March). Selected station is in the numbered grid
cell (0,1). It has one neighbor station that includes events in it, and it is in the numbered grid
cell (1,2). This time, neighbors of neighbor stations are also considered. And according to

the above example, these stations are the ones in the numbered grid cells (1,3) and (2,3).

Therefore, month3 vector is composed of the following eventsets;

b, 1975, 3, (0,1)
4,1975,3, (0,1)
h, 1975, 3, (0,1)
d,1975,3,(1,2)

2,1975,3,(1,2)
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k, 1975, 3, (1,2)
e, 1975, 3, (1,3)
3,1975,3, (1,3)
g, 1975, 3, (1,3)
d, 1975,3, (2,3)
2,1975,3, (2,3)
i, 1975, 3, (2,3)

Another point that should be highlighted is the selection of the years for building eventsets.
Above example is illustrated only for the year 1975. However in the real application, during
the building of month vectors, the data for all years are taken into account. The monthly
events for the corresponding years are investigated. Due to performance issues, only the data

between 1975 and 1991 are used in the experiments.

3.5 Mining and Finding Frequent Rules

This chapter describes the mining technique used for finding frequent spatio-temporal rules.
Additionally, techniques that are used to improve the performance of the implementation are

explained.

3.5.1 Mining Phase

A vector structure is defined for holding the consecutive events. With a two dimensional
structure, it is possible to hold the events of two consecutive months. Eventsets within a
time-window are added into two vectors. One of the vectors holds the events of the first and
the second months of the time-window, the other vector holds the events of the second and
the third months of the time window. All of the calculated subsets are stored in these vectors

and the vectors that include the eventsets are ready to be mined.

After all the subsets of the eventsets for the mentioned 16 years are kept in the defined vector

structures, next step is finding the frequencies of these eventsets.
Again, it is beneficiary to illustrate the mining phase with an example. To this aim, eventsets

of the previous example (eventset Preparation example) will be used. All the eventsets of the

first time window are as listed in Figure 3-9.
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eventsets of monthl eventsets of month? eventsets of month3
a, 1975,1,(0,1) a, 1975,2,(0,1) b, 1073,3,(0.1)
L1975.1,(0.1) 3,1975,2,(0.1) ' 4,19873,3,(0,1)
.1975,1,(0.1) g,1975,2,(0.1) h, 1975, 3,(0.1)
b, 1975,1,(1,2) b, 1975,2,(1.2) d, 1975,3,(1,2)
.1973,1,(1.2 3,1975,2,(1.2) .1975,3,(1.2)
L 1975.1,(1.2) h 1973, 2,(1.2) E 1873,3,(12
e, 1973, 3.(1.3)
3.1973,3.(1.3)
,1975,3,(1.3)
d, 1973,3.(2.3)
1975,3,(2.3)
1, 19":,3,[..,3}

Figure 3-9 Eventsets of the time window

As mentioned previously, eventsets of a time window are added to two vectors. First of these

two vectors includes the eventsets of monthl and month2, second one includes the eventsets

of month2 and month3. Each vector is defined in a two dimensional structure to hold the

eventsets of a month and eventsets of the following month. All the eventsets hold by these

two vectors (consecutive eventsets) are listed in Table 3-14.

Table 3-14 Consecutive eventsets of the time window

First
Consecutive
eventset of the

time window

{(a, 1975, 1, (0,1)), (2, 1975, 1, (0,1)), (g, 1975, 1, (0,1)), (b, 1975, 1, (1,2)),
(2,1975, 1, (1,2)), (g, 1975, 1, (1,2)) }

{(a, 1975, 2, (0,1)), (3, 1975, 2, (0,1)), (g, 1975, 2, (0,1)), (b, 1975, 2, (1,2)),
(3, 1975, 2, (1,2)), (h, 1975, 2, (1,2))}

Second
Consecutive
eventset of the

time window

{(a, 1975, 2,(0,1)), (3, 1975, 2, (0,1)), (g, 1975, 2, (0,1)), (b, 1975, 2, (1,2)),
(3,1975, 2, (1,2)), (h, 1975, 2, (1,2))}

{(b, 1975, 3, (0,1)), (4, 1975, 3, (0,1)), (h, 1975, 3, (0,1)), (d, 1975, 3, (1,2)),
(2,1975, 3, (1,2)), (k, 1975, 3, (1,2)), (e, 1975, 3, (1,3)), (3, 1975, 3, (1,3)),
(g, 1975, 3, (1,3)), (d, 1975, 3, (2,3)), (2, 1975, 3, (2,3)), (i, 1975, 3, (2,3))}
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If the eventsets are projected with the event characters for the ease of understanding, same

table will be structured as Table 3-15.

Table 3-15 Events of the consecutive eventsets

First Consecutive eventset of | {a,2,g,b,2, g}

the time window {a,3,g,b,3,h}

Second Consecutive eventset {a,3,g,b,3,h}

of the time window {b,4,h,d,2,k,e,3,gd,2,i}

Flow of events in the first consecutive eventset is displayed as; { a,2,g,b,2,g} > {a,3, g, b,
3, h }. First set in the consecutive eventset includes the events of a station and events of its
neighbor stations for January in 1975, and the second set in the consecutive eventset includes
the events of a station and events of the neighbor stations in February in 1975. Next step is
calculating the frequencies of the events in these eventsets by searching the consecutive
eventset in the other years. Frequency count is set to 10. This corresponds to about 70%
support threshold. Since there are 16 years to look for frequent eventsets, if an eventset
occurs in at least 10 years out of 16, it is assumed that this eventset is frequent. All the events
in the consecutive eventset might not be frequent. For finding the frequent ones, subsets of
the consecutive eventsets are calculated. For the first consecutive eventset, subsets are; {{a}
= {a}, {a} > {3}, {a} > {g}, {a} >{b}, {a} 2 {3}, {a} >{h}, {a,2} 2>{a}, {a,2} > {3},
{a,2} >{g}...}.

While trying to find out if the eventsets are frequent or not, many properties of the eventsets
are compared with each other. There are also some performance issues for getting faster
results in the implementation. Structure of the vectors, how the consecutive events are hold,

how their frequencies are calculated are explained in the implementation details section.

Once the frequencies of the eventsets are calculated, the frequent ones are hold in result sets.
However as mentioned previously, subsets of the eventsets are found and sent to the next
phase for finding the frequent sets. If a set is frequent all of its subsets are frequent either.
Due to this property, found result sets which hold the frequent eventsets include both the
frequent sets and all their subsets. For example, in the above example, if {a, 2} = {3} is
found as a frequent eventset, {a} = {3} which is a subset of the previous eventset is found as
a frequent eventset cither. {a} = {3} eventset should be eliminated from the frequent
eventsets. Another section “Pruning” phase is implemented to eliminate the subsets of the

frequent sets from the result set.
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After all the frequent eventsets are found, output files can be prepared. Output Files are
written separately for each of the stations. Unique file names are defined for each of the
output files. The station number, numeric representation of the month or months and some
dashes for splitting the characters form the file name. For example; “17045--month--1" is the
file name that is prepared for the result set of station 17045 (Artvin), includes the frequent
eventsets for the first and the second (January and February) months. File name “17045--1--
ay—2” indicates that output file is prepared for the station numbered 17045 and file includes
eventsets for the second and the third months. Content of the output files, how they are

interpreted will be explained in the further sections.

While writing the frequent eventsets to the output files, each frequent eventset is added to
another structure which is in the type of a vector. At the end of the writing process, this
vector (vector Karadeniz) includes all the frequent eventsets for all of the stations and for all
of the years. Then these frequent eventsets are processed in another phase named “Mining

Rules”.

3.6 Mining Rules

Mining Rules is the last phase of the implementation. This phase is developed in order to
find new and higher-level rules from the generated patterns. It is the generalization of the

patterns and can be called as “second level mining”.

(Classiﬁcation of the frequent pattems due to their types)

\4

(Deﬁm'ng the situation van'ables)

A4

(Looping through the classified pattems]

= ) (Calculating the count of each variable]

y

( Interpretation of the output file according to the maximum countsj

Figure 3-10 Second Level Mining
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Figure 3-10 illustrates the modality of Mining Rules phase. Since the defined approach is
based on the eventsets which are composed of events, first step of this phase is the
classification of the frequent patterns on the basis of their types (event types). An important
point that should be considered is the usage of frequent patterns in this phase. It is the reason
why the rules are the generalization of the generated patterns. Next step is the definition of
situation variables. These variables might be chosen to define the temporal or spatial
relationships. The purpose is to find out the general trend of the frequent patterns according
to the spatial and/or temporal relationships such as the reflection of the temporal and spatial
changes on the events. After the situations are defined, all the frequent patterns which are
classified on the basis of their types are overviewed and events in the evensets are compared
with each other according to the defined parameters. Counts of the situation variables are
calculated as a result of these comparisons. Next is the interpretation of the output file. It is
assumed that the most frequent situation (the situation variable with the maximum value)

shows the general trend.

eventsets are classified due to their event types.

v

[Situatiun variables are defined to identify the change of events due to the]

spatial changes

(Luup'mg through the classified eventsetsj

[Snuw events, precipitation events and temperature events in the frequent]

[Cuunt of each situation variable is calcula te@l

are defined due to the values of the situation variables.

[ QOutput file is interpreted and general trends of the frequent patterns }

Figure 3-11 Second level mining on the available data set
Figure 3-11 illustrates the second level mining phase. Events are grouped according to their
event types as; snow events, precipitation events and temperature events in this phase. For
each event type 4 situations are defined for representing event changes due to x grid number
changes and 4 situations are defined for representing event changes due to y grid number

changes. Variables are initiated to count the number of the elements for each defined
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situation. Characters which represent the events are converted into numeric values from 1 to
6 according to their intensities in the increasing order. For example, temperature event
represented by 6 is hotter than temperature event represented by 1. Numerical illustration of

the events facilitates comparison of the intensities of the events.

Within the frequent consecutive eventsets, numeric values of the events are compared.
Another comparison is between the grid numbers of the events. For example, if the event
number of a temperature event that occurred in a station is greater than the event number of
an event that occurred in another station in the frequent eventset and the x grid number of the
station is greater than the x grid number of the compared station then the variable
‘sicaklikGridUpEventUpCountxgridno’ is increased by one while controlling all the
eventsets that contain temperature events. In other words, temperature increases by the

increase of the x grid number.

After all the eventsets are controlled and variable counts are determined, it is possible to

interpret the change of the events due to the change of grid numbers.

Values of the parameters and short descriptions for defining what these parameters stand for

are written to the output file named “EventChanges”.

An important point that should be considered in this phase is the spatial relationship of the
events which are compared with each other. Stations in the frequent eventsets are associated
with a neighboring relationship. From this point of view, it is not possible to generate a rule
for the stations which do not have a neighboring relationship. General trends like ‘stations
located up North have higher average temperatures compared to the average temperature of
the stations located to the South of them’ can be captured by the interpretation of the values.
Implementation details of this phase are given in the ‘Implementation Details’ section and

interpretation of the output file can be found under ‘Results of Mining Rules Phase’ section.
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CHAPTER 4

IMPLEMENTATION DETAILS

This section presents the implementation details in the order of the previous section.

4.1 Preprocessing
Preprocessing phase is composed of the creation of event tables and grid placement. These
functionalities are explained in detail from the implementation point of view in the further

sections.

4.1.1 Creation of Event Tables
EventMaker package displayed in Figure 4-12 includes the java classes for the classification
of the events according to their intensity and creates three event tables named as

“SnowEvent”, “PrecipitationEvent” and “AverageTemperatureEvent”.

=53 EventMaker
|_:_|m AvgTemperatureBvent.java
EIG AvgTemperatureBvent
..... o istasyon_adi
..... o istasyon_no
o yil
----- @ avg_temperature_event(float)
e @ avgtermnperature()
EEI"'E FindEvent.java
=-[J] PrecipitationEvent.java
EIG PrecipitationEvent
..... o istasyon_adi
..... o istasyon_no

..... @ precipitation()
e @ precipitationeventifloat)
=-[J] SnowEvent.java
EIG SnowBvent
..... o istasyon_adi

... 0 istasyon_no
0 il
..... @ snowl)

L@ snowevent(int)

Figure 4-12 EventMaker package
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In FindEventjava class, instances of SnowEvent, AvgTemperatureEvent and
PrecipitationEvent are created and related methods of these classes are called throughout the

body of this class.

In snow() method of SnowEvent.java class all records from table “Kar” (Snow) are read,
number of snowy days is sent to snowevent() method for the classification of the event and
events are classified due to the “Snow Event Classification” table. Table “SnowEvent” is
created for holding the records that have specific snow events defined by the snowevent()

method.

In precipitation() method of PrecipitationEvent.java class, all records from table
“Precipitation” are read, value of average precipitation is sent to precipitationevent() method
for the classification of the event and events are classified due to the “Precipitation Event
Classification” table. Table “Precipitation Event” is created in dbl for holding the records

that have specific precipitation events defined by the precipitationevent() method.

In avgtemperature() method of AvgTemperatureEvent.java class, all records from table
“ort_sicak” are read, value of average temperature is sent to avg temperature event()
method for the classification of the event and events are classified due to the “Average
Temperature Event Classification” table. Table “AverageTemperatureEvent” is created in
dbl for holding the records that have specific temperature events defined by the

avg temperature_event() method.

4.1.2 Grid Placement
Istasyon.java class is written for clarifying the general properties of stations. X coordinate, Y

coordinate, station number, station name and height of the station are defined in this class.

GridStations.java class is implemented for reading all the station records from table
“Istasyon” (Station) by the Readlstasyon() method and setting the properties of stations by

creating objects from Istasyon.java class.
All station objects are kept in a vector and this vector is sent to the returnGridStations()

method. For each of the station objects kept in the vector, a new object is created from

Grid.java class.
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Grid.java
Gridjava class has similar properties as Station.java class. But instead of x and y
coordinates, Grid.java class has xgridno and ygridno properties for holding the location

information in terms of gridno instead of coordinates.

Grid numbers of the stations are calculated by the methods FindGridNoX() and
FindGridNoY() in GridStations.java class while creating and assigning Grid objects for each

of the stations. Parameters and methods of GridStations.java class are displayed in Figure

4-13.

=-[J] GridStations.java

EIG GridStations

..... o komsu

..... o xcoord

..... e ycoord

..... @ FindGridMoX(float)

..... @ FindGridMoY(float)

..... @ readlstasyon()

..... @ returnGridStations(Vector<Istasyon=)

Figure 4-13 GridStations.java class

returnGridstations() method returns a vector that contains all of the created Grid objects.

Defined vectors and the return statement of the method can be seen in Figure 4-14.

public static Vector<Istasyon» Stations = new Vector<Istasyon> ()
puoblic static Vector<Grid>» gridStations = new Vector<Grid>():

GridStations findStations = new GridStations():
Stations = findStations.readIstasvon();
gridftations = findStations.returnGridStations (ftations):;

Figure 4-14 Implementation of vectors and methods

4.2 Preparation of Mining
Preparation of Mining phase which is the second phase of the implementation includes the
preparing eventsets functionality. This functionality is explained in detail with source code

examples and structure definitions in the further sections.
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Preparing Eventsets
Next step is creating the eventsets for mining. Implementation of eventset creation and

related method call is displayed in Figure 4-15.

GridEventS5et createGridEventS5et = new GridEventSet ()
createGridEventSet.FindEvensets (gridStations) ;

Figure 4-15 Implementation of eventset creation
GridEventSet.java is implemented for the creation of table “EventSetGrid” and for inserting

the eventsets into the table. Methods of GridEventSet.java class are shown in Figure 4-16.

=-4)] GridEventSet.java
. 29 GridEventSet
i.y» FindEvensets(Vector= Grid=)

[

Figure 4-16 Properties and Methods of GridEventSet.java

gridStations vector returned by returnGridStations() method is sent to FindEventsets()
method of this class. And according to the station number or station name of each element
in the sent vector, events are selected from tables KarEvent, YagisEvent, OrtSicaklikEvent.
All the selected records are inserted into the table “EventSetGrid”. This table contains the
information of each station with its xgridno and ygridno and for all the months of each year

with the related events of each type.

GstMiningPrep.java

gridStations vector which is returned by the returnGridStations() method is sent to
mineEvents() method of GstMiningPrep.java class. Implementation of mineEvents() method
call is displayed in Figure 4-12. Methods and properties of GstMiningPrep.java class are
shown in Figure 4-18.

GestMiningPrep minefll = new GstMiningPrep():
minefl]l .mineEvents (gridStations) ;

Figure 4-17 Implementation of mineEvents method call

=-4)] GstMiningPrep.java
: Eﬁ GstMiningPrep
..... o consecEvents
- /@ minebvents(Vector<Grid=)

(15

Figure 4-18 Methods and properties of GstMiningPrep.java class
As defined in the previous section only a sample set of stations are processed in this study.
Since then, station number of each of the Grid Object in the vector (gridstations vector
which is sent to the mineEvents() method) is controlled by an “if condition”, and if the
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station number is in the sample set of stations, necessary properties of the station are

prepared for the mining.

Similar to the approach given in [9] time windows are defined. A year is divided into 4 time
windows and each window is composed of 3 months. Three vectors named month1, month2
and month3 are initiated in the type of EventSetld to hold the eventsets of a time window.

Initiation of these vectors is displayed in Figure 4-19.

Vector<EventSetId> monthl = new Vector<EventSetId>():
Vector<EventSetId> month? = new Vector<EventSetId>():;
Vector<EventSetId> month3 = new Vector<EventSetId>():

Figure 4-19 Initiation of Month Vectors
EventSetld.java class is implemented for defining the records that are inserted into table
“EventSetGrid”. Additionally, another property (subsetld) is defined to be used during the

creation of subsets. Properties of Eventsetld.java class can be seen in Figure 4-20.

= [J] EventSetld.java
=& EventSetld

----- o istasyon_no

----- o xgridno
----- o ygridno

Figure 4-20 Properties of Eventsetld.java class

For improving the performance of the implementation and for getting faster results a 16-year

sample is chosen, which is from 1975 to 1991.

In order to calculate the frequency of the eventset, each eventset in a month vector, is
searched in the same month of the other years. Searching is performed on EventSetGrid
table. Records are selected from the “EventSetGrid” table according to the station number,
year and month properties. For each of the selected record an object is created from the
EvenSetld class. All the properties of grid object are assigned to the properties of this
EventSetld object, besides a subsetid is set in the increasing order. All these created objects

are added to the month1 vector.
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Next step is finding the neighbor stations of this selected station, selecting the eventsets of
these neighbor stations in the first month of the time window, creating EventSetld objects for

each of them and adding them to the month1 vector.

Since the stations are placed on a grid and each of them are numbered with xgridno and
ygridno, finding the neighboring relationship is straight forward. If the xgridno and ygridno

differences are smaller than or equal to 1, then it can be said that two stations are neighbors.

All stations are scanned for finding the neighbor stations of the selected station in the second

month of the time window to set the elements of month2 vector.

Elements of the month3 vector are found more different than the elements of month2 vector.
To find the elements of month3 vector, all the neighbor stations of the selected station,
besides all the neighbor stations of the stations selected for month2 vector (neighbors of the
neighbors of selected station) are found from EventSetGrid table which occurs in the third

window of the time window.

After the vectors are prepared in GstMiningPrep.java class during mining preparation phase,
they are ready to be mined. An instance of GstMining.java class is created in
GstMiningPrep.java and its GstMining() method is called by sending the 3 prepared month
vectors and a character for indicating the end of the preparation vectors. Until the year 1991
char ‘a’ is sent to the method; whereas for the year 1991, char ‘f* is sent. Properties and

methods of GstMining.java class are displayed in Figure 4-21.

- 4)] GstMining.java
= fa GstMining
o° consecEvents
o° consecEventsl

P

vectorKaradeniz

o° vectorSize

o® vectorSizel

o il

 |GstMining(Vector<EventSetld>, Vector<EventSetld>, Vector<EventSetld>, char) |

Figure 4-21 Properties and methods of GstMining.java

4.3 Mining and Finding Frequent Rules
Mining and Finding Frequent Rules is the third phase of the implementation. Consecutive
eventsets are set and frequencies of the events in those consecutive eventsets are calculated.
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Structure to hold the consecutive eventsets and calculation of the frequencies are explained in

detail with the implementation point of view in the further sections.

Mining Phase
In GstMining.java class three vectors are initiated named as consecEvents, consecEventsl
and vectorKaradeniz. consecEvents and consecEvents] vectors are created in the type of
ConsecEvents.java  class,  vectorKaradeniz is  created in the type of
ConsecEventsPercentage.java class. Initiation of Consecutive events vectors is shown in

Figure 4-22.

poblia atatia Vector<ConsscEvanta> consscEvants = pew Vector<ConsscEveantax() :
public static Vector<ConsecEvents> consscBEventsl = new Vector<ConsecEventsa>() ;
poblic atatic Vector<ConsscEventaPercentages vactorKaradaniz = new Vector<ConsecEventaParcancage>() :

Figure 4-22 Initiation of Consecutive events vectors
ConsecEvents and ConsecEventsPercentage classes have the same properties except the
percentage parameter. This parameter which is defined in the type of float is used for the
calculation of the frequency of the output rules. Consecl and Consec2 vectors defined in this
class hold elements in the type of EventSetld.java class. Difference of ConsecEvents.java and

ConsecEventsPercentage.java classes are displayed in Figure 4-23.

=-[J] ConsecEvents.java

EIG ConzecEvents

..... a Consecl

..... a Consec?

= [J] ConsecEventsPercentage.java
EIG ConsecEventsPercentage
..... a Consecl

..... a Consec?

----- & percentage

Figure 4-23 Properties of ConsecEvents.java and ConsecEventsPercentage.java

Three vectors named subsetldl, subsetld2 and subsetld3 are initiated which hold the

subsetlds of the evensets of month1, month2 and month3 vectors.

For ease of powerset creation, integer subset numbers have been assigned to the elements of
the eventsets that are created for time windows in the preprocessing phase. All the subsets of
eventsets are calculated. Next, by the help of power set property, all of the subsets of

eventsets of monthl and month2, besides month2 and month3 are calculated.

VectorSize.java is written for determining of the size of the eventsets per year. Properties of

this class are displayed in Figure 4-24.
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= m VectorSize java
23 VectorSize

Figure 4-24 Properties of VectorSize.java

FindFrequentRules.java

Em FindFrequentRules.java
. 2-® FindFrequentRules
..o frequencyCount
... @ FindRules(Vector<ConsecEvents>, Vector<VectorSize>)

Figure 4-25 Properties and methods of FindFrequentRules.java
Once the flag is ‘f” which indicates that they are the last eventsets (month vectors) that are
sent to GstMining.java class, prepared ConsecEvents and ConsecEventsl vectors are ready
to be sent to the FindRules() method of FindFrequentRules.java class for finding the
frequency of the rules. Properties and methods of FindFreuquentRulesjava class ara

displayed in Figure 4-25.

An instance of FindFrequentRules.java class is created. Additionally, 2 new vectors named as
resultSet and resultSetl are initiated which hold elements in the type of

ConsecEventsPercentage. Initiation of resultSet vectors are displayed in Figure 4-26.

FindFrequentBules findRules = new FindFrequentRules():
Vector<ConsecEventsPercentage> resultSet = new Vector():
Vector<ConsecEventsPercentage> resultSetl = new Vector():

Figure 4-26 Initiation of ResultSet Vectors
Prepared consecEvents and vectorSize vectors are sent to the FindRules() method of
FindFrequentrules.java class. FindRules() method returns a vector which holds elements in
the type of ConsecEventsPercentage. Returned vectors of this method are assigned to

resultSet and resultSet1 vectors. This assignment is shown in Figure 4-27.

resultSet = findRules.FindRules (consecEvents, vectorsSize) ;

resultSetl = findRules.FindRules (consecEventsl, vectorSizel) :

Figure 4-27 Returned Resultset vectors by FindRules() method
Frequency count is set to 10. Since there are 16 years to look for frequent eventsets, if an

eventset occurs in at least 10 years out of 16, it is assumed that this eventset is frequent.
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ConsecEvents and ConsecEvents1 vectors hold the whole eventsets for 16 years. vectorsSize
and vectorSizel vectors include the information of the size of the eventsets for each year.

This is a performance issue to determine the ranges and sizes of the eventsets for each year.

Then for each of the eventsets in the restricted set (eventsets of a year), eventset’s Consecl
vector is compared with the Consecl vectors of the other eventsets in the other years. Station
numbers and events are compared to determine if the eventsets are identical or not. If they
are, then a boolean parameter is set to true, and if that parameter is true(which indicates that
consecl vectors are equal) then Consec2 vector of the eventset is compared to the Consec?2
vectors of the other eventsets in the other years. This is another issue for increasing the
performance of the implementation. If Consecl vectors are not equal, it is not necessary to
compare the Consec2 vectors. And if for each of the eventset that has the identical Consecl

and Consec2 vectors with the one we selected, the frequency count is increased by one.

And if the frequency count of the selected eventset is greater than or equal to the frequency
count, then that eventset is frequent. A new object is created in the type of
ConsecEventsPercentage class. Consecl and Consec2 vectors of the frequent eventset are
assigned to the Consecl and Consec2 vectors of this recently created object. Also percentage
is found by dividing the frequency count to the number of years (16 for this implementation).
And calculated percentage is assigned to the percentage property of the created object.
Finally this object is added to the resultSet vector which is created for holding the frequent

eventsets.

After all the frequent eventsets are found and all those found frequent eventsets are added to
the resultSet vector, a new object is created from the PruningResultSet.java class. resultSet
vector which hold the elements in the type of ConsecEventsPercentage, is sent to the
Pruning() method of this object. Return statement of GstMining() method and the Pruning()
method call is displayed in Figure 4-28.

PruningResultSet prunSet = new PruningBesultSet ()
retorn prunSet.Pruning (resultSet) ;

Figure 4-28 Return statement of GstMining method
And the result of the pruning process is returned from FindFrequentRules.java class to the
GstMining.java class where the FindRules() method of FindFrequentRules class is called

from.
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PruningResultSet.java

= [J] PruningResultSet.java
E EIG PruningResultSet
..... 4 returnSet
e @ Pruning(Vector< ConsecEventsPercentage=)

Figure 4-29 Properties and Methods of PruningResultSet.java class
PruningResultset.java class is implemented in order to eliminate the subsets of the frequent
eventsets. If an eventset is frequent all its subsets are frequent either. In GstMining.java class
all the subsets of the eventsets are found and added separately to the ConsecEvents and

ConsecEvents1 vectors. These vectors are sent to the FindRules() method.

In the Pruning method each of the frequent eventsets in the sent vector is compared with the
other eventsets in the same vector. Consecl and Consec2 vectors of each eventset are
compared with the Consecl andConsec2 vectors of other eventsets with their station number,
event and month properties. If all of them are the same, they are the subsets of the eventset
and they are pruned from the resultset and added to a new “returnSet” vector. After all the
eventsets are controlled and compared with each other and returned set is created with the
pruned eventsets, this set is returned to the GstMining.java class as a result of FindRules

method of FindFrequentRules.java class.

Once all the frequent eventsets are found and returned to the GstMining.java class, Output
files are written. While writing the frequent eventsets to the output files, each frequent
eventset is added to the vectorKaradeniz. At the end of the writing process, vectorKaradeniz
includes all the frequent eventsets for all of the stations and for all of the years. Then an
instance of OverMining.java is created in GstMiningPrep.java class and vectorKaradeniz is
sent to the mine() method of this class throughout GstMining object’s static parameter.

Related method call is displayed in Figure 4-30.

GztMining mine = new GstMining/():;
OverMining overmine = new OverMining() ;
overmine.overMine (mine.vectorKaradeniz) ;

Figure 4-30 Overmining method call
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4.4 Mining Rules

‘Mining Rules’ is the last phase of the implementation. OverMining.java class is
implemented to find new rules from the generated rules. It is the generalization of the rules.

Properties and methods of OverMining.java class are displayed in Figure 4-31.

=-4J] OverMining.java

Elia OverMining

5 vectorKaradenizKar

----- o° vectorKaradenizSicaklik
® vectorKaradenizYagis

- @ overMine(Vector< ConsecEventsPercentage=)

25,

Figure 4-31 Properties and Methods of OverMining.java class

Three new vectors are initiated which hold the elements in the type of

ConsecEventsPercentage. Initiation of event type vectors is displayed in Figure 4-32.

public static Vector<{ConsecEventaPercentage> vectorKaradeniz¥agis = new Vector<ConsecEventaFercentage>() ;
public static Vector<ConsecEventsFercentage®> vectorHaradsnizKar = new Vector<ConsescEventsPercentagex() ;
public static Vector<ConsecEventsPercentage’ wectorHaradsnizSicaklik = new Vector<ConsscEventsPercentage>() ;

Figure 4-32 Initiation of Overmining Vectors
vectorKaradeniz contains all of the evensets. Event characters in the Consecl and Consec2
vectors of those eventsets are controlled and vectorKaradeniz is separated into 3 vectors
named vectorKaradenizYagis, vectorKaradenizKar and vectorKaradenizSicaklik according

to the event types.

For each event type 4 situations are defined for representing event changes due to x grid
number changes and 4 situations are defined for representing event changes due to y grid
number changes. Variables are initiated to count the number of the elements for each defined
situation. Initiation of situation variables due to ygridno change is displayed in Figure 4-33,
and Initiation of situation variables due to xgridno change is displayed in Figure

4-34,
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int vagisGridUpEventUpCount = 0;
int vagisGridDownEventDownCount = 0;
int vagisGridUpEventDownCount =

I
o O

int vagisGridDownEventUpCount

int karGridUpEventUpCount = 0;
int karGridDownEventDownCount
int karGridUpEventDownCount = 0
int karGridDownEventUpCount = 0;

1
=}
'

int sicaklikGridUpEventUpCount = 0;

int sicaklikGridDownEventDownCount = 0;
int s2icaklikGridUpEventDownCount =
int =sicaklikGridDownEventUpCount

[
'

LTS

Figure 4-33 Initiation of Count Variables for y grid no changes

int vagisGridUpEventUpCountxgridno = 0;
int yvagisGridDownEventDownCountxgridno = 0;
int vagisGridUpEventDownCountxgridno = 0;

int vagisGridDownEventUplCountxgridno 4]

r

int karGridUpEventUpCountxgridno = 0;
int karGridDownEventDownCountxgridno
int karGridUpEventDownCountxgridno =
int karGridDownEventUpCountxgridno

0z

a:
0
int sicaklikGridUpEventUpCountxgridno = 0;
int sicaklikGridDownEventDownCountxgridno

int sicaklikGridUipEventDownCountxgridno =
int sicaklikGridDownEventUpCountxgridno =

1
=]
'

Figure 4-34 Initiation of Count Variables for x grid no changes
Characters which represent the events are converted into numeric values from 1 to 6
according to their intensities in the increasing order. Within the frequent consecutive
eventsets, numeric values of the events of Consecl eventsets are compared with the numeric
values of the events of Consec2 eventsets. Grid numbers of the stations in the Consecl and
Consec2 eventsets are also compared. Situations are controlled with ‘if conditions’ and
related variable count is increased. After all the eventsets are controlled, and variable counts
are determined, values of the parameters and short descriptions are written to the output file

named “EventChanges”.
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CHAPTER 5

INTERPRETATION OF THE GENERATED SPATIO-TEMPORAL
PATTERNS & EVALUATION OF THE RESULTS
This section contains the interpretation of the generated spatio-temporal patterns. Sample
output files are selected to explain the details of the file contents and the way of
interpretation. Section also contains the interpretation of generated higher-level rules with
“Mining Rules” phase. Experiments that are applied on the data set to monitor the change of
the events for different temporal intervals are also explained in this section.

5.1 Interpretation of the Generated Spatio-Temporal Patterns

In the experiments presented in this section is performed by application of the developed
technique on the Meteorological Data set (as described in Proposed Approach section).
Maximum 20 output files can be generated for a station. However, if there are not any
frequent eventsets for some of the months, output files are not written for those particular
months and number of the output files may decrease. A sample set of output files that are

written for station 17022 (Station Name: Zonguldak) are given in the appendices.

As it was explained in the previous sections, time windows which are used for finding
temporal associations are composed of 3 months, and extracted flow patterns indicate the
change of events in consecutive 3 months within the same time window. Two output files are
written for each time window. Samples from the written output files will be used for

illustration.

In the sample set, there are 20 output files. Number of output files indicates that frequent
eventsets have been found for every month. Output files can be grouped for each time
window. Output files 17022— month —1 and 17022—1— month —2 include the generated
patterns of the first time window. Output files are composed of the eventsets which have
occurred consecutively in January, February and March. Since the numeric representation is
used for months, “month —1”” in the name of the file indicates that file contains the eventsets
of the first month which is January and the consecutive month which is February. “1—
month —2” in the name of the second output file indicates that file includes the eventsets of
the time window which starts with the first month, but it is the second file for that time
window. It also indicates that the file contains the eventsets of the second month which is
February and the consecutive of second month which is the third month March. Files

17022— month —1 and 17022—1— month —2 are written for January, February and
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March. Likewise files 17022—ay—2 and 17022—2— month —3 are written for February,
March and April. Similarly all the output files are written for every time window if they
contain frequent eventsets. It is the result of sliding method that is used specifically for this
study. As already mentioned in the previous sections, by this method the loss of any
association between different time windows is prevented. Output file 17022— month —1
will be used for identifying the contents of the files. Content of this output file is shown in

Figure 5-35.

17022--month —1

HERRRRRAAAAA AR AR AR ARk kAR 4% Darcentage 62.5

month: 1 17070 event is a
month: 2 17070 event iz 2
month: 2 17070 event is a
o o o o o g o g o o o o o o Percentage 62_5
month: 1 17022 event is b
month: 1 17070 event is a
month: 2 17070 event is 2
o o o g g g o g o o o o o Percentage ,62.5
month: 1 17022 event is b
month: 1 17070 event is a
month: 2 17612 event is b
LA A B 8 B B & B & & & & & B 0 & & 8 & & & & & 8 & & § | Percentaqe 62.5
month: 1 17022 event is b
month: 1 17070 event i=s a
month: 1 17602 event is b
month: 2 17070 ewvent i=s a
o o e o e o o e o e e o e o o e o e e e R e e PEICEﬁt-ElgE ,52_5
month: 1 17022 event is &
month: 1 17070 event i= a

month: 2 17070 event is a

Figure 5-35 Content of the Output Files
Each frequent eventset found is displayed with its frequency at the beginning of the eventset.
Percentage of frequency is calculated. Since a 16-year period is taken to search for the
frequent events, %62.5 means that eventset has been occurred in 10 years out of 16 years.
Already %62.5 is the support (minimum threshold) that is chosen for finding the frequent
eventsets. In order to facilitate the interpretation of experiments, the event classification

tables are presented in  Figure 5-36.
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Precipitation Event Number of Smowy Davs Event Average Temperature Event
precipitation <= 25.0 mm 1 snowyDays <= 3 g AvgTemp <=50C° a
250 mm == precpitation <=50.0 mm 2 5 <= mowyDays <=9 h 50C%<= Avglemp <=100C° | b
50,0 mm == précipitation <=75.0 mm 3 9 <= mowvDays <=13 1 10,0 Co== AvgTemp <=130C"| ¢
75,0 mm == precipitatnon <=100.0 mm 4 13 <= mowyDays <=17 ] 15.0 C°<= AvgTemp <=200C* | d
100.0 mm <= precipitation <=125.0 mm 5 17 <= sowyDays <=21 k 20.0 C°== AvgTemp ==25.0C"| ¢
precipiition >= 125 0 mm [ snowyDays >= 21 [l AvgTemp >= 250 C° i

Figure 5-36 Event classification Tables

Frequent eventsets consist of at least 2 eventsets. But there is not a restriction for the
maximum number of eventsets within a frequent eventset. The month of the eventset which
the event has been occurred, the station number and the character for representing the
occurring event are written for each frequent eventset. It should be kept in the mind that
stations that are written in the same eventset should have a neighborhood relationship (being

neighbors or neighbor of neighbors).

AEEk AR A ER R AR AR AR ARk kb Rk* % Percentage 62.5
month: 1 17022 event i= b
month: 1 17070 event i= a
month: 2 17070 event is 2

Figure 5-37 Frequent Eventset from Output file “17022— month —1”
The pattern given in Figure 5-37 corresponds to the following description in natural
language: “In January when average temperature is between 5.0 C° and 10.0 C° in
Zonguldak (17022) and average temperature is less than 5.0 C° in Bolu (17070), in
February precipitation is between 25.0 and 50.0 mm in Bolu (17070)”. The support of this
pattern is 62.5% (It occurs 10 times out of 16 years). Obviously, not all of the frequent

eventsets are interesting; however, it is important to capture the general flowing patterns.

Frequent eventsets (they can also be called as ‘’frequent association rules”) found for the
same time window but written into different output files are spatially and temporally
associated. They are spatially associated because stations written in the second output file of
the time window are the neighbor of the selected station or the neighbor of the selected
station’s neighbors. And they are temporally associated because they have occurred in the
consecutive months. In spite of these associations, it is not possible to relate the 2 eventsets
that include the same stations and event types in the consecutive months. However it is

possible to observe the general behavior of the event changes.

Sample eventsets (rules) that are selected from different output files are interpreted.
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17030—5--month—6 (name of the output file which the frequent eventset is taken from)

g ol ol o g o o o o i o o o i o e Percent&ge: 31‘25
month: 6 17085 event is =

month: 6 17622 event is=s
month: 7 17030 event is
month: 7 17681 event is

S+ ]

Figure 5-38 Frequent Eventset from Output file “17030--5--month --6”
Consecutive eventset is displayed in Figure 5-38. Average temperature is between 20.0 C°
and 25.0 C° in June in Amasya (17085). Besides, average temperature is between 20.0 C°
and 25.0 C° in July in Samsun (17030) and precipitation is less than 25.0mm in July in Zile
(17681). This composite eventset has occurred 13 times out of 16 (support of the rule is
%81.25). High average temperature in Amasya in June resulted minimum precipitation
(event ‘1’ stands for the minimum precipitation) in Zile in July. Temperature event may not
be the causative event for the precipitation in the neighbor location but this is a flowing

pattern and the sequence of the events.

Another sample is from the output file written for Samsun. It can be noticed that number of
the elements in the frequent eventsets may vary for different consecutive eventsets. A sample

part from the content of the output file “17030—7—month--8” is shown in Figure 5-39.

17030—7--month--8

o ol o o ol o o ol ol ol o o o o ol ol ol o ol ol ol ol ol o o o ol o PEICE.’:tagE: 68.75

month: 8 17085 ewvent i=s 1
month: 8 17622 event is
month: 8 17622 event is
month: 9 17681 event is
month: 9 17681 event is
month: 9 17681 event is

B o

Figure 5-39 Frequent Eventset from Output file “17030--7--month --8”
When precipitation is less than 25.0mm in August in Amasya (17085) and average
temperature is between 20.0 C° and 25.0 C° in August in Bafra (17622), precipitation is less
than 25.0mm in September in Zile (17681) and average temperature is between 15.0 C° and
20.0 C° in September in Zile (17681). Events related to snowy days (‘g’) are not considered,
because it is obviously normal that number of snowy days are smaller than 5 in August and

September in Black Sea Region.
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17030--10--month--11

LA A R R R S R R R R R R R R RS Percentage: 62_5
month: 11 17085 event is b

month: 11 17622 event is
month: 12 17030 event is
month: 12 17083 event is
month: 12 17681 event is

g g

Figure 5-40 Frequent Eventset from Output file “17030--10--month --11”
Consecutive eventset given in Figure 5-40 indicates that when the average temperature is
between 5.0 C° and 10.0 C° in November in Amasya (17085), average temperature is less
than 5.0 C° in Merzifon (17083) and in Zile (17681) in December. This eventset has been

observed in 10 years out of 16.

17030--month--5
LR R R R R R R R R R R R R R R R R R R R Percentage: 62_5
month: 5 17085 event is
month: 5 17622 event is

month: & 17085 event is
month: & 17622 event is

M= | "= N ]

Figure 5-41 Frequent Eventset from Output file “17030--month --5”
It is also possible to observe the flow of events at the same location. Consecutive eventset
given in Figure 5-41 represents the change of events in Amasya (17085) between May and
June. While precipitation is between 25.0 and 50.0 mm in Amasya in May, average

temperature is between 20.0 C° and 25.0 C° at the same location in June.

Most of the frequent evensets include the event ‘g’ which indicates that number of the snowy
days is smaller than 5 in a month. It is normal that coast of the Black Sea Region is not so
snowy. For Example, if the sample set of stations was chosen from East Anatolia, eventsets

would have included different snow events.

Although the patterns generated are not so similar to the ones explained in [9], these are the
results that can be generated with this meteorology data set. Events are spatially and

temporally related, but it may not be correct to relate the events in a causative manner.

17033—=5--month--6

o e e g g o o gl R R g e R o o g o g Percentage: TS_D
month: & 17624 event i= g

month: 6 17624 event is d

month: 7 17033 event iz e

Figure 5-42 Frequent Eventset from Output file “17033—5--month --6”
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According to the consecutive eventset given in Figure 5-42, high temperature in Unye
(17624) in June depicts that the average temperature in Ordu (17033) in July is between 20.0
C° and 25.0 C°. Support of the generated pattern is %75.

17033--month--58

o R R R R R PEICEﬁtagE: 68.75
month: 8 17033 event is =
month: 8 17034 event is &
month: 9 17034 event iz d
month: 9 17624 event is d

Figure 5-43 Frequent Eventset from Output file “17033--month --8”
It is possible to observe the decrease at the average temperature in the evenset displayed in
Figure 5-43. In Ordu (17033) and in Giresun (17034) average temperature is between 20.0
C° and 25.0 C° in August. But with the change of the season from summer to autumn
(change of the month from August to September) average temperature decreases by 5 C° in

Giresun and in Unye (17624).

17034--1--month--2
KAk RE KA R A AR AR AR A ARk Rk Rk kk** Dercentage: 68.75

month: 2 17033 event is b
month: 3 17034 event is b

Figure 5-44 Frequent Eventset from Output file “17034—1--month --2”
Generated flow pattern that is displayed in Figure 5-44 may be interpreted in a different way.
Average temperature in Ordu (17033) in February is approximately same with the average
temperature observed in Giresun in March. Increase in the temperature is expected with the
change of the month from February to March. Since both stations have approximately the
same temperature in different months, one may comment that weather of Ordu is warmer
than the weather in Giresun. Obviously many different parameters should be considered for

such a decision.

17034--month --6&

o o o o o o o e e o o o o o o o o e Percentage: 6E|?5
month: & 17033 event iz d
month: 7 17033 event is =

Figure 5-45 Frequent Eventset from Output file “17034--month --6”
Due to the consecutive eventset given in Figure 5-45, approximately 5 C° of increase in the

average temperature is observed in Ordu (17033) with the change of the month from June to
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July. Since average temperature is classified in 5 C° intervals, this comment can be made as

the event is flown from d to e at the same location.

17037-—month —-1

o o R R R R R R R R R R R R R R R R R PEICEﬁtﬂgE: EE_?E
month: 1 17088 event iz 1

month: 1 17626 event iz b

month: 2 17088 event i= a

o o R R R R R R R R R R R R R R R R R PEICEﬁtﬂgE: EE_?E
month: 1 17088 event is
month: 1 17626 event is=s
month: 2 17088 event is
month: 2 17088 event i=s

wopy oW

Figure 5-46 Frequent Eventset from Output file “17037--month --17

Some of the frequent patterns in the output files can be interpreted together. In the
consecutive eventsets displayed in Figure 5-46, different properties of Giimiishane (17088)
appear in different frequent eventsets of the same output file. In the first set, precipitation
event of Guimiishane has been investigated. And in the second set, average temperature of
the same station has been considered. It is also possible to observe the event changes of the
stations by searching different patterns in same and different output files. The increase in the
precipitation of 17088 can be observed by referring to different frequent eventsets. It is less
than 25 mm in January (event is ‘1°), but it is between 25 and 50 mm in February (event is

27).
Consecutive eventsets listed in Figure 5-47 show that precipitation is more than 125mm

(event is 6”) in Rize (17040) and in Hopa (17042) in most of the months of the year (from
May to December).

55



17040--5—-month --6

o o o o o o e ok o o o o o o R ol R Rl R R R R PEICEﬂtﬂgE: 31_25
month: & 17042 event is 6
month: 7 17040 event is g
month: 7 17040 event is e
month: 7 17668 event is g

17040--7T--month --8

Hhkkkkkkkkkk kR Ak hh kb hkhk ks * Percentage: 81.25
month: 8 17042 event is e
month: 9 17040 event is

g
month: 9 17040 event is 6
month: 9 17045 event is d

17040--8--month --9

o o o o o o e ok o o o o o o R ol R Rl R R R R Percentage: 63_75
month: 9 17042 event is 6

month: 9 17042 event iz d

month: 10 17040 event is g

month: 10 17040 event is 6

month: 10 17045 event is cC

Figure 5-47 Frequent Eventsets from different Output files of station 17040
Another comment that can be made on these eventsets is about the average temperature.
Even in winter, average temperature is not under 5 C° (In November in Rize (17040) average

temperature is between 10.0 C° and 15.0 C°).

17040--8—-month --10

o g R R R o o o R R R R R R R o o R o o o R o R R PEICEntﬂgE: T75.0

month: 10 17042 event iz 6
month: 11 17040 event iz c
EEEEEREEEEE AR AR AR R R R ARk &E% % Dercentage: 68.75
month: 10 17042 event iz 6
month: 11 17040 event iz g
month: 11 17045 ewvent iz b

17040--10--month --11

o g R R R o o o R R R R R R R o o R o o o R o R R PEICEntﬂgE: 68.75

month: 11 17042 event iz 6
month: 12 17040 event iz 6
month: 12 17668 event iz 1
month: 12 17668 event iz a

Figure 5-48 Frequent Eventsets from different Output files of station 17040 (cont.)

Frequent Consecutive eventset displayed in Figure 5-48 indicates that Hopa (17042) and
Artvin (17040) are rainy in November and in December, but their neighbor Oltu (17668),

which is actually in East Anatolia, has a harsh climate in winter season. Average temperature
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is less than 5 C° and precipitation is less than 25mm in Oltu in December. This indicates that

the actual precipitation is generally in the form of snow rather than rain due to cold weather.

17040=--month --3

o ol ol ol o o ol ol ol ol ol ol ol ol ol ol ol o ol ol ol ol ol o o o ol o PEICEntGUEI 93.75

month: 3 17040 event is b
month: 4 17042 event is ¢

Figure 5-49 Frequent Eventset from Output file “17040--month --3”

Some of the frequent patterns have significant support values (percentage of the frequencies)

as displayed in Figure 5-49.

There are only 2 frequent eventsets in the output file (17045-- month --2) shown in
Figure 5-50. Both of the eventsets include the average temperature event that occurred in
Oltu (17668) in February. But second eventsets in those eventsets are different. And it can be
said that those second eventsets are not associated with each other although they are

associated with the same eventset (first eventset in these eventsets).

17045——month --2

o o o R R R ok R R R R R R o R R R R o R R R R o R o o PEICEﬁtﬂgE: 62.5

month: 2 17668 event i= a

month: 3 17042 event iz b
o o R R R R R R R o R R R o R o R R R R R R R R PEICEntﬂgE: 62.5

month: 2 17668 event iz a
month: 3 17668 event iz 1

Figure 5-50 Frequent Eventsets from Output file “17045--month --2”

17045-- month --5

o ol ol ol ol o o ol ol ol ol ol o ol ol ol ol ol ol e ol o ol ol ol o e o Percentage: 62_5

month: 5 17045 event i=s d
month: 6 17042 event is 6

17045==5=--month --§

I E S A R R R E SRR R R R R PEICEHE&QE: EE‘TE
month: 6 17042 event is 6

month: 6 17668 event is
month: 6 17668 event is
month: 7 17666 eavent is

m a

Figure 5-51 Frequent Eventsets from different Output files of station 17045

Since frequent eventsets of the consecutive 3 months are discovered in common, it might be
meaningful to interpret the rules of the consecutive output files together. Although they are

not directly related, they might show the flow of the events in the correct order. Consecutive
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eventsets shown in Figure 5-51 are selected from the consecutive output files which are
‘17045-- month --5" and ‘17045--5-- month —6’. Flow of the events that occurred in the
neighbor stations from May to July can be observed in these eventsets, Events occurred in
the fifth and seventh months can not be associated directly. That is, average temperature
event'd’ in Artvin (17045) is not directly related to the average temperature event ‘e’
observed in Ispir (17666) in July. But it is obvious that; these consecutive output files

include eventsets which are spatially and temporally related.

Eventsets in different output files can be interpreted consecutively as the following; Average
temperature is between 15.0 C° and 20.0 C° in Artvin (17045) in May and precipitation is
more than 125.0 mm in Hopa (17042) in June. Sequentially average temperature is between
15.0 C° and 20.0 C° in Oltu (17668) in June and average temperature is between 20.0 C° and
25.0 C° in Ispir (17666) in July.

17045——-month —-8

o o o o o R R R ok R o o o o R R R R R o ok o R o PEICEﬁtﬂgE: 62.5

month: 8 17042 event iz e
month: 8 17668 event iz g
month: 8 17668 event iz e
month: 9 17042 event iz 6

17045--8—-month --5

o o o o o R R R ok R o o o o R R R R R o ok o R o PEICEﬁtagE: 683.75

month: 9 17042 event iz 6
month: 10 17045 event iz c
AT EREERREERRERR R R R R RE PEICEﬁtﬂgE: EE_?E
month: 9 17042 event iz d
month: 10 17045 event iz c

Figure 5-52 Frequent Eventsets from different Output files of station 17045

Consecutive eventsets displayed in Figure 5-52 which exist in different output files can be
interpreted similarly. Average temperature event ‘e’ occurred in Hopa (17042) and in Oltu
(17668) in August is flown to the precipitation event ‘6’ in Hopa in September in the first
output file (17045-- month --8). And in the second output file, in the first eventset it is
observed that precipitation event ‘6’ which occurred in Hopa in September is flown to the
temperature event ‘¢’ which occurred in Artvin in October. Since there is a common event in
both of the eventsets of different output files, these events may be interpreted together

consecutively. But the second eventset in the second output file (17045--8-- month --9)
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can not be associated with the composite eventset mentioned above. Because this eventset

does not include a common event with the evenset in the first output file.

17088--month --10

o o o R R R o R R o R R o R R o R ol R R R R R R R R PEICEﬁtﬂgE: EE_?E
month: 10 17088 event is c

month: 10 17037 event iz d
month: 11 17037 event iz c

17088--10--month --11

o o o R R R o R R o R R o R R o R ol R R R R R R R R PEICEﬁtﬂgE: ?5_0
month: 11 17037 event iz c

month: 12 17088 event i=z a

month: 12 17626 event iz b

Figure 5-53 Frequent Eventsets from different Output files of station 17088

Same kind of events (average temperature event) occurred in different stations in different
months give us a clue while comparing the climates of the cities. Due to the consecutive
eventsets given in Figure 5-53, while average temperature is between 10.0 C° and 15.0 C° in
Glimiigshane (17088) in October, it is between 15.0 C° and 20.0 C° in Trabzon (17037).
Also, while average temperature is less than 5.0 C° in Gimiishane (17088) in December, it is

between 5.0 C° and 10.0 C° in Akgaabat (17626).

17626--7T--month --8

o o R R o R R R o o ok ok o o R R R R R R R R R o o PEICEﬂtagE: 6z.5

month: 8 17037 event is e
month: 9 17088 event is 1
month: 9 17088 event is d
month: 9 17626 event iz d

Figure 5-54 Frequent Eventset from Output file “17626—7--month --8”

Another observation that can be made on the generated spatio-temporal patterns is about the
climate. Considering only one of the events is not sufficient for defining the climatological
properties. But in the consecutive eventset displayed in Figure 5-54, 2 different properties of
the same station are given for the same month. Precipitation is less than 25 mm and average
temperature is between 15.0 C° and 20.0 C° in Gumiishane (17088) in September. It is
obvious that precipitation is much less in Giimiishane when it is compared to the
precipitation of other cities in Black Sea Region. Weather is warm and arid. Location of the

city is the main reason for this climatic change. It is positioned between Black Sea Region

59



and East Anatolia. Since then this city has taken the combinational climatological properties

of these two regions.

5.2 Interpretation of Generated Higher-level Rules with ‘Mining Rules’ Phase

Following ‘Event Changes’ file is the output file of the ‘Mining Rules’ Phase. Content of
this file is directly related to the input parameters. It will be beneficiary to remind the
concept of ‘Mining Rules’ phase. All the frequent eventsets generated for the input stations
are collected in a vector named ‘VectorKaradeniz’. All eventsets are separated into three
different  vectors named as vectorKaradenizYagis, vectorKaradenizKar and
vectorKaradenizSicaklik due to the event type, and all these eventsets are examined by
comparing the intensity of the events and comparing the x and y grid numbers. But it should
be kept in mind that compared eventsets have a neighboring relationship. For example, the
intensities of the precipitation events in Bolu and in Artvin are not compared, and a rule for
indicating the change of event between further locations can not be generated. Instead,

events in the neighbor stations are compared and considered.

—-EventChanges—

EREEEEEETrant ChﬂﬂgES***************

Size of Vector EKaradeniz Temperature :63%
Size of Vector EKaradeniz Precipitation :36
Size of Vector EKaradeniz Snowy Days :679

#ek&k*agant changes due to the ygridno change#®#*#&x

zicaklikGridUpEventUplount = 38 ygridno artinca sicaklik artmistir
sicaklikGridDownEventDownCount = 49 ygridno azalinca sicaklik
azalmistir

2icaklikGridUpEventDownCount = 537 ygridno artinca sicaklik
azalmistir

gicaklikGridlownEventUpCount = 132 ygridno azalinca =2icaklik
artmistir

#&*&*ayent changes due to the =xgridno change®#&#*#

sicaklikGridUpEventUplountxgridno = 123 xgridno artinca sicaklik
artmistir

zicaklikGridDownEventDownCountxgridno = 60 xgridno azalinca sicaklik
azalmistir
sicaklikGridUpEventDownCountxgridno
azalmistir
2icaklikGridDownEventUplountxgridno = 8 xgridno azalinca sicaklik
artmistir

50 ®gridno artinca sicaklik

Figure 5-55 “Event Changes” Output file

A sample set of stations which are mostly located on the coast of Black Sea Region has been
chosen. Since these stations are not so snowy, frequent snow events included in the frequent
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eventsets do not differentiate from station to station. Number of snowy days are always
smaller than 5 and the related event is ‘g’ in the frequent eventsets. Because of that, when the
intensities of snow events are compared, no difference could be found. As a result, Event
Changes file that is displayed in Figure 5-55 does not include any outputs related to snow

events.

When the values of the variables in the output file are inspected, average temperature change
due to x and y grid number changes can be interpreted. ‘sicaklikGridDownEventUpCount’
variable has the biggest value in ‘event changes due to the ygridno change’ section. And
‘sicaklikGridUpEventUpCountxgridno’ variable has the biggest value in  ‘event changes

due to the xgridno change’ section.

Average temperature of a station with a greater y grid number is higher than the average
temperature of another station with a smaller y grid number. In other words, stations located
in the East generally have higher average temperatures than of the ones located to the West

of them. This rule has a %47 support value (i.e. it has been observed 132 times out of 276).

When the values of the parameters that are written for the event changes due to the x grid
number changes are analyzed, it is observed that average temperature rises with the increase
in the x grid number. This rule has %51 support value (i.e. it has been observed 123 times
out of 241). It might be said that, generally, stations located up North have higher average
temperatures compared to the average temperature of the stations located to the South of

them.

When the general climatological characteristics of Black Sea Region are considered,
straightness of the output rules can be proved. Inner Black Sea Region shows the properties
of Terrestrial climate. From this point of view, it is normal to have higher average
temperature on the northern side (along the coast of Black Sea Region). And it is known that,
East side of the Black Sea Region which is called as ‘East Black Sea’ has a warmer and
more rainy climate when it is compared to the climate of the ‘Middle Black Sea’. Generated
rule which indicates that stations on the eastern side have higher average temperatures
verifies the general characteristics of the Blacksea climate.

5.3 Experiments on the Climate Change Analysis

Proposed approach can be used to analyze the available data set with many different aspects.
Temporal or spatial definitions might be changed to compare the generated patterns. In this

study a sample set of stations is chosen to generate the frequent patterns. Changing the
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sample set will affect the generated results from the spatial point of view. In addition
changing the value of neighboring relationship will change the spatial associations, and will

generate different patterns.

Another experiment is conducted on the analysis of climate change over the temporal
periods. Three different temporal sets are created for the years 1986 to 1993, 1993 to 2000
and 2000 to 2007. Patterns and generalized rules generated from these temporal sets are

compared. Output files which are written at the end of “Mining Rules” phase are interpreted.

As a difference, for this experiment, during the classification of snow events, one more event
is defined to differentiate the case which shows that there are not any snowy days in a

month. Updated snow event table is displayed in Table 5-16.

Table 5-16 Updated Snow Event Table

Number of Snowy Days Event
snowyDays = 0 g
0 < snowyDays <=4 h
4 <= snowyDays <=7 i
7 <= snowyDays <= 10 j
10 <= snowyDays <= 13 k
13 <= snowyDays <= 17 1
snowyDays >= 17 m

First section for this experiment was the creation of the output files for the defined temporal
sets. Necessary parameters which specify the temporal inputs and frequency count are
changed. After getting the output files for the defined sets, it was necessary to compare them
to determine the affects of the temporal changes on the events. It was obvious that manual
analysis of the output files was hard and ineffective. Implementation is improved to compare

the output files automatically and to document the found differences.

Output files that are written to display the frequent eventsets might include the same eventset
in many different consecutive eventsets. This situation obstructs the comparison of the files.
All the frequent eventsets of an output file are listed in a different output file. Those output
files are entitled by the addition of “output” front of the name of the output file they are
generated from. Output file “17030—ay—1" is given as an example in Figure 5-56. Original
output file includes the frequent eventsets which exist in many different consecutive
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eventsets. Generated output file “output17030—ay--1" displayed in Figure 5-57 contains

only the list of the frequent eventsets.

H 17030--ay--1 - WordPad

File Edit View Insert Format Help

DEeEd S # o By

EEEREERRRRR R R AR R R R R R R R R R PEICEHEagE = T71.42857

month: 1 17030 ewvent i=s g
month: 1 17030 ewvent is h
month: 2 17085 ewvent is 2
HEREERRRA AR ARk v Rk kR % Percentage ! 57.14286
month: 1 17030 event i=s g
month: 1 17030 ewvent i=s h
month: 2 17622 event is b

AR AR R R R A RRAERRARRAAREAARERR Percentage « GT7.14286

month: 1 17030 ewvent is g
month: 1 17030 event i= b
month: 2 17085 event is 2
AR R AR AR R AR AR R R ER PEICEHEE‘.Q’E = §7.14286
month: 1 17030 event i=s g
month: 1 17030 ewvent is b
month: 2 17622 ewvent is b
REEREEEAAREARAARAERAARRRA A AR RA AR Parcentage @ 57.142E86
month: 1 17030 ewvent i=s h
month: 1 17030 ewvent is b
month: 2 17085 ewvent is 2
REEREE AR AR ARk vk kv ®® Dercentage @ 57.142E86
month: 1 17030 event i=s g
month: 1 17622 event i=s h
month: 2 17622 event is b

AR AR R R R A RRAERRARRAAREAARERR PEICEHEE‘.Q’E = T71.42857

month: 1 17030 ewvent is g
month: 1 17085 event i= a
month: 2 17085 ewvent is a

Figure 5-56 Existence of frequent eventsets in different consecutive eventsets

File Edit Wiew Insert Format Help

e S #MA

17030
17030
17085
17822
17030
17822
17085
17085

RO R RS ORI
WO TR
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Figure 5-57 Generated output files contains the list of the frequent eventsets

After the frequent eventsets are listed in different output files for different temporal sets, it is

easy to compare the listed frequent eventsets. Output files that contain the frequent eventset

lists are read separately for two different temporal sets. Files of different temporal sets which

have the same file names are compared with each other. As a result, new files are written to

output the differences of the files. Figure 5-58 exemplifies the content of the generated

output files.

File Edit View Insett Format Help
held S& #4 By
content of the event=s between 1586-1993
17030 1 g
17030 1 h
17085 2 2
17622 2 b
17030 1 b
17622 1 h
17085 1 a
17085 2 a
content of the events between 1593-2000
17085 1 a
17622 2 4
17085 2 a
17622 2 a
17030 1 g
17030 1 b
17085 2 2
17622 2 g
17622 2 h
17622 1 g
17622 1 b
17622 1 h
differences of events of 1986-18593
with a different ewvent 17030 1 h
with a different ewvent 17622 2 b
differences of events of 199%3-2000
with a different ewvent 17622 2 4
with a different ewvent 17622 2 a
with a different ewvent 17622 2 g
with a different ewvent 17622 2 h
with a different ewvent 17622 1 g
with a different event 17622 1 b

Figure 5-58 Output files which are generated to output the differences
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Name of the generated output file is “’diff1986199320000utput17030—ay--1". Name of the
file indicates that temporal sets 1986 to 1993 and 1993 to 2000 are used for comparison.
Figured output file is generated from the “outputl7030—ay--1" files of two different
temporal sets. At the beginning of the file frequent eventsets of the output files are listed.

Then the differences are documented.

differences of events of 1986-1983
with a different event 17030 1 h
with a different ewvent 17622 2 b

differences of events of 1593-2000

with a different ewvent 17622 2 4
with a different ewvent 17622 2 a
with a different ewvent 17622 2 g
with a different event 17622 2 h
with a different event 17622 1 g
with a different event 17622 1 b

Figure 5-59 Differences of the eventsets of two different temporal sets

Figure 5-59 shows the section of the output file which documents the differences. Section
“differences of events of 1986-19983” contains the eventsets which exist in the output file of
temporal set from 1986 to 1993 but do not exist in the output file of temporal set 1986 to
1993. “with a different event” phrase states that there is an eventset in the compared output
file for the same weather station for the same month but the event in the eventset is different.
“17030 1 h” is stated as a difference of the output file of the temporal set 1986 to 1993.
There are “17030 1 g” and “17030 1 b” frequent eventsets in the content of the output file for
the temporal set 1993 to 2000. If an eventset is written as a difference without the mentioned
phrase, this representation indicates that there is not any frequent eventset in the compared
output file with the same station number and month. Following figure exemplifies the

explained situation.
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diff1986199320000utputl7030—ay--5 - WordPad
File Edit View Insert Format Help

DeE & # By

content of the ewvents between 1986-1553
17030

content of the events between 1993-2000

17030 5 g
17622 5|g
17085 & e
17622 & g
17622 & d
17622 & 2

differences of events of 1986-1993
with a different ewvent 17030 5 c
with a different event 17622 6 4

with a different ewvent c
17085 5 d

differences of events of 1893-2000
with a different ewvent |17622 6| 2

Figure 5-60 Difference output file for “17030—ay—5”

As illustrated by Figure 5-60, eventset “17085 5 d” is written as a difference of the temporal
set 1986 to 1993. When the content of the output file of the temporal set 1993 to 2000 is
analyzed, it is seen that there is not any eventset which starts with “17085 5” (with the same
station number and month). However eventset “17622 5 ¢” is written as a difference with
the phrase “with a different event”. Because there is an eventset which starts with “17622 5”

in the output file of the temporal set 1993 to 2000.

Next step is the interpretation of the output files. Since there are a lot of output files written
to document the differences, only some samples are chosen to denote the affects of the
temporal changes on the events. According to the differences documented in the file shown
by Figure 5-60, in Bafra (17622) in June average precipitation is between 75 mm and 100
mm (event is 4) for the temporal set 1986 to 1993, on the other hand in Bafra in June average
precipitation is between 25 mm and 50 mm (event is 2) for the temporal set 1993 to 2000.

There is a significance decrease in the average precipitation. When the precipitation values
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in two different temporal sets are compared with an un-paired t-test, the two-tailed P values
equals to 0.0351. By conventional criteria, this difference is considered to be statistically

significant.

content of the events between 1986-1993

17033 1 g
17033 1 b
17034 2 b
17624 2 b
17034 1 b
17624 1 h
17033 1 h
1ITeZd 1 b
content of the events between 1993-2000
17033 1 b
17034 1 b
17034 2 5
17624 2 5
17624 1 b
17034 2 h
17034 2 b
17624 2 g
17624 2 h
17624 2 b
17034 1 g
17624 1 g

differences of events of 1986-19%93
with a different event 17034 1 h
with a different ewvent 17624 1 h
with a different event 17033 1 h

differences of events of 19593-2000

with a different ewvent 17034 2 5
with a different ewvent 17624 2 5
with a different event 17034 2 h
with a different event 17624 2 g
with a different event 17624 2 h
with a different event 17034 1 g
with a different event 17624 1 g

Figure 5-61 Difference Output file for 17033—ay—1

Figure 5-61 states the snow event change for the stations Ordu (17033), Giresun (17034) and
Unye (17624). Although frequently the number of snowy days is greater than 0 and smaller
than 4 in those stations in January for the temporal set 1986 to 1993, number of snowy days

is frequently O for the same stations in January for the temporal set 1993 to 2000.
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content of the events between 1936-1393

17033 4 g
17033 4 ¢
17034 5 g
17624 5 g
17624 5 c
17034 4 g
17034 5 ¢
17034 4 ¢
17624 4 g
17624 4 c
content of the events between 1993-2000
17033 4 g
17033 4 ¢
17034 5 g
17034 5 d
17624 5 g
17034 4 g
17034 5 3
17034 4 ¢
17624 4 g
17624 4 c
17624 5 d

differences of events of 1986-1993
|with a different event 17624 5 c
|with a different event 17034 5 c

differences of events of 1993-2000
|with a different event 17034 5 d
with a different event 17034 5 3
|witn a different event 17624 5 d

Figure 5-62 Difference Output file for 17033—ay—+4

“diff1986199320000utput17033--ay—4” displayed in Figure 5-62 shows the change of the
temperature event by the change of the temporal set. In Unye (17624) and in Giresun
(17034) average temperature is frequently between 10 C° and 15 C° in May for the temporal
set 1986 to 1993. But for the next temporal set which is 1993 to 2000, an increase in the
average temperature is observed. Frequently average temperature is between 15 C° and 20

C° in May in those stations after 1993.

Another output file which is by Figure 5-63 shows the change of snow event with respect to
time. In Sarikamis (17692) frequently number of snowy days is between 13 and 17 (event 1)
in April for the temporal set 1993 to 2000. However, number of snowy days is frequently
between 4 and 7 (event 1) for the temporal set 2000 to 2007 in Sarikamis in April. There is a
decrease in the number of snowy days. When all the number of snowy days of each year in

those temporal sets is compared with the unpaired t-test, the two-tailed P value equals to
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0.0719. By conventional criteria, this difference is considered to be not quite statistically
significant. However, when the frequent events in the temporal sets are considered,

comparison results might be different.

content of the events between 2000-2007
17656
17652
17692
17692
176592
17652
content of the events between 1593-2000
17656 3
17692 3
17692 4
176592 4

3

3

3
3
4
3
4
3

H @ - Fop o

17692
176592

moH @

differences of events of 2000-2007
with a different event 17692 4 1

differencez of events of 1993-2000
with a different event 17692 4 1

Figure 5-63 Difference output file for station 17656 (Arpacay)
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content of the events between 2000-2007
17037 &
17037 &
17088 7
17088
17626
17088
17088
17088
17626
content of the events between 1993-2000
17037 &
17088 &
17088 7
17626 7
17626
17088
17088

-]
=P = P = | | (= R AU}

[ IS VTS . (R |

[P = P | (= T

=1 =]

differences of events of 2000-2007
with a different ewvent 17037 & 3
|with a different event 17088 7 e
with a different ewent 17088 T 1
17626 & d

differences of events of 199%3-2000
with a different event 17626 7 1
[with a different event 17088 7 d]

Figure 5-64 Difference output file for station 17037 (Trabzon)

Output file displayed in Figure 5-64 has been written for Trabzon. It is observed an increase
in the average temperature in Glimiishane. Although the average temperature is between 15
C° and 20 C° in July for the temporal set 1993 to 2000, it is between 20 C° and 25 C° for the
temporal set 2000 to 2007.

Another output file displayed in Figure 5-65 shows the increase in the average temperature.
File is the one written for the station Samsun (17030). In Samsun in July, average
temperature is between 20 C° and 25 C° for the temporal set 1993 to 2000. On the other

hand, for the temporal set 2000 to 2007, average temperature is over 25 C° in Samsun.
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content of the events between 2000-2007
17030 6 g

17085 6 e

17085 7 £

17622 7T g

17622 7 1

17085 7 1

17622 7 e

17622 &6 g

content of the events between 199%3-2000
17030 6 g

17030 6 d

17085 7 1

17085 7 e

17622 7 g

17622 7 e

17085 6 e

17622 T 2

17622 6 g

17622 6 d

differences of events of 2000-2007
with a different event 17085 7 f|
with a different event 17622 7 1
differences of events of 199%3-2000
with a different event 17030 6 d
with a different event 17085 7 e
with a different event 17622 7 2
with a different event 17622 6 d

Figure 5-65 Difference output file for station 17030 (Samsun)
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Output file shown in Figure 5-66 also depicts the increase of average temperature for the
temporal set 2000 to 2007 when the values are compared with the values of temporal set
1993 to 2000. Average temperature is between less than 5 C° in February in station 17622
(Bafra) after 2000 but it is between 5 C° and 10 C° for the temporal set 1993 to 2000.

content of the events between 2000-2007

17085 1 a
17622 2 b
content of the events between 1593-2000
17085 1 a
17622 2 4
17085 2 a
17622 2 a
17030 1 b
17085 2 2
17622 2 g
17622 1 b

differences of events of 2000-2007
with a different event 17622 2 b

differences of events of 19%3-2000
with a different event 17622 2 4
17085 2 a

with a different event 17622 2 a
17030
17085

17Ta22

R
oorT

Figure 5-66 Difference Output file for 17030—ay—1
Another interesting inspection is about the snow event change in station 17128 (Esenboga).
Output file is displayed by Figure 5-67. Although the number of snowy days is between 10
and 13 (event k) in January in Esenboga for the temporal set 1986 to 1993, it is only between
0 and 4 for the temporal set 1993 to 2000. There is a significant decrease in the number of
snowy days. When the values of two temporal sets are compared with unpaired t-test, the
two-tailed P value equals to 0.0453. By conventional criteria, this difference is considered to

be statistically significant.
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content of the events between 1986-1993

17646 1
17646 1 m
17128 2 =&
17646 1 a
17128 1 k
17128 1
content of the events between 1393-2000
17646 1 1
17646 1 m
17128 2 a
17646 1 =
17128 1 2
17128 1 a
17128 1 h

differences of events of 198&6-1893
|with a different event 17128 1 k|

differences of events of 193%3-2000
with a different ewvent 17128 1 2
|wit'n a different event 17128 1 h |

Figure 5-67 Snow event change in Esenboga
It should also be stated that many output files that are written to output the differences of the
frequent eventsets are identical with each other for the defined temporal sets. Figure 5-68 is
an example of two identical contents of temporal sets. It should be noted that frequencies of
the frequent eventsets are not considered during the comparison of the files. Percentage

parameter might have been another indicator for the comparison of the output files.

content of the events between 1586-1953
17128
17080
17135
17646
17646
17080
17648
17730
content
17128
17080
17135
17646
17646
17080
17648
17730

[EpY Y Y R (T T A )

LN o S o o T T o T« o o o o ' O T Y 1 1

f the events between 1893-2000

[ SR Y Y S ST ST S )

differences of events of 1986-19353

differences of ewvents of 19393-2000

Figure 5-68 Identical contents of different temporal sets
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CHAPTER 6

CONCLUSION AND FUTURE DIRECTIONS

As already mentioned in the previous sections, spatio-temporal data mining is an emerging
research area. Huge collections of spatio-temporal data such as meteorology data contain
possibly interesting information and valuable knowledge. By this study, because of the
necessity of techniques for the analysis of huge collections of spatio-temporal data, an
appoach is proposed for finding interesting patterns. Meterology data that has been collected
in various weather stations of Turkey is used to discover spatio-temporal patterns. Although
the approach proposed by this study is inspired by J. Wang, et al. [9], it is extended in
various aspects. Preprocessing phase is which does not exist in [9] is impelemted. This
phase is the first phase of the approach, and it is used for the preparation of the available data
set for the implementation. Implementation technique of the proposed approach is completly
different than the techniques defined in [9] and [10]. A different candidate generation and
mining algorithm is used. Sliding window mechanism that is introduced by this thesis, is
one of the most important extensions of the inspired approach. By this sliding window
mechanism, the loss of correlations of different temporal intervals is prevented. Applying the
approach on a real data set which is really huge, and getting meaningful results were
important accomplishments. Defined approach was extended with a new modality named
‘Mining Rules’. All the frequent patterns are collected; they are categorized due to their
event types, and by a second pass over these categorized frequent patterns the general trend
of the events according to the location changes are found out. Experimenting the event
changes with respect to temporal changes, demonstrates how the proposed approch can be

used for many different and useful investigations.

Future studies on this work can be made in the following aspects:

. A different sample set of stations might be chosen. A different region of the country
can be selected. Since each region in Turkey shows various climatic properties,

different and more interesting rules can be investigated.

. Sample set might be extended to include the cities which are located at the inner part
of the Black Sea Region, in order to observe the significant changes between the

coastal and inland parts of the region.

. Some modifications can be introduced to implementation. A better DB may be
chosen to handle large datasets. Microsoft Access was not an effective selection.

Source code can be parallelized in order to get faster results.
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Classification of the events can be re-arranged with the comments received from

Meteorology and Geography experts, to achieve more meaningful results.

A different technique can be added to the approach to eliminate negligible frequent

patterns in the generated results.
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APPENDIX A

OUTPUTS OF THE IMPLEMENTATION
17022-- month —1

Ak kkhhkhk Ak hkkhhkhkrhrkhkkhkhrhxkhkkhkkhhhxkxkk* Percentage 62.5

month: 1 17070 event is a
month: 2 17070 event is 2
month: 2 17070 event is a
PR R e b I b b I b I b I b b I b b b b b b b I b b b g Percentage 62.5
month: 1 17022 event 1is b
month: 1 17070 event 1is a
month: 2 17070 event is 2
dAhkhkkhkhkhkhhkkhhkhkkhkhkkhhkkhkkhkhkhhkkhhkhxkk*x Percentage 62.5
month: 1 17022 event is b
month: 1 17070 event is a
month: 2 17612 event is b
PR I i I b I I b I I I I b b I b b b b b b b b b 4 Percentage 62.5
month: 1 17022 event is b
month: 1 17070 event is a
month: 1 17602 event is b
month: 2 17070 event is a
PR R e b b b b b b I b I b b I b b b b b b b I b b b 4 Percentage 62.5
month: 1 17022 event is 6
month: 1 17070 event is a
month: 2 17070 event is a

17022--1-- month —2

Ak khkkhhkhkrkhkkhhkhkrhkhkkhkhrhxkhkkhkkhhxkxkk* Percentage 68.75

month: 2 17070 event is 2
month: 3 17022 event is g
dAhkhkkhhkkhkhkhkkhhkhkhhkhhkkhhkkhkhkkkhkxkkxkxkx Percentage 68.75
month: 2 17070 event is 2
month: 3 17612 event is Db
PR R i I b b I b b I I I b b I b b b b b b b b b 4 Percentage 68.75
month: 2 17070 event is 2
month: 2 17070 event is a
month: 3 17679 event is b
Ahk KAk hkrrhkhkhhkhkhkkhkkhkhkkhkkhkhkkhkkhkkhkkhkkhkkkx*xx Percentage 68.75
month: 2 17070 event is 2
month: 2 17070 event is a
month: 3 17680 event is g
dAhhkkhhkhkhkhkkhhkhkhkhkkhhkhkkhhxkhkhkkhkxkx*kx*xx*x Percentage 68.75
month: 2 17070 event is 2
month: 2 17070 event is a
month: 3 17680 event is b

17022-- month —2

KAk kA A kA A xhhkhkrxkhkhkhkrkxkhkkhkhhxkxkk* Percentage 62.5

month: 2 17070 event is 2

month: 3 17602 event is b
KAk KAk Ak A hkhkhkhkhkhkhkkhkkhkkhkkhkkhkhkkhkkhkkhkhkhkkkx*x* Percentage 62.5

month: 2 17070 event is 2
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month: 3 17612 event is b
dAhhkkhhkhkhkhkkhhkhkkhkhrkhhkhkkhhkkhkkhkkhkxkx*kxkx
month: 2 17070 event is a
month: 3 17602 event is b
PR R e b I b I b b I b I b b I b b I b b b b I b b b 4
month: 2 17070 event is a
month: 3 17612 event 1is b

17022--2-- month —3

Ak khkkhhkhkrkhkkhkhkhrhkkhkhkhrrkhkkhkhhxxkk*

month: 3 17602 event is Db
month: 3 17612 event is b
month: 4 17022 event is g
dAhhkkhkhkkhkhkhkkhhkhkhkhkhhkhkkhhkhkkhkkkhkxkkxkxkx
month: 3 17602 event is b
month: 3 17612 event is b
month: 4 17679 event 1is c
PR R I b I b b b b I b b b b I b b b b b b b I b b b 3
month: 3 17602 event is Db
month: 3 17612 event is b
month: 4 17680 event is g
KAk KAk Ak A rhkhkhkhkhkhkkhkhkkhkkhkkhkhkkhkkhkkhkhkk,kk*x*x*
month: 3 17602 event is b
month: 3 17612 event is b
month: 4 17070 event is g

17022-- month —3

Ak kkhhkhkrkhkkhhkhkrhkkhkkhkhrrxkhkkhhxxkk*

month: 3 17022 event is g
month: 3 17602 event is b
month: 3 17612 event is Db
month: 4 17070 event is g
PR I e b b b b b b I b I b b I b b b b b b b I b b 4
month: 3 17022 event is Db
month: 3 17602 event is Db
month: 3 17612 event is Db
month: 4 17070 event is g

17022--3-- month —4

Ak hkhhkhkrkhkkhhkhrhkkhkkhkhrrkhkkhhxxkk*

month: 4 17070 event is g
month: 5 17679 event is d
KAk kA A rhkhkhkhkhkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkhkk,kkx*x*x
month: 4 17070 event is g
month: 5 17680 event is d
Ak Kk hkrrhkhkhkhkhkhkkhkkhkhkhkkhkkhkhkkhkhkhkhkkdx*xx
month: 4 17070 event is g
month: 4 17602 event is c
month: 5 17022 event is g
R R R I I S I I R I I b b I b b b b b b S
month: 4 17070 event is g
month: 4 17602 event is c
month: 5 17680 event is g

Ak hkkkhhkhkrkhkkhhkhkrhkhkkhkhrrxkhkkhkhhxkxkk*

month: 4 17070 event is g

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

79

62.

62.

75.

68.

75.

75.

68.

62.

75.

81.

68.

68.

68.

75

75

25

75

75

75



month: 4 17602 event is c
month: 5 17070 event is g

Ak hkhkhkhkrhkhkhkhrhkkhkkhkhrrhkkhkkhhxxkxk*

month: 4 17070 event is g
month: 4 17070 event is b
month: 5 17022 event is g

Ak khkkhkhkhkrkhkhkhkhkrhkkhkkhkhrrxhkkhkkhhxxkk*

month: 4 17070 event is g
month: 4 17070 event is b
month: 5 17070 event is c¢

17022-- month —4

Ak khkkhhkhrkhkkhkhkhkrhkkhkkhkhrrkhkkhkhhxxkkx*

month: 4 17022 event is g
month: 4 17070 event is g
month: 5 17612 event is c
Ak Kk hkrrhkhkhkhkhkhkkhkkhkkhkhkkhkkhkkhkkhkhhkhkhx*xx
month: 4 17022 event is g
month: 4 17022 event is c
month: 4 17070 event is g
month: 5 17070 event is g
R R R I I S I S I R I b I I b b I b b b b b b
month: 4 17022 event is g
month: 4 17022 event is c
month: 4 17070 event is g
month: 5 17070 event is c
KAk kA Ak Ak hkhkhkhkhkkhkkhkkhkhkkhkhkkhkk k h,kk*x*x%x
month: 4 17022 event is g
month: 4 17022 event is c
month: 4 17602 event is c
month: 5 17070 event is g
kA Kk hkr Kk hkhkhkhkhkkhkkhkkhkhkkhkhkhkkhhhhdkhx*xx
month: 4 17022 event is c
month: 4 17070 event is g
month: 4 17602 event is c
month: 5 17070 event is g
Ak Kk hkrhhkhkhkhkhkhkkhkkhkkhkkhkkhkhkhkhkhhhhkhx*xx
month: 4 17022 event is g
month: 4 17070 event is g
month: 4 17070 event is b
month: 5 17070 event is c

17022--4-- month —5

Ak kkhkkhhkhkrkhkkhhkhkrhkhkkhkhrrkhkkhkkhhxkxkk*

month: 5 17070 event is g
month: 5 17070 event is c
month: 6 17022 event is g

KAk kA A kA kA xh kA kkhkhkhkrkkkkhhhhkxkk*

month: 5 17070 event is g
month: 5 17070 event is c¢
month: 6 17612 event is d

kA kA hkhAkkAkxhhkhkrkxkhkkhkhkrkxkhkkhkhhhkxkk*

month: 5 17070 event is g
month: 5 17070 event is c
month: 6 17680 event is e

Ak khkkhhkhkhkhkkhkhkhrrkkhkkhkhrrxkhkkhkhhxkxkk*

month: 5 17070 event is g

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

80

68.

68.

62.

75.

68.

62.

62.

62.

87.

87.

81.

87.

75

75

75

25



month: 5 17070 event is c
month: 6 17070 event is g

Ak hkkhhkhkrkhkkhhkhkrhkkhkkhkhrrxkhkkhhxxkk*

month: 5 17070 event is g
month: 5 17070 event is c
month: 6 17070 event is d

hhkkhkkhhkhkrkhkkhkhkhrhkkhkkhkhrrhkkhhxkxkk*

month: 5 17070 event is g
month: 6 17022 event is d
R R I I S I I I I R b b I b b b b b b S
month: 5 17070 event is g
month: 6 17679 event is 1

17022-- month —5

AR KA A A Ak hkhkhkhkhkhkkhkkhkhkkhkkhkkhkkhkkhkkhkkhkkhkkk*x*x*
month: 5 17022 event is g
month: 5 17070 event is g
month: 5 17070 event is c
month: 6 17070 event is g
KAk Ak kA Ak Ak hkhkhkhkhkkhkkhkkhkhkkhkhkk Ak, kh,kk*x*x*%
month: 5 17022 event is g
month: 5 17070 event is g
month: 5 17070 event is c
month: 6 17612 event is d
kKA Kk Kk rkhkhkhkhkhkhkhkkhkkhkkhkkhkkhkkhkhkhhhhhkdx*xx
month: 5 17022 event is g
month: 5 17070 event is g
month: 5 17612 event is c
month: 6 17070 event is d
Ak hkhkrrhkhkhkhkhkhkkhkkhkkhkkhkkhkhkkhkkhkhhhhkhx*xx
month: 5 17022 event is g
month: 5 17070 event is g
month: 5 17612 event is c
month: 6 17612 event is d
Ahk Kk hkrrhkhkhkhkhkhkkhkkhkhkkhkkhkkhkhkkhkkhkhkhkhx*xx
month: 5 17022 event is g
month: 5 17070 event is c
month: 5 17612 event is c
month: 6 17070 event is d
R IR b b b b b b b b b b b S 2 2 S S S 2h S Sh Sh Sh Sh b S
month: 5 17022 event is g
month: 5 17070 event is c
month: 5 17612 event is c
month: 6 17612 event is d
kKA Kk Kk rkhkhkhkhkhkhkhkkhkkhkkhkhkkhkhkhkhhhhkdx*xx
month: 5 17070 event is g
month: 5 17070 event is c
month: 5 17612 event is c¢
month: 6 17070 event is d
Ak hkhkrhhkhkhkhkhkhkkhkkhkkhkhkkhkhkkhkhkhhhhkhx*xx
month: 5 17022 event is g
month: 5 17070 event is g
month: 5 17070 event is c
month: 6 17602 event is d

17022--5-- month —6

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

87.

68.

68.

87.

87.

62.

62.

62.

62.

62.

75.

75

75

Ak khkhhkhkrkhkkhhkhkrhrkkhkkhkhkrhxkhkkhkkhhhxkxkk* Percentage 93.75

81



month: 6 17070 event is g
month: 6 17070 event is d
month: 6 17612 event is d
month: 7 17022 event is g
PR R e b I b I b b I b I b b I b b I b b b b I b b b 4
month: 6 17070 event is g
month: 6 17070 event is d
month: 6 17612 event is d
month: 7 17022 event is e
KA KA A Ak Ak hkhkhkhkhkkhkkhkkhkkhkkhkhkkhkkhkkhkkhkkkxx*h*
month: 6 17070 event is g
month: 6 17070 event is d
month: 6 17612 event is d
month: 7 17612 event is e
dAhkhkkhhkkhkhkhkkhhkhkkhkhrkhhkhkkhhkhkkhkkhkxkxkkx
month: 6 17070 event is g
month: 6 17070 event is d
month: 6 17612 event is d
month: 7 17679 event is 1
PR i I I I b I I I I b b I b b I b b b b b g
month: 6 17070 event is g
month: 6 17070 event is d
month: 6 17612 event is d
month: 7 17679 event is e
PR I e b b I b b I I I b b I b b e b b b b b b e g
month: 6 17070 event is g
month: 6 17070 event is d
month: 6 17612 event is d
month: 7 17680 event is 1
KA KA A Ak hkhkhkhkhkhkkhkkhkhkkhkkhkkhkkhkkhkkhkkhkkhkx*x*h*
month: 6 17070 event is g
month: 6 17070 event is d
month: 6 17612 event is d
month: 7 17070 event is g
dAhkhkkhhkhkkhkhkkhhkhkkhkhkhhhkkhhkkhkkhkkhkkkxkkx
month: 6 17070 event is g
month: 6 17070 event is d
month: 6 17602 event is d
month: 7 17022 event is e
dAhhkkhhkhkhkhkkhhkkhkkhkhrkhhkhkkhhkhkkhkkhkxkx*kxkx
month: 6 17070 event is g
month: 6 17070 event is d
month: 6 17602 event is d
month: 7 17612 event is e
PR R e b b I b b I b I b b I b b b b b b b b b e 4
month: 6 17070 event is g
month: 6 17070 event is d
month: 6 17602 event is d
month: 7 17679 event is 1
KAk Kk Ak Ak hkhhkhkkhkkhkkhkhkkhkkhkkhkkhkkhkhhkkhkdx*r*
month: 6 17070 event is g
month: 6 17070 event is d
month: 6 17602 event is d
month: 7 17679 event is e
dAhkhkkhhkkhkkhkhkkhhkkhkkhkhrkhhkhkhhkhkhkkhhkhxkkhx
month: 6 17070 event is g
month: 6 17070 event is d
month: 6 17602 event is d
month: 7 17680 event is 1

Ak hkhkkhhkhkrhkkhhkhkrhkkhkkhkhhrhrkhkkhkkhhrxxkk*

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

82

87.

81.

93.

87.

81.

93.

75.

68.

81.

75.

68.

68.

25

75

25

75

75

25

75

75



month: 6 17070 event is g
month: 6 17070 event is d
month: 6 17612 event is d
month: 7 17070 event is d
PR R e b I b I b b I b I b b I b b I b b b b I b b b 4
month: 6 17070 event is g
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17022 event is g
KA KA A Ak Ak hkhkhkhkhkkhkkhkkhkkhkkhkhkkhkkhkkhkkhkkkxx*h*
month: 6 17070 event is g
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17022 event is e
dAhkhkkhhkkhkhkhkkhhkhkkhkhrkhhkhkkhhkhkkhkkhkxkxkkx
month: 6 17070 event is g
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17679 event is 1
PR i I I I b I I I I b b I b b I b b b b b g
month: 6 17070 event is g
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17679 event is e
PR I e b b I b b I I I b b I b b e b b b b b b e g
month: 6 17070 event is g
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17680 event is 1
KA KA A Ak hkhkhkhkhkhkkhkkhkhkkhkkhkkhkkhkkhkkhkkhkkhkx*x*h*
month: 6 17070 event is d
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17022 event is g
dAhkhkkhhkhkkhkhkkhhkhkkhkhkhhhkkhhkkhkkhkkhkkkxkkx
month: 6 17070 event is d
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17022 event is e
dAhhkkhkhkhkhkhkkhhkhkhkhkkhhkhkkhhkhkkhkkhkxkxkxkx*x
month: 6 17070 event is d
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17679 event is 1
PR I e b b I b b I I I b b I b b b b b b b b b 4
month: 6 17070 event is d
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17679 event is e
Ahk kA Ak hkhhkhkhkkhkkhkhkkhkkhkhkkhkkhkkhkhkk,kkx*x*
month: 6 17070 event is d
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17680 event is g
dAhkhkkhkhkhkkhkhkkhhkhkkhkhkhhkkhkkhkhkhhkkhhkhxkkxx
month: 6 17070 event is d
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17680 event is 1

Ak khkkhhkhkrkhkkhhkhkrhkhkkhkhrhxkhkkhkkhhxxkk*

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

83

81.

75.

81.

75.

68.

81.

75.

81.

75.

81.

68.

81.

25

25

75

25

25

25

75

25



month: 6 17070 event is d
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17070 event is g

17022-- month —6

Ak hkhhkhk Ak hkhhkhkrxkhkkhkhkrkxkhkkhkkhhhkxkk*

month: 6 17022 event is g
month: 6 17070 event is g
month: 6 17070 event is d
month: 7 17070 event is g
Ak Kk hkrkhkhkhkhkhkhkhkkhkkhkkhkhkkhkkhkhkhhhhhkhx*xx
month: 6 17022 event is g
month: 6 17070 event is g
month: 6 17070 event is d
month: 7 17602 event is e
kA Kk hkrhhkhkhkhkhkhkkhkkhkkhkhkkhkkhkkhkkhkhkhkhkdx*xx
month: 6 17022 event is g
month: 6 17070 event is g
month: 6 17070 event is d
month: 7 17612 event is e
KAk KAk Ak A rhkhkhhkhkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkkx*xx
month: 6 17022 event is g
month: 6 17070 event is d
month: 6 17612 event is d
month: 7 17070 event is g
KAk Ak hAk A Ak Ak hkhkhkhkhkkhkkhkkhkhkkhkhkkhkk k dhk,k**x*x*
month: 6 17022 event is g
month: 6 17070 event is d
month: 6 17612 event is d
month: 7 17602 event is e
kA Kk hkrhkhkhkhkhkhkhkkhkkhkkhkhkkhkhkhkhhhhdkhx*xx
month: 6 17022 event is g
month: 6 17070 event is d
month: 6 17612 event is d
month: 7 17612 event is e
Ak Kk hkrhhkhkhkhkhkhkkhkkhkkhkkhkkhkhkkhhkhhhhkhx*xx
month: 6 17070 event is g
month: 6 17070 event is d
month: 6 17612 event is d
month: 7 17070 event is g
KAk kA A rkhkhkhkhkhkhkkhkkhkkhkkhkkhkhkkhkkhkkhkkhkkhkkkx*x*x
month: 6 17070 event is g
month: 6 17070 event is d
month: 6 17612 event is d
month: 7 17602 event is e
R IR b b b b b b b b b b b S 2 2 S S I Sh 2 Sh Sh Ih b b S
month: 6 17070 event is g
month: 6 17070 event is d
month: 6 17612 event is d
month: 7 17612 event is e
kKA Kk kA hkhkhkhkhkhkhkkhkkhkkhkhkkhk ik, hhh,kkxx*x%x
month: 6 17022 event is g
month: 6 17022 event is d
month: 6 17070 event is g
month: 7 17602 event is e
Ak hkhkrhhkhkhkhkhkhkkhkkhkkhkhkkhkhkhkhkhkhhhkhx*xx
month: 6 17022 event is g

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

84

93.

93.

81.

93.

93.

81.

93.

93.

81.

68.

68.

75

75

25

75

75

25

75

75

25

75

75



month: 6 17022 event is d
month: 6 17070 event is d
month: 7 17602 event is e
R IR b b b b b b b b b b b S 2 2 S S SE Sh Sh Sh Ih b b b S
month: 6 17022 event is d
month: 6 17070 event is g
month: 6 17070 event is d
month: 7 17070 event is g
kA Kk Kk rkhkhkhkhkhkhkkhkkhkkhkkhkhkkhkhkhhhhdhkdxx*xx
month: 6 17022 event is d
month: 6 17070 event is g
month: 6 17070 event is d
month: 7 17602 event is e
Ak hkhkrkhhkhkhkhkhkhkkhkkhkkhkkhkhkhkkhhkhhhhhx*hx
month: 6 17022 event is g
month: 6 17022 event is d
month: 6 17602 event is d
month: 7 17602 event is e
KAk hkrhhkhkhhkhkhkkhkkhkkhkkhkkhkhkkhkkhkhkhkhkhx*xx
month: 6 17022 event is g
month: 6 17070 event is g
month: 6 17602 event is d
month: 7 17070 event is g
R IR IR b b b b b b b b b b S 2 2 S S S Sh  Sh Sh Ih b b b S
month: 6 17022 event is g
month: 6 17070 event is g
month: 6 17602 event is d
month: 7 17602 event is e
kKA Kk Kk rkhkhkhkhkhkhkkhkkhkkhkkhkkhkhkhkhkkhhhdhkdxx*xx
month: 6 17022 event is d
month: 6 17070 event is g
month: 6 17602 event is d
month: 7 17070 event is g
Ak hkhkdrkhhkhkhkhkhkhkkhkkhkkhkhkhkhkkhkhhhhhkhxhx
month: 6 17022 event is d
month: 6 17070 event is g
month: 6 17602 event is d
month: 7 17602 event is e
Ak Kk Kk rrhkhkhkhkhkhkkhkkhkkhkhkkhkhkkhkkhkhhkhkdx*xx
month: 6 17022 event is g
month: 6 17070 event is d
month: 6 17602 event is d
month: 7 17070 event is g
R IR b b b b b b b b b b S 2 2 S S 2 2h S SR Ih b b b S
month: 6 17022 event is g
month: 6 17070 event is d
month: 6 17602 event is d
month: 7 17612 event is e
KAk kA Ak hkhkhkhkhkkhkhkkhkhkhkhkhk d hkkxx*xx
month: 6 17022 event is d
month: 6 17070 event is d
month: 6 17602 event is d
month: 7 17070 event is g
kA Kk Kk rhkhkhkhkhkhkhkkhkkhkkhkkhkkhkhkhhhhhhkhxxx
month: 6 17022 event is d
month: 6 17070 event is d
month: 6 17602 event is d
month: 7 17602 event is e
Ak Kk hkrhhkhkhhkhkhkkhkkhkkhkkhkkhkkhkkhkkhkhhkhkhhx*xx
month: 6 17070 event is g

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

85

68.

68.

68.

81.

81.

68.

68.

81.

68.

68.

68.

62.

75

75

75

25

25

75

75

25

75

75

75



month: 6 17070 event is d
month: 6 17602 event is d
month: 7 17070 event is d
dAhkhkkhhkkhkkhkhkkhhkhkkhkhkhhkkhkhhkhkhkkhhkxkkx
month: 6 17070 event is g
month: 6 17070 event is d
month: 6 17602 event is d
month: 7 17602 event is e
dAhkhkkhhkhkhkhkkhhkhkhhrkhhkhkkhhkkhkkhkkhkxkkx*kxkx
month: 6 17070 event is g
month: 6 17070 event is d
month: 6 17602 event is d
month: 7 17612 event is e
PR I i I I I e I I i I b b I b b I b b b b b g
month: 6 17022 event is d
month: 6 17070 event is g
month: 6 17612 event is d
month: 7 17602 event is e
PR R e b I b b b b I b b I b b b b I b b b b e b b b 3
month: 6 17022 event is d
month: 6 17070 event is d
month: 6 17612 event is d
month: 7 17070 event is g
dAhkhkkhhkhkkhkhkkhhkkhkkhkhkhhkkhkkhkhkhhkkhhkhxkkx
month: 6 17022 event is d
month: 6 17070 event is d
month: 6 17612 event is d
month: 7 17602 event is e
dAhkhkkhkhkhkhkhkkhhkhkkhkhrkhhhkkhhkhkkhkkhkxkx*kkx
month: 6 17070 event is g
month: 6 17070 event is d
month: 6 17612 event is d
month: 7 17070 event is d
PR I I I b I I I I e b I b b I b b b b b b g
month: 6 17022 event is g
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17070 event is g
PR R e b b I I b b I I b b I b b b b b b b b b b 4
month: 6 17022 event is g
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17602 event is e
dAhkhkkhkhkkhkkhkhkkhhkhkkhkhkkhhkkhkkhkhkhhkkhdkhxkk*x
month: 6 17022 event is g
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17612 event is e
dAhkhkkhkhkhkhkhkkhhkhkkhkhkhhkhkkhhkhkkhkkkhkkkxkkx
month: 6 17022 event is d
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17070 event is g
dAhhkkhhkhkhkhkkhhkhkhkhkkhhkhkkhhkkhkhkkhkxkx*kx*kx*x
month: 6 17022 event is d
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17602 event is e
PR R e b b b b b I b I b b I b b b b b b b e b b 4
month: 6 17070 event is g

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

86

81.

68.

68.

68.

68.

68.

81.

81.

68.

68.

68.

62.

25

75

75

75

75

75

25

25

75

75

75



month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17070 event is d
dAhkhkkhhkkhkkhkhkkhhkhkkhkhkhhkkhkhhkhkhkkhhkxkkx
month: 6 17070 event is g
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17602 event is e
dAhkhkkhhkhkhkhkkhhkhkhhrkhhkhkkhhkkhkkhkkhkxkkx*kxkx
month: 6 17070 event is g
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17612 event is e
PR I i I I I e I I i I b b I b b I b b b b b g
month: 6 17070 event is d
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17070 event is g
PR R e b I b b b b I b b I b b b b I b b b b e b b b 3
month: 6 17070 event is d
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17070 event is d
dAhkhkkhhkhkkhkhkkhhkkhkkhkhkhhkkhkkhkhkhhkkhhkhxkkx
month: 6 17070 event is d
month: 6 17602 event is d
month: 6 17612 event is d
month: 7 17602 event is e

17022--6-- month —7

Ak Kk hkrrhkhkhhkhkhkkhkkhkkhkhkkhkhkhkkhkhkhkhhkdx*xx
month: 7 17070 event is g
month: 7 17602 event is e
month: 8 17022 event is e
Ahk Kk hkrrhkhkhkhkhkhkkhkkhkhkkhkkhkkhkkhkkhkkhkhkk,khx*xx
month: 7 17070 event is g
month: 7 17602 event is e
month: 8 17680 event is e
kA Kk Kk rhkhkhkhkhkhkhkkhkkhkkhkkhkkhkhkhkhhhhdkhx*xx
month: 7 17070 event is g
month: 7 17602 event is e
month: 7 17612 event is e
month: 8 17022 event is g
Ak Kk hkrrhkhkhkhkhkhkkhkkhkhkhkkhkkhkkhkkhkhkhkhhkdx*xx
month: 7 17070 event is g
month: 7 17602 event is e
month: 7 17612 event is e
month: 8 17679 event is 1
KAk KA Ak A hhkhkhkhkhkkhkkhkkhkhkkhkkhkhkkhkkhkkhkkhkhkkk*x*x*
month: 7 17070 event is g
month: 7 17602 event is e
month: 7 17612 event is e
month: 8 17679 event is e
R IR b b b b b b b b b b b S 2 2 2 S Sh 2h 2h Sh Sh Sh Sh b Y
month: 7 17070 event is g
month: 7 17602 event is e
month: 7 17612 event is e
month: 8 17680 event is g

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

87

81.

68.

81.

62.

81.

75.

68.

81.

75.

75.

81.

25

75

25

25

75

25

25



Ak hkkhhkhrkhkkhkhkhrrkhkkhkhhrkhkkhkhhxxkk*

month: 7 17070 event is g
month: 7 17602 event is e
month: 7 17612 event is e
month: 8 17680 event is 1
KAk kA A rhkhkhhkhkhkkhkkhkkhkhkkhkhkkhkkhkkhkhkk,kkk*x*x*
month: 7 17070 event is g
month: 7 17602 event is e
month: 7 17612 event is e
month: 8 17070 event is g
R IR b b b b b b b b b b b S 2 2 S S 2 2h 2 Sh Sh Sh Sh b S
month: 7 17070 event is g
month: 7 17602 event is e
month: 7 17612 event is e
month: 8 17070 event is d
kA Kk hkrkhkhkhkhkhkhkhkkhkkhkkhkhkkhkhkhkhhhhdkhx*xx
month: 7 17070 event is g
month: 7 17070 event is d
month: 7 17602 event is e
month: 8 17680 event is g
Ak Kk hkrrhkhkhkhkhkhkkhkkhkkhkhkkhkkhkkhkhkhhkhhdx*xx
month: 7 17070 event is g
month: 7 17070 event is d
month: 7 17602 event is e
month: 8 17070 event is g
KAk hkrrhkhkhkhkhkhkkhkkhkhkkhkkhkkhkkhkkhkhkhkkhkkkx*xx
month: 7 17070 event is g
month: 7 17602 event is e
month: 8 17070 event is 1

17022-- month —7

Ak khkkhhhkrkhkkhkhkhkrhkkhkkhkhhkkhkkhkkhhxxkk*

month: 7 17022 event is g
month: 7 17022 event is e
month: 7 17070 event is g
month: 8 17070 event is d
KA KA A A Ak hkhkhkhkhkkhkkhkkhkkhkkhkhkkhkkhkkhkkhkhkkkx*x*
month: 7 17022 event is g
month: 7 17022 event is e
month: 7 17602 event is e
month: 8 17070 event is g
kKA Ak kA hkhkhkhkhkhkhkkhkkhkkhkhkkhkhkhkk,k hhkkx*xx
month: 7 17022 event is g
month: 7 17022 event is e
month: 7 17602 event is e
month: 8 17070 event is d
Ak hkhkrhkhkhkhkhkhkhkkhkkhkkhkkhkkhkhkkhkhkhhhhkhx*xx
month: 7 17022 event is g
month: 7 17022 event is e
month: 7 17602 event is e
month: 8 17602 event is e
Ak Kk hkrhhkhkhkhhkhkkhkkhkkhkhkkhkkhkkhkkhkhhkhhdx*xx
month: 7 17022 event is g
month: 7 17070 event is g
month: 7 17602 event is e
month: 8 17070 event is g
R I R I S I I R I I I I b b I b b b b b b S
month: 7 17022 event is g
month: 7 17070 event is g
month: 7 17602 event is e

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

88

68.

81.

75.

68.

68.

68.

75.

87.

75.

81.

93.

75.

75

25

75

75

75

25

75



month: 8 17070 event is d

Ak khkhhkhkrkhkkhhkhkrhkkhkkhkhhrxhkkhkkhhhxxkk*

month: 7 17022 event is g
month: 7 17070 event is g
month: 7 17602 event is e
month: 8 17602 event is e
Ak Kk hkrhhkhkhkhkhkhkkhkkhkkhkkhkkhkhkkhkhkhhhhkhx*hx
month: 7 17022 event is e
month: 7 17070 event is g
month: 7 17602 event is e
month: 8 17070 event is g
kKA Kk hkrhhkhkhkhkhkhkkhkkhkkhkhkkhkkhkkhkhkhkhkkkhr*xx
month: 7 17022 event is e
month: 7 17070 event is g
month: 7 17602 event is e
month: 8 17070 event is d
R IR b b b b b b b b b b b S 2 2 S S 2E 2h Sh Sh 2h Sh b b Y
month: 7 17022 event is e
month: 7 17070 event is g
month: 7 17602 event is e
month: 8 17602 event is e
kKA kA Ak hkhkhkhkhkhkkhkkhkkhkkhkhkhkhkkhhhd,hkxx*xx
month: 7 17022 event is g
month: 7 17022 event is e
month: 7 17612 event is e
month: 8 17070 event is d
Ak hkhkrkhkhkhkhkhkhkhkkhkkhkkhkkhkkhkhkhkkhhhhhkhxhx
month: 7 17022 event is g
month: 7 17022 event is e
month: 7 17612 event is e
month: 8 17602 event is e
Ak Kk hkrrhkhkhhkhkhkkhkkhkkhkkhkkhkhkkhkkhkhkhhhdrx*rx
month: 7 17022 event is g
month: 7 17070 event is g
month: 7 17612 event is e
month: 8 17070 event is d
KAk KAk Ak A Ak hkhkhkhkhkhkkhkkhkkhkhkkhkhkkhkkhkkhkkhkkhkkkx*xx
month: 7 17022 event is e
month: 7 17070 event is g
month: 7 17612 event is e
month: 8 17070 event is g
KAk kA hkhkhkhkhkhkhkkhkkhkkhkhkkhkhkhkkhk hd,k,xx*x%x
month: 7 17022 event is e
month: 7 17070 event is g
month: 7 17612 event is e
month: 8 17070 event is d
Ak hkhkrkhkhkhkhkhkhkkhkkhkkhkkhkhkkhkhkhkkhhhhhkhx*xx
month: 7 17022 event is g
month: 7 17602 event is e
month: 7 17612 event is e
month: 8 17070 event is g
Ak Kk hkrhhkhkhkhkhkhkhkkhkkhkkhkkhkkhkkhkkhkhkhkhhkhx*xx
month: 7 17022 event is g
month: 7 17602 event is e
month: 7 17612 event is e
month: 8 17070 event is d
KAk KAk Ak A rhkhkhkhkhkhkkhkkhkhkkhkkhkhkkhkkhkkhkkhkk,kkx*x*
month: 7 17022 event is e
month: 7 17602 event is e
month: 7 17612 event is e

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

89

87.

87.

75.

81.

68.

75.

68.

81.

68.

81.

68.

81.

25

75

75

25

75

25

75

25



month: 8 17070 event is g

Ak khkhhkhkrkhkkhhkhkrhkkhkkhkhhrxhkkhkkhhhxxkk*

month: 7 17022 event is e
month: 7 17602 event is e
month: 7 17612 event is e
month: 8 17070 event is d
Ak Kk hkrhhkhkhkhkhkhkkhkkhkkhkkhkkhkhkkhkhkhhhhkhx*hx
month: 7 17022 event is e
month: 7 17602 event is e
month: 7 17612 event is e
month: 8 17602 event is e
kKA Kk hkrhhkhkhkhkhkhkkhkkhkkhkhkkhkkhkkhkhkhkhkkkhr*xx
month: 7 17070 event is g
month: 7 17602 event is e
month: 7 17612 event is e
month: 8 17070 event is g
R IR b b b b b b b b b b b S 2 2 S S 2E 2h Sh Sh 2h Sh b b Y
month: 7 17070 event is g
month: 7 17602 event is e
month: 7 17612 event is e
month: 8 17070 event is d
kKA kA Ak hkhkhkhkhkhkkhkkhkkhkkhkhkhkhkkhhhd,hkxx*xx
month: 7 17070 event is g
month: 7 17602 event is e
month: 7 17612 event is e
month: 8 17602 event is e
Ak hkhkrkhkhkhkhkhkhkhkkhkkhkkhkkhkkhkhkhkkhhhhhkhxhx
month: 7 17022 event is e
month: 7 17070 event is g
month: 7 17070 event is d
month: 8 17070 event is g
Ak Kk hkrrhkhkhhkhkhkkhkkhkkhkkhkkhkhkkhkkhkhkhhhdrx*rx
month: 7 17022 event is g
month: 7 17070 event is d
month: 7 17602 event is e
month: 8 17070 event is g
KAk KAk Ak Ak hkhkhkhkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkxxx**
month: 7 17022 event is e
month: 7 17070 event is d
month: 7 17602 event is e
month: 8 17070 event is g
KAk kA hkhkhkhkhkhkhkkhkkhkkhkhkkhkhkhkkhk hd,k,xx*x%x
month: 7 17022 event is g
month: 7 17070 event is g
month: 7 17070 event is d
month: 8 17602 event is e
Ak hkhkrkhkhkhkhkhkhkkhkkhkkhkkhkhkkhkhkhkkhhhhhkhx*xx
month: 7 17022 event is g
month: 7 17070 event is g
month: 7 17602 event is e
month: 8 17070 event is 1
Ak Kk hkrhhkhkhkhkhkhkhkkhkkhkkhkkhkkhkkhkkhkhkhkhhkhx*xx
month: 7 17022 event is g
month: 7 17070 event is d
month: 7 17602 event is e
month: 8 17602 event is e
KAk KAk Ak A rhkhkhkhkhkhkkhkkhkhkkhkkhkhkkhkkhkkhkkhkk,kkx*x*
month: 7 17070 event is g
month: 7 17070 event is d
month: 7 17602 event is e

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

90

68.

75.

81.

68.

75.

62.

68.

62.

62.

62.

62.

62.

75

25

75

75



month: 8 17602 event is e

17022--7-- month —8

Ak khkkhhkhkrkhkkhkhkhkrhkkhkkhkhhkkhkkhkkhhxxkk*

month: 8 17070 event is g
month: 8 17070 event is d
month: 9 17679 event is 1
dAhkhkkhhkhkhhkkhhkhkhkhkkhhkhkkhhkhkhkkhkxkkx*kxkx
month: 8 17070 event is g
month: 8 17602 event is e
month: 9 17679 event is 1
dAhhkkhkhkkhkhkhkkhhkhkhkhkkhhkhkkhhrkhkhkkhhxkx*kxkx*x
month: 8 17070 event is g
month: 8 17070 event is d
month: 8 17602 event is e
month: 9 17612 event is d
PR I e b b b I b b I b I b b I b b b b b b b b b g
month: 8 17070 event is g
month: 8 17070 event is d
month: 8 17602 event is e
month: 9 17680 event is g
KA KAk Ak A hhkhkhkhkhkhkkhkkhkhkkhkkhkhkkhkkhkkhkhkkhkk*x*x*
month: 8 17070 event is g
month: 8 17070 event is d
month: 8 17602 event is e
month: 9 17680 event is 1
dAhhkkhhkkhkhkhkkhhkhkkhkhkhhkhkkhhkhkkhkkkhkkkhxkxkx
month: 8 17070 event is g
month: 8 17070 event is d
month: 8 17602 event is e
month: 9 17070 event is g
hAhhkkhhkhkhkhkkhhkhkhkhkhhkhkkhhxkhkkhkkhkxkx*kx*xx*x
month: 8 17070 event is g
month: 8 17070 event is d
month: 8 17602 event is e
month: 9 17070 event is d
PR i I I I b I I I I b b I b b e I b b b b b 4
month: 8 17070 event is g
month: 8 17070 event is 1
month: 8 17602 event is e
month: 9 17022 event is d
KAk KAk Ak A hhkhkhkhkhkhkkhkkhkkhkhkkhkhkkhkkhkkhkkhkkhkkkx*xx
month: 8 17070 event is g
month: 8 17070 event is 1
month: 8 17602 event is e
month: 9 17680 event is g

17022-- month —8

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

68.

75.

75.

75.

68.

75.

68.

68.

68.

75

75

75

75

75

Ak kkhkhkhkrkhkkhkhkhkrhkkhkkhkhrrkhkkhkhhxxkk* Percentage 62.5

month: 8 17022 event is g
month: 8 17070 event is g
month: 9 17070 event is 1

Ak kA hhkhkrAkhhkhkrxkhkkhkhkrkxkhkkhkkhhhxkxkk* Percentage 75.0

month: 8 17022 event is g
month: 8 17022 event is e
month: 8 17070 event is g
month: 9 17070 event is g

91



Ak hkkhhkhrkhkkhkhkhrrkhkkhkhhrkhkkhkhhxxkk*

month: 8 17022 event is g
month: 8 17022 event is e
month: 8 17070 event is g
month: 9 17070 event is d
KAk kA A rhkhkhhkhkhkkhkkhkkhkhkkhkhkkhkkhkkhkhkk,kkk*x*x*
month: 8 17022 event is g
month: 8 17022 event is e
month: 8 17070 event is g
month: 9 17612 event is d
R IR b b b b b b b b b b b S 2 2 S S 2 2h 2 Sh Sh Sh Sh b S
month: 8 17022 event is g
month: 8 17070 event is g
month: 8 17070 event is d
month: 9 17612 event is d
kA Kk hkrkhkhkhkhkhkhkhkkhkkhkkhkhkkhkhkhkhhhhdkhx*xx
month: 8 17022 event is g
month: 8 17022 event is e
month: 8 17602 event is e
month: 9 17070 event is d
Ak Kk hkrrhkhkhkhkhkhkkhkkhkkhkhkkhkkhkkhkhkhhkhhdx*xx
month: 8 17022 event is g
month: 8 17022 event is e
month: 8 17602 event is e
month: 9 17612 event is d
KAk hkrrhkhkhkhkhkhkkhkkhkhkkhkkhkkhkkhkkhkhkhkkhkkkx*xx
month: 8 17022 event is g
month: 8 17070 event is g
month: 8 17602 event is e
month: 9 17602 event is d
R IR IR b b b b b b b b b b b S 2 2 S S S Sh 2 Sh Sh b b b S
month: 8 17022 event is g
month: 8 17070 event is g
month: 8 17602 event is e
month: 9 17612 event is d
kKA Kk kA hkhkhkhkhkhkhkkhkkhkkhkhkkhkhkhk,hkd,kkxx*x%x
month: 8 17022 event is e
month: 8 17070 event is g
month: 8 17602 event is e
month: 9 17070 event is d
Ak hkhkrkrhkhkhkhkhkkhkkhkkhkkhkhkkhkhkhkkhkhhhhkhx*xx
month: 8 17022 event is e
month: 8 17070 event is g
month: 8 17602 event is e
month: 9 17612 event is d
Ak Kk hkrrhkhkhkhkhkhkkhkkhkhkhkkhkkhkkhkkhkkhkhkhkdx*xx
month: 8 17022 event is g
month: 8 17070 event is d
month: 8 17602 event is e
month: 9 17070 event is g
KA KA A A A Ak Ak hkhkhkhkkhkkhkhkhkkhkkhkkhkkhkkhkkhkkhkkkx*xx
month: 8 17022 event is g
month: 8 17070 event is d
month: 8 17602 event is e
month: 9 17070 event is d
kKA Kk kA hkhkhkhkhkhkkhkkhkkhkhkkhkhkhkk,k hd,kkxx*x%x
month: 8 17022 event is g
month: 8 17070 event is d
month: 8 17602 event is e
month: 9 17612 event is d

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

92

62.

75.

75.

62.

75.

75.

87.

62.

75.

68.

62.

68.

75

75



Ak hkkhhkhrkhkkhkhkhrrkhkkhkhhrkhkkhkhhxxkk*

month: 8 17070 event is g
month: 8 17070 event is d
month: 8 17602 event is e
month: 9 17612 event is d
KAk kA A rhkhkhhkhkhkkhkkhkkhkhkkhkhkkhkkhkkhkhkk,kkk*x*x*
month: 8 17022 event is g
month: 8 17022 event is e
month: 8 17612 event is e
month: 9 17612 event is d
R IR b b b b b b b b b b b S 2 2 S S 2 2h 2 Sh Sh Sh Sh b S
month: 8 17022 event is g
month: 8 17070 event is g
month: 8 17612 event is e
month: 9 17070 event is g
kA Kk hkrkhkhkhkhkhkhkhkkhkkhkkhkhkkhkhkhkhhhhdkhx*xx
month: 8 17022 event is g
month: 8 17070 event is g
month: 8 17612 event is e
month: 9 17612 event is d
Ak Kk hkrrhkhkhkhkhkhkkhkkhkkhkhkkhkkhkkhkhkhhkhhdx*xx
month: 8 17022 event is e
month: 8 17070 event is g
month: 8 17612 event is e
month: 9 17612 event is d
KAk hkrrhkhkhkhkhkhkkhkkhkhkkhkkhkkhkkhkkhkhkhkkhkkkx*xx
month: 8 17022 event is g
month: 8 17602 event is e
month: 8 17612 event is e
month: 9 17070 event is g
R IR IR b b b b b b b b b b b S 2 2 S S S Sh 2 Sh Sh b b b S
month: 8 17022 event is g
month: 8 17602 event is e
month: 8 17612 event is e
month: 9 17612 event is d
kKA Kk kA hkhkhkhkhkhkhkkhkkhkkhkhkkhkhkhk,hkd,kkxx*x%x
month: 8 17022 event is e
month: 8 17602 event is e
month: 8 17612 event is e
month: 9 17070 event is g
Ak hkhkrkrhkhkhkhkhkkhkkhkkhkkhkhkkhkhkhkkhkhhhhkhx*xx
month: 8 17022 event is e
month: 8 17602 event is e
month: 8 17612 event is e
month: 9 17612 event is d
Ak Kk hkrrhkhkhkhkhkhkkhkkhkhkhkkhkkhkkhkkhkkhkhkhkdx*xx
month: 8 17070 event is g
month: 8 17602 event is e
month: 8 17612 event is e
month: 9 17070 event is g
KA KA A A A Ak Ak hkhkhkhkkhkkhkhkhkkhkkhkkhkkhkkhkkhkkhkkkx*xx
month: 8 17070 event is g
month: 8 17602 event is e
month: 8 17612 event is e
month: 9 17612 event is d
kKA Kk kA hkhkhkhkhkhkkhkkhkkhkhkkhkhkhkk,k hd,kkxx*x%x
month: 8 17022 event is g
month: 8 17070 event is g
month: 8 17070 event is 1
month: 9 17602 event is d

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

93

68.

62.

62.

62.

62.

62.

62.

62.

62.

62.

62.

62.

75



Ak hkkhhkhrkhkkhkhkhrrkhkkhkhhrkhkkhkhhxxkk*

month: 8 17022 event is g
month: 8 17070 event is g
month: 8 17070 event is 1
month: 9 17612 event is d
KAk kA A rhkhkhhkhkhkkhkkhkkhkhkkhkhkkhkkhkkhkhkk,kkk*x*x*
month: 8 17022 event is g
month: 8 17070 event is 1
month: 8 17602 event is e
month: 9 17070 event is g
dAhkhkkhhkhkkhkhkkhhkhkkhkhkhhkkhkkhhkhkhkkhhkxkkx
month: 8 17022 event is g
month: 8 17070 event is 1
month: 8 17602 event is e
month: 9 17602 event is d
dAhhkkhhkhkhkhkkhhkhkhkhkkhhkhkkhhxkhkkhkkhkxkx*kxkx*x
month: 8 17022 event is g
month: 8 17070 event is 1
month: 8 17602 event is e
month: 9 17612 event is d
PR I I I I b I I b I b b I b b b b b b b b b 4
month: 8 17070 event is g
month: 8 17070 event is 1
month: 8 17602 event is e
month: 9 17070 event is g
PR R e b I b b b b I b b b b I b b b b b b b e b b b 4
month: 8 17070 event is g
month: 8 17070 event is 1
month: 8 17602 event is e
month: 9 17602 event is d
dAhkhkkhhkhkkhkhkkhhkhkkhkhkhhkhkkhhkhkhkkhhkhxkkx
month: 8 17070 event is g
month: 8 17070 event is 1
month: 8 17602 event is e
month: 9 17612 event is d

17022--8-- month —9

Ak khkhhkhrkhkkhkhkhkrhrkhkkhkhhkxkhkkhkkhhxxkk*

month: 9 17070 event is g
month: 9 17612 event is d
month: 10 17679 event is 1

KAk A A kA A x A kA kkhk kA kkkhhhhkxkk*

month: 9 17070 event is g
month: 9 17612 event is d
month: 10 17680 event is c

Ak khkkhhkhkrkhkkhhkhkrhkkhkkhkhrrxkhkkhkhhxkxk**

month: 9 17070 event is g
month: 9 17070 event is d
month: 9 17612 event is d
month: 10 17022 event is g

Ak khkkhkhkhkrhkkhkhkhrhkhkkhkhrrkhkkhkhhxxkkx*

month: 9 17070 event is g
month: 9 17070 event is d
month: 9 17612 event is d
month: 10 17612 event is c

KAk kA A hkAkhAxh kA xkhkhkhkrkkkhkhhhkxkk*

9 17070
9 17070

month:
month:

event is g
event is d

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

94

62.

62.

62.

62.

62.

62.

62.

75.

68.

75.

68.

75.

75

75



month: 9 17612 event is d
month: 10 17680 event is g

Ak hkhkhkhkrhkhkhkhrhkkhkkhkhrrhkkhkkhhxxkxk*

month: 9 17070 event is g
month: 9 17070 event is d
month: 9 17612 event is d
month: 10 17070 event is g

Ak khkkhkhkhrhkkhkhkhkrhkkhkkhkhhrhkkhkkhhxxkx**

month: 9 17070 event is g
month: 9 17602 event is d
month: 9 17612 event is d
month: 10 17022 event is g

KAk A AhkAA XA kA kkhk kA kkkhkhhkkxkk*

month: 9 17070 event is g
month: 9 17602 event is d
month: 9 17612 event is d
month: 10 17612 event is c

kA kkhhkhkrkhkhhkhkrhrkhkkhkhhhrkkhkkhhhxkk*

month: 9 17070 event is g
month: 9 17602 event is d
month: 9 17612 event is d
month: 10 17679 event is c

Ak kkhkkhhkhkrhkkhhkhkrhkkhkkhkhhrkhkkhkkhhxxkk*

month: 9 17070 event is g
month: 9 17602 event is d
month: 9 17612 event is d
month: 10 17680 event is g

hhkkhkkhkhkhkrhkkhhkhrhkkhkkhkhhrhkkhkkhhxxkx**

month: 9 17070 event is g
month: 9 17602 event is d
month: 9 17612 event is d
month: 10 17070 event is g

17022-- month —9

Ak khkkhhhkrkhkkhkhkhkrrkhkkhkhhkkhkkhkkhhhkk**

month: 9 17022 event is g
month: 9 17022 event is d
month: 9 17070 event is g
month: 10 17070 event is g

kA kkhhkhkhrkxhhkhkrxkhkkhkhkrkxkhkkhkkhhhxkk*

month: 9 17022 event is g
month: 9 17022 event is d
month: 9 17070 event is g
month: 10 17612 event is c

Ak kkhkkhhkhkrkhkkhhkhkrhkkhkkhkhkrhxkhkkhkkhhxkxkk*

month: 9 17022 event is g
month: 9 17022 event is d
month: 9 17070 event is 1
month: 10 17612 event is c

Ak khkkhhkhkrkhkkhhkhrhkkhkhkhrrhkkhhxkxkkx*

month: 9 17022 event is g
month: 9 17070 event is g
month: 9 17070 event is 1
month: 10 17612 event is c

Ak khkkhkhkhkrkhkkhkhkhkrhkhkkhkhhkxkkhkkhhrxk**

month: 9 17022 event is d
month: 9 17070 event is g
month: 9 17070 event is 1

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

95

75.

81.

75.

68.

81.

81.

93.

87.

62.

62.

62.

25

75

25

25

75



month: 10 17070 event is g

Ak khkhhkhkrkhkkhhkhkrhkkhkkhkhhrxhkkhkkhhhxxkk*

month: 9 17022 event is d
month: 9 17070 event is g
month: 9 17070 event is 1
month: 10 17612 event is c

Ak khkkhkhkhkrkhkhkhkhkrhkkhkkhkhrrxhkkhkkhhxxkk*

month: 9 17022 event is g
month: 9 17022 event is d
month: 9 17070 event is d
month: 10 17070 event is g

Ak khkkhhkhrhkkhkhkhkrrkhkkhkhhkxkhkkhkkhhhxk**

month: 9 17022 event is g
month: 9 17022 event is d
month: 9 17070 event is d
month: 10 17612 event is c

khkk kA kA xkhhkhkrhrkkhkkhkhkrhrkkkhkkhhhxkk*

month: 9 17022 event is d
month: 9 17070 event is g
month: 9 17070 event is d
month: 10 17612 event is c

Ak kkhkhhkhkrkhkkhhkhkrrkkhkkhkhhkhxkkhkkhhhxkk*

month: 9 17022 event is g
month: 9 17022 event is d
month: 9 17602 event is d
month: 10 17070 event is g

Ak hkkhkhhkhkrhkkhhkhrhkkhkkhkhrrhkkhkkhhxxkxk*

month: 9 17022 event is g
month: 9 17022 event is d
month: 9 17602 event is d
month: 10 17612 event is c

Ak khkkhkhkhkrkhkkhkhkhkrhkhkkhkhhkxkhkkhkkhhxkkk*

month: 9 17022 event is d
month: 9 17070 event is g
month: 9 17602 event is d
month: 10 17070 event is g

KAk kA A hkAkhAxh kA xkhk kA kkkhhhkkxkk*

month: 9 17022 event is d
month: 9 17070 event is g
month: 9 17602 event is d
month: 10 17612 event is c

Ak khkhhkhkhrkhhhkhkrhkhkkhkhkrkxkhkkhkkhhhkxkk*

month: 9 17022 event is g
month: 9 17022 event is d
month: 9 17612 event is d
month: 10 17070 event is g

Ak kkhhkhkrkhkkhhkhrhkkhkkhkhrhxkhkkhkkhhxkxk**

month: 9 17022 event is g
month: 9 17022 event is d
month: 9 17612 event is d
month: 10 17070 event is c

Ak khkkhhkhkrkhkkhkhkhrhkkhkkhkhrrkhkkhkhhxxk**

month: 9 17022 event is g
month: 9 17022 event is d
month: 9 17612 event is d
month: 10 17612 event is c

KAk kA A kA A x A kA xkkhkhk kA kkkhhhhkxkk*

month: 9 17022 event is g
month: 9 17070 event is g
month: 9 17612 event is d

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

96

62.

75.

68.

68.

81.

75.

81.

75.

93.

68.

87.

87.

75

75

25

25

75

75



month: 10 17612 event is c

Ak khkhhkhkrkhkkhhkhkrhkkhkkhkhhrxhkkhkkhhhxxkk*

month: 9 17022 event is d
month: 9 17070 event is g
month: 9 17612 event is d
month: 10 17070 event is g

Ak khkkhkhkhkrkhkhkhkhkrhkkhkkhkhrrxhkkhkkhhxxkk*

month: 9 17022 event is d
month: 9 17070 event is g
month: 9 17612 event is d
month: 10 17070 event is c

Ak khkkhhkhrhkkhkhkhkrrkhkkhkhhkxkhkkhkkhhhxk**

month: 9 17022 event is d
month: 9 17070 event is g
month: 9 17612 event is d
month: 10 17612 event is c

khkk kA kA xkhhkhkrhrkkhkkhkhkrhrkkkhkkhhhxkk*

month: 9 17022 event is g
month: 9 17070 event is 1
month: 9 17612 event is d
month: 10 17612 event is c

Ak kkhkhhkhkrkhkkhhkhkrrkkhkkhkhhkhxkkhkkhhhxkk*

month: 9 17022 event is d
month: 9 17070 event is 1
month: 9 17612 event is d
month: 10 17070 event is g

Ak hkkhkhhkhkrhkkhhkhrhkkhkkhkhrrhkkhkkhhxxkxk*

month: 9 17022 event is d
month: 9 17070 event is 1
month: 9 17612 event is d
month: 10 17612 event is c

Ak khkkhhkhrhkkhkhkhkrrkkhkkhkhhrhkkhkkhhhxkk*

month: 9 17070 event is g
month: 9 17070 event is 1
month: 9 17612 event is d
month: 10 17070 event is g

kA kA A hkAkAxhhkhkrhkkhkkhkhkrkkkkhkhhhkxkk*k

month: 9 17070 event is g
month: 9 17070 event is 1
month: 9 17612 event is d
month: 10 17612 event is c

khkkkhhkhkrhkhhkhkrrkkhkkhkhhkkkhkkhhhxkk*

month: 9 17022 event is g
month: 9 17070 event is d
month: 9 17612 event is d
month: 10 17070 event is g

Ak khkhhkhkrkhkkhhkhrhkkhkkhkhrrhkkhkkhhxxkk*

month: 9 17022 event is d
month: 9 17070 event is d
month: 9 17612 event is d
month: 10 17612 event is c

Ak khkkhhkhkrhkkhkhkhrhkkhkkhkhhrhkkhkkhhxxkx**

month: 9 17070 event is g
month: 9 17070 event is d
month: 9 17612 event is d
month: 10 17612 event is c

KAk Kk A kA Ak Ahhkhkrhkkhkkhkhkrkkkhkhhhxkk*

month: 9 17022 event is g
month: 9 17602 event is d
month: 9 17612 event is d

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

97

93.

68.

87.

62.

62.

62.

62.

62.

75.

68.

68.

81.

75

75

75

75

25



month: 10 17070 event is g

Ak khkhhkhkrkhkkhhkhkrhkkhkkhkhhrxhkkhkkhhhxxkk*

month: 9 17022 event is g
month: 9 17602 event is d
month: 9 17612 event is d
month: 10 17612 event is c

Ak khkkhkhkhkrkhkhkhkhkrhkkhkkhkhrrxhkkhkkhhxxkk*

month: 9 17022 event is d
month: 9 17602 event is d
month: 9 17612 event is d
month: 10 17070 event is g

Ak khkkhhkhrhkkhkhkhkrrkhkkhkhhkxkhkkhkkhhhxk**

month: 9 17022 event is d
month: 9 17602 event is d
month: 9 17612 event is d
month: 10 17612 event is c

khkk kA kA xkhhkhkrhrkkhkkhkhkrhrkkkhkkhhhxkk*

month: 9 17070 event is g
month: 9 17602 event is d
month: 9 17612 event is d
month: 10 17070 event is g

Ak kkhkhhkhkrkhkkhhkhkrrkkhkkhkhhkhxkkhkkhhhxkk*

month: 9 17070 event is g
month: 9 17602 event is d
month: 9 17612 event is d
month: 10 17612 event is c

Ak hkkhkhhkhkrhkkhhkhrhkkhkkhkhrrhkkhkkhhxxkxk*

month: 9 17022 event is g
month: 9 17022 event is d
month: 9 17070 event is g
month: 10 17602 event is c

Ak khkkhhkhrhkkhkhkhkrrkkhkkhkhhrhkkhkkhhhxkk*

month: 9 17022 event is g
month: 9 17022 event is d
month: 9 17602 event is d
month: 10 17602 event is c
R R R I I S I I I S I b b I b b b b b b b S
month: 9 17022 event is g
month: 9 17070 event is g
month: 9 17602 event is d
month: 10 17602 event is c

khkkkhhkhkrhkhhkhkrrkkhkkhkhhkkkhkkhhhxkk*

month: 9 17022 event is d
month: 9 17070 event is g
month: 9 17602 event is d
month: 10 17602 event is c

Ak khkhhkhkrkhkkhhkhrhkkhkkhkhrrhkkhkkhhxxkk*

month: 9 17022 event is g
month: 9 17022 event is d
month: 9 17612 event is d
month: 10 17602 event is c

Ak khkkhhkhkrhkkhkhkhrhkkhkkhkhhrhkkhkkhhxxkx**

month: 9 17022 event is g
month: 9 17070 event is g
month: 9 17612 event is d
month: 10 17602 event is c

KAk Kk A kA Ak Ahhkhkrhkkhkkhkhkrkkkhkhhhxkk*

month: 9 17022 event is d
month: 9 17070 event is g
month: 9 17612 event is d

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

98

75.

81.

75.

81.

75.

62.

62.

62.

62.

62.

62.

62.

25

25



month: 10 17602 event is c

Ak khkhhkhkrkhkkhhkhkrhkkhkkhkhhrxhkkhkkhhhxxkk* Percentage 62.5

month: 9 17022 event is g
month: 9 17602 event is d
month: 9 17612 event is d
month: 10 17602 event is c

Ak khkkhkhkhkrkhkhkhkhkrhkkhkkhkhrrxhkkhkkhhxxkk* Percentage 62.5

month: 9 17022 event is d
month: 9 17602 event is d
month: 9 17612 event is d
month: 10 17602 event is c

Ak khkkhhkhrhkkhkhkhkrrkhkkhkhhkxkhkkhkkhhhxk** Percentage 62.5

month: 9 17070 event is g
month: 9 17602 event is d
month: 9 17612 event is d
month: 10 17602 event is c

17022--9-- month —10

Ak hkhkhkhkhhkhkkhhkhkrhkkhkkhkhrrxkhkkhkhhxkxkk*

month: 10 17070 event is g
month: 11 17070 event is b
R I R I I S I S I b I b I I b b I b b b b b b
month: 10 17070 event is g
month: 10 17070 event is c
month: 11 17022 event is g
Ak hkhkrkhhkhkhkhkhkhkkhkkhkkhkkhkhkhkhkhhhhhkhxxx
month: 10 17070 event is g
month: 10 17070 event is c
month: 11 17679 event is b
Ak hkhkrhhkhkhkhkhkhkhkkhkkhkhkkhkkhkkhkhkhhhhkhx*xx
month: 10 17070 event is g
month: 10 17070 event is c
month: 11 17680 event is g
R IR b b b b b b b b b b b S 2 2 2 S S 2h 2 Sh Sh Sh Sh b S
month: 10 17070 event is g
month: 10 17070 event is c
month: 11 17680 event is b
Ak Kk hkrrhkhkhkhkhkhkkhkkhkkhkhkkhkkhkkhkkhkhkhkhkhx*xx
month: 10 17070 event is g
month: 10 17612 event is c
month: 11 17022 event is g
R R I R I I S I I I I S I b e b I b b b b b b S
month: 10 17070 event is g
month: 10 17612 event is c
month: 11 17679 event is b
Ak Kk hkdrkhhkhkhkhkhkhkkhkkhkkhkhkkhkhkhkhkhhhhkhxxx
month: 10 17070 event is g
month: 10 17612 event is c
month: 11 17680 event is g
Ak Kk hkrhhkhkhkhkhkhkkhkkhkkhkhkkhkhkhkhkhhhhkdx*xx
month: 10 17070 event is g
month: 10 17612 event is c
month: 11 17680 event is b
R IR b b b b b b b b b b b S 2 2 2 S S b 2 Sh Sh Sh Sh b S
month: 10 17070 event is g
month: 10 17612 event is c
month: 11 17070 event is g

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

99

68.

68.

68.

68.

68.

87.

81.

87.

81.

75.

75

75

75

75

75

25

25



17022-- month —10

KAk kA A kA A xhhkhkrAxkhkhkhkrkkkhkhhkkxkk* Percentage 68.75

month: 10 17022 event is g
month: 10 17070 event is g
month: 10 17612 event is c
month: 11 17070 event is g
KAk kA A Ak hkhkhkhkhkkhkkhkkhkhkkhkhkhkk k kh,,kx*x*x%x Percentage 62.5
month: 10 17022 event is g
month: 10 17070 event is g
month: 10 17612 event is c
month: 11 17070 event is b
kA Kk Kk rkhkhkhkhkhkhkhkkhkkhkkhkhkkhkhkhkhhhhhkhx*xx Percentage 68.75
month: 10 17022 event is g
month: 10 17070 event is g
month: 10 17612 event is c
month: 11 17602 event is c

17022--10-- month —11

R IR b b b b b b b b b b b S 2 2 2 S S 2h S Sh Sh Sh Sh b S
month: 11 17070 event is g
month: 12 17022 event is g

PR I i I I I b I I I I b b I b b b I b b b b b b 4
month: 11 17070 event is g
month: 12 17022 event is 6
dAhkhkkhkhkhkkhkhkkhhkkhkkhkhkkhhkkhkkhkhkhhhkkhhkhxkkx
month: 11 17070 event is g
month: 12 17022 event is b
dAhhkkhkhkhkhhkk Kk hkhkkhkhkkhkhkhrkhhkkhkk*x***x
month: 11 17070 event is g
month: 12 17679 event is a
dAhhkkhhkkhkhkhkkhhkkhkhkhkhhkhkhhxkhkkhkkhkxkx*kxkx*x
month: 11 17070 event is g
month: 12 17680 event is a
PR R e b I b I b b I b b b b I b b b b b b b e b b b g
month: 11 17070 event is g
month: 12 17070 event is a

khkkkhkhkhkrkhkhhkhkrhrkhkkhkhkhkxkhkkhkkhhhxkk*

month: 11 17070 event is b
month: 12 17022 event is g
Ahk Kk hkdrrhkhkhkhkhkhkkhkkhkhkkhkkhkhkkhkkhkhkhkhhkdx*xx
month: 11 17602 event is c
month: 12 17022 event is g

Ak khkAhhkhkrkxkhhkhkrxkhkhkhkrkxkhkkhkkhhhxkk*

month: 11 17602 event is c
month: 12 17679 event is a
dAhkhkkhkhkhkkhkhkkhhkhkkhkhkhhkkhkhhkhkhkkhhkhxkkx
month: 11 17602 event is c
month: 12 17680 event is a

Ak khkkhhkhkrkhkkhhkhrhkkhkhkhrrhkkhhxxk**

month: 11 17602 event is c
month: 12 17070 event is a
dAhkhkkhhkkhkkhkhkkhhkhkkhkhkkhhkkhkkhkhkhhkkhhkhxkk*x
month: 11 17070 event is g
month: 12 17612 event is b

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

Percentage

100

81.

68.

68.

75.

75.

75.

68.

68.

68.

68.

68.

68.

25

75

75

75

75

75

75

75

75





