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ABSTRACT

A HIERARCHICAL DECISION SUPPORT SYSTEM FOR WORKFORC E
PLANNING IN MEDICAL EQUIPMENT MAINTENANCE SERVICES

Cihangir, Cgdem

M.S., Department of Industrial Engineering
Supervisor : Asst. Prof. Dr. Z. Pelin Bayindir

Co-Supervisor : Asst. Prof. Dr. Tarkan Tan

December 2010, 74 pages

In this thesis, we propose a hierarchical leveligies support system for

workforce planning in medical equipment maintenase®ices.

In strategic level, customer clusters and the totahber of field engineers is
determined via a mixed integer programming and kitimn. In MIP, we aim to
find the minimum number of field engineers. Afterds, we analyze service

measures such as response time via simulation.

In tactical level, quarterly training program fiwe field engineers is determined
via mixed integer programming and the results aterpreted in terms of service

level via simulation.

Keywords: Decision Support System, Hierarchical kitance Planning,

Simulation, Mixed Integer Programming
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MEDiKAL EK iPMAN BAKIM VE ONARIM H iZMETLER i iSGUCU
PLANLAMASI iCiN HiYERARSIK YAPIDA KARAR DESTEK S iSTEMi

Cihangir, Cgdem

Yuksek Lisans, Endistri Mihend@liBolum
Tez Yoneticisi : Yrd. Dog. Dr. Z.Pelin Bayindir
Ortak Tez Yoneticisi : Yrd. Dog. Dr. Tarkan Tan

Aralik 2010, 74 Sayfa

Bu tez cakmasinda, medikal ekipman bakim hizmetlerinde irngi#eii planlamasi icin

iki hiyerarik diizeyde karar destek sistemi temeli dneriyoruz.

Karar destek sistemi stratejik ve taktik seviye akmuizere iki seviyede
kurgulandi. Stratejikdiizeyde, méteri kiimelerini tespit etmek ve saha muhendisleri
sayisini bulmak icin kank tamsayili programlama kullanildi. K@k tamsayil
programlamada analiz edilemeyen servis seviyesigig bekleme zamani gibi servis

Olcutleri benzetim yoluyla incelendi.

Taktik dizeyde, saha muhendisleri icin U¢ aylgitien plani olgturmak icin kargik
tamsayili programlama ile belirlenen sonuglenzetim ile yorumlanip servis

seviyesiyle ilgili 6l¢ttler irdelendi.

Anahtar Kelimeler: Karar Destek Sistemi, Hiyaitar Isgiici Planlamasi,

SimulasyonKarisik Tamsayili Programlama
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CHAPTER 1

INTRODUCTION

In recent years, there are a lot of developments @mllenges in Service
Management area. There is a trend ranging fromyateariented companies to
service-oriented businesses. Many services condubye companies involve
going to the customer's location, these servicesalled field service. Customer

satisfaction and loyalty are the key success fagtofield service.

In this thesis, we focus on medical equipment nemianhce services. The medical
equipment service company in concern is responséisleelivering spare parts,
upgrades and installations of the systems, techtiaaing of the customers,
preventive maintenance and corrective maintenaecécss. In this study, we
restrict our attention to field services of corireetand preventive maintenance

and workforce allocation.

Preventive maintenance (PM) is a scheduled actithigt has the aim of
preventing breakdowns and failures. The main gb&IM is to prevent the failure
of equipment before it truly happens. PM is planoede or twice a year for
equipments according to the equipment type. Far tifpe of maintenance, field
engineers should take an appointment from the mestoRequired service level
determined by the difference between promised reaarice time and real
maintenance time of the PM. PM should be conductecthe day that it is

scheduled by a Field Engineer (FE) who can satisyskill requirement for that
PM task. Corrective Maintenance (CM) is an unplah@etivity done upon

customer notification when a breakdown of an eqeiptrpiece occurs. Service
level indicator for CM is response time of the FHthwmatching the skill

requirement.

Knapp and Mahajan (1998) state that manpower phignmiodels for maintenance

organizations can be divided into two categories.supply models, current



situation for workforce is analyzed and future aesare predicted and planned.
In demand models, workforce required to satisfy filtere demand is planned.
Also, manpower models can be further examined im lBvels. In macro level,
aggregate number of people is planned for annuédray-time planning. Micro

level decisions are mainly used for personnel miagchssignment.

In this study, we aim to build a Decision Supporstem (DSS) for Field Service
Manager of Service Company in concern. We proposgoalevel hierarchical

approach for demand models.

The maintenance service company works in regionatomer clusters. Each
region has a number of field engineers assigngtidacustomers in that cluster.
There are no base locations for the clusters; fezidineers serve from their
houses. So that, in strategic level the servicepamy should decide about service
clusters and assign a number of field engineerthése clusters. It should be
noted that each cluster works independently andi¢he engineers in a specific

service cluster cannot work for any other servicsters.

In strategic level, the Service Company shouldrdeitee the total number of field
engineers and service clysters. So, we build tvifergint Mixed Integer Linear
Programming models to model the system. We useethesdels in order to
develop customer clusters and determine minimumkfeore for each cluster
considering two different objective functions. Afterds, we use simulation to
compare the results. Via simulation, we have aa iofehow service level varies
by changing the customer clusters and number f &agineers so that Service
Company would decide which combination suits bestthiteir motives. We
assume that every field engineer is skilled to il&iads of maintenance activity

in this level.

In tactical level, the Service Company should deiee the training plan for field
engineers quarterly. Initial skill levels and numhké field engineers in each
cluster is known and in this level. For both PM &Bil, there are 7 kinds of
product categories and a field engineer can onlyhéomaintenance if he/she is

trained for that product category. First, we budd Mixed Integer Linear



Programming Model and use the deterministic dafantbfeasible training plans.
Afterwards, we use simulation to examine the eftéctochastic behavior of the
system that we ignore in MIP so that the Servicenfany would determine

which training plan is appropriate.

It should be noted that, we studied medical equigmeaintenance services of a
service company so that our assumptions are bas#utkcspecific characteristics

of the company.

In Chapter 2, information about the service compargiven; problem definition
and solution approach is discussed. After thattedlditerature is examined in
three different parts. First, the literature rette the general field service is
discussed. And then, the literature that is usestiategic and tactical level is

presented.

In Chapter 3, details of strategic level are givéiirst, two mixed integer
programming models are presented. The experimeggalts of these models are
compared. Afterwards, we give information about $iraulation model. Lastly,

experimental results of the simulation are gived @ results are interpreted.

We describe the details of tactical level in Chapte First, mixed integer
programming model is presented. After that, theuion model is given and
the result of the MIP Model is analyzed by takimgoi account the stochastic

behavior of the system.

Finally, in Chapter 5, we conclude. Overall resaltsl future research topics are

discussed.



CHAPTER 2

PROBLEM DEFINITION AND
LITERATURE REVIEW

In this chapter, we first give a brief introductiabout the field service operations,
information about the company and problem definitiand then we continue with

our solution approach. Afterwards, related literatis discussed. We analyze our
problem in both strategic and tactical levels; we, review the previous studies

related to our problems described for each hiereatlevel.

2.1 Field Service Operations

It is mentioned by Knapp and Majahan (1998) thavise organizations have
gained importance as profit centers and Field SerManagers have to cope with
conflicting objectives such as maintaining a higivel of customer service.
Therefore, they need tools to analyze the impadheir decisions on customer
service and inventory cost. The improvements caradieéeved by focusing on
improving productivity of service through improvethanpower planning.

(Papadopoulos, 1996)

2.2 Information about Field Maintenance Service Company

The company of our concern is a part of a multomati companylt has over
300,000 employees world-wide. It is into vast ofsipess segments such as

commercial finance, healthcare, energy and indalstri

In organizational structure whole Healthcare Gradighe company is divided
into two: Devices and Services. Devices sectioregponsible for research and

development and production of the medical equipsent

Service section of the company was founded in 2084 is responsible for after

sales service of the medical equipment devicebi@mutch Market. The company

4



serves approximately 95 hospitals spread over bé@tibns and 8 Academic

hospitals in the Netherlands.

2.2.10rganization Structure

The service organization consists of a Service Bajgartment, indoor and field
services. The service organization is headed bys#reice Manager. The office is

divided into a repair shop, a call center, anchenitng coordinator.

Service Sale Deparent is responsible for selling the products and enak
contracts to the customers. Generally, custometgenecantracts over different

warranty periods with different service level opto

In the Service Company, there is also a repair skbggh is responsible for
indoor servicesThe products that cannot be repaired in fieldiserare brought

to the company and fixed in the repair shop.

The field serviceonsists of field engineers (FE). The customeesdarided into
four service clusters: North-East, North-West, 8dtiast and South-West. Every
FE is assigned to one service cluster and only sviwk that cluster. Each cluster
has a senior FE who coordinates the team in additichis regular duties. Whole
field service is also managed by a Team LeadefTREre is an international base
for FEs where they report to and take spare pagtsreed. Besides that, there is no
base location for customer clusters; FEs serve fi@m houses. So, when a field
engineer is hired, the house of the employee ientakto account as he/she will

work serve the customers from his/her house.

2.2.2Maintenance Services

The service organization products and servicesrelaed to the products of
medical equipments on the Dutch market. The predaece grouped into 7
categories; Anesthesia Monitoring, Anesthesia LE&Jside Monitoring, Cardiac
Monitoring, Cardiac Testing, Infant Care Certifioat and Telemetry.

The service organization provides following produand services:

* Preventive Maintenance

» Corrective maintenance (on field)

5



» Corrective maintenance (at repair shop)
» Installation

» Calibration

* Technical Training

» Technical Support

e Parts delivery

» Updates / upgrades

These services are offered separately but alsdamaof service contracts with or

without warranties. In addition, the service companpports the marketing team
for demonstration and explanation. All these sewiare handled by field engineers
except corrective maintenance at repair shop wikidlone by the engineers in the

repair shop. In this study, we restrict our atemton field service.

In Figure 1.1, the workloads of field engineersaadmg to the service types for
2004-2008 are shown. It shows that field enginepend most of their times on
preventive and corrective maintenance. Thus, tbpesof this project is restricted

to preventive maintenance (PM) and corrective neaimce (CM).

For both PM and CM, there are 7 types of produdegmies: Anesthesia
Monitoring, Anesthesia LSS, Bedside Monitoring, @ac Monitoring, Cardiac
Testing, Infant Care Certification and TelemetryeEy field engineer is trained
for one or more product categories. If he/she istr@ned, he/she is not capable
of doing the maintenance on that product categdoy Field Service Manager has

to take in to account the trainings of field engireewhile planning.



2,07%

0,13%- 10,27%
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O Preventive Maintenance

B Corrective maintenance
O Installation
O Calibration
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O Technical Support
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B Parts delivery

0O Updates / Upgrades

Figure 1.1: Workload Percentage of Field Engineeréccording to the
Services

2.2.2.1Preventive Maintenance

Preventive maintenance can be both carried outdstomers with or without a
service contract. Customers with a contract hawghdri priority. Generally

preventive maintenances are once or twice a yahthay are yearly planned.

Each team in each customer cluster arranges maimtertasks in their cluster by
themselves. This process is monitored by senidd fengineer. Every field
engineer makes an appointment according to his waerkload and the due

months of the preventive maintenances.

Preventive maintenance should be conducted in #lys that it is scheduled in

order to maintain higher service level.

2.2.2.2Corrective Maintenance

Generally, corrective maintenance activities arei@ad out by technical service of
hospitals. When technical service of the hospitainot deal with the situation,
they call the Service Company. The maintenanceoige doy field engineers on
field.



When corrective maintenance is needed, firstlys iried to be handled by call
centers, product specialists via phone. After désermined that a part should be
changed, or customer wants a field engineer to cntbe field, FE makes an
appointment according to his/her workload and aurrsituation (distance,
equipment type etc). It should be noted that, @biwre maintenance can be a
preemptive activity. It means that if a FE is bugth a PM, he/she can have a
break with the PM and go for maintenance regarttinthe CM criticality. CM
criticality is based on the patient safety; acaogdio priority and criticality of the

machine. CMs can be critical or non-critical.

For corrective maintenance, the most importantiserevel indicator is response

time of the field engineers.

2.3 Problem Definition

Initial problem statement of the Service Company “Beliver concrete
recommendations how to improve efficiency withoubsihg customer
satisfaction”. Starting with this initial statememtur main aim is “To build a
Decision Support System in order to recommend ivgments to improve
efficiency of field service without losing custoreesatisfaction”. We analyze the

problem in two hierarchical levels and design D&Sefach level individually.

In strategic level, the service company has to déecervice clusters and the
number of field engineers for each cluster. It &rategic level decision because,
when a service cluster is built, the field engiseevrho are assigned to a specific
service cluster, cannot serve for any other sereloster. The service clusters
have no base locations so that it is also impofarhiring/firing decisions as the
field engineers serve from their houses. It alsngsrcomplexity to our problem
where we deal with building service clusters withkoowing the base locations.
So, the Service Company has to work with many dbfie cases and evaluate the

possible outcomes to compare and choose one of them

In tactical level, the problem for the Service Camy is to decide the training

plan of the field engineers for each service cludtewas mentioned that every



field engineer is trained for one or more produategories. If he/she is not

trained, he/she is not capable of doing the maartea on that product category.

In both decisions there are both stochastic anerehistic demands. Preventive
maintenances are determined and scheduled befateldrle the corrective

maintenances occur randomly. Main objective iseéduce the operating costs
such as wages and training costs whereas increasim@intaining the desired or

required service level and efficiency of the fisktvice operations.

Efficiency of field service operations should be asgred in both customer
satisfaction and utilization of the field engineeltsshould be noted that with
limited resources, firms face a trade-off betweenvise efficiency and customer
satisfaction i.e. service level. In the literaturastomer satisfaction in corrective
maintenance is measured as service level, usualliynatl as response time.
Response time is the time between the call of custdor service and the field
engineer reach to the customer. Downtime of theipagent that is the time
period during which the equipment stays broken motlzer service level
measuring the customer satisfaction. These two messre dependent on each
other. For preventive maintenance, service leveicator is different from CM.
PM should be conducted on the day it is schedutedrovide higher service
level. Response time is affected by the workload #&mavel time of Field
Engineer. Repair time is affected by complexity the maintenance, i.e.

maintenance type.

2.4 Problem Scope

In order to handle the complexity of the whole eyst our main focus in our DSS
will be the about manpower planning in field seevidvlanpower planning is

defined as an attempt to match the supply of pewle the maintenance tasks
available for them and is concerned with havingright number of workers in

the right places at the right time.

2.4.1Narrow System of Interest

Narrow system of interest is the initial systent thdl be focused on.



For strategic level;

» Preventive Maintenance procedures
» Corrective Maintenance procedures
» Service levels committed in contracts

* Working hours of the Service Company
For tactical level, the following can also be adtiedtrategic level,

» Training procedures in the organization

* Maintenance and equipments criticality measures.

2.4.20Dbjectives

For each hierarchical level these objective is ifipelc

For strategic level, the objective is to minimihe total number of field engineers
in MIP. Via simulation, these results are analyzedetail to compare the service

levels. In strategic level, skill levels are ndtéa into account.

For tactical level, feasible training plans arerfdlby minimizing total relevant
costs. The cost values are training costs or oppitytcosts such as not serving a
maintenance task on time. Afterwards, these trgirplans are analyzed via

simulation to compare the service level observee&eh training plan.

2.4.3Decision Variables and Parameters

Decision variables and parameters for strategic #adtical level can be

summarized in Table 2.1 below.

In strategic level, according to the customer loces, repair times and yearly
capacity and yearly average demand, service ctusted the number of field

engineers for each cluster is found.

In tactical level, according to costs, expected fokeach product type and PM

schedules, training plan for field engineers isdatned.

10



Table 2.1: Decision variables and parameters fortGategic and Tactical

Level

Strategic Level Tactical Level

- Number of field engineers
Decision |- Service clusters

Variables |- Allocation of field engineers
to the service clusters

- Training plan for field engineers

- Yearly capacity of field - Expected CM for each product

engineers type

- Yearly average demand for - PM schedule for each product
Parameters

CM and PM type

- Locations of customers - Cost of serving a maintenance late

- Repair times for PM and CM Cost of training

2.4.4Performance Measures

Performance measures are listed below:

» Response time of Field EngineegResponse time is the time period

between customer call and field engineer reachedield area. This is a
performance level for corrective maintenance tasks.

» Service level There are many service level indicators. Most mamly
response time, total time in the system are used dworrective
maintenance.

» Utilization of Field Engineers

» Travel time of Field Engineer§ield engineers spend their time traveling

to the customers and field service operationss Iprieferred that field

engineers spend less time for traveling to thearost.

» Total relevant costsCosts can be real costs like wages or opportunity

costs like serving a maintenance job late.

2.5 Solution Approach
Main goal of the thesis is to build a DSS to helprnve Company make

decisions in both strategic and tactical level whslstaining patient safety and

maintaining the best coupling for maximum servieeeel and minimum cost.

Proposed project approach is adapting the modetkdanliterature considering

unique characteristics of the service companyhiroject, demand models will

11



be used for building DSS. In demand models, acogrdo the demand for
maintenance tasks, current or future manpower naeddetermined (Knapp and
Mahajan,1998). In this thesis, the demand modelsstaudied in two hierarchical
levels; strategic level, and tactical level plamnifigure 2.1 shows the summary

of the solution approach.

Strategic level planning includes the decisionsualoptimal manpower planning
strategies. Via strategic level planning, actuglaoizational resource and future
resource need is highlighted. The decisions arergdyp decided for a longer
period of time; yearly. As the field engineers aligided into the customer
clusters, the Service Company should try to builskemer clusters and determine
the required manpower satisfying the demand integjra level. At first, the
customers are aggregated in order to reduce th@wation time by decreasing
number of customers. Then, we use two differenteshixnteger programming
models. First model shows the worst case resuligrevit is assumed that the
customers are served from the furthest locatiothén service cluster and first
model is built in order to find the best case sohytwhere we assume that the
service center is in the middle of the clusterMiP, we do not examine with
service level measures such as response time aitishgvme. Thus, we use
simulation to imitate the maintenance system amge hexamined the service
levels in detail. Finally, the Service Company caake a decision about building
clusters and total number of field engineers in ligat of the findings and

interpretations of the results.

In tactical level, the objective is to determine #Kill levels of the field engineers
as well as to have insights about the performaneasores such as utilization of
field engineers and service level. In our approaeh,use mixed integer linear
programming and solve the model by using expecgtdeg for maintenances to
find a feasible training plan for field engineewfterwards, the stochastic
behavior of the demand is taken into account andnedyze the training plan via
simulation. Finally, the Service Company could decabout a training plan for

field engineers via interpreting the results.

12



Aggregate
demand for
customer

Customer
locations

> Strategic Level

Customer Number of field
. (Yearly planned)
clusters engineers for
each cluste

AN

\

Training plan
satisfying the
required service
level

PM schedule
and CM

> Tactical Level

Initial skill
matrix for
field engineers

(Quarterly planned)

Figure 2.1: Summary of solution approach for stratgic and tactical level

2.6 Related Literature

2.6.1Related Literature about Field Service Operations

A number of articles including Hill (1992) mentidhat since this field service
problem is a complex problem by nature, field sssvinanagement involves a
hierarchy of decisions which include marketing tetgg, field service design and
operating policies. Lin and Ambler (2005) statet ttieere are three hierarchical
decision levels of field technician dispatchingfield service design: Strategic
planning for national manpower requirements plagnitactical planning for

manpower allocation within regions, and operatiopkinning for technician

dispatching strategies. In our case, strategidaatical levels are considered.
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Field service planning problems generally inclugesvice area planning and
balancing number of field engineers. Service ataarpng is named as territory
planning problem. Territory planning is addressgdrany authors for response
time performance measure. For instance, Smith (18@8siders the problem of
allocating personnel to provide service that ineghtravel to demand locations
distributed over a geographical area. He assumad &h service territory

corresponds to all call sources assigned to oneseWithin each territory, call

locations are assumed to be distributed uniformityr wespect to unit area and
speed of travel is constant. First-come-first-sérdespatching rule is used. He
estimates the traveling times assuming the tripsbm sequential trips or round
trips. He combines these traveling times with tbeweing model and illustrates
the change between response time and serviceotgrifior different kinds of

systems. Contrary to Smith (1979), we take intooant service clusters more
than one field engineer and in our simulation mpded use different types of
maintenances (PM and CM) with different criticagi Travel time is also

included in our simulation model in strategic level

Agnihothri et. al. (2003) remarks that in manpowkmning in field service, we

have to analyze the trade-off between service respto a customer (customer
satisfaction) and service costs. In addition, diellel of the technicians should
match the demand. Mostly, simulation-base modedsuaed as tools to analyze
that trade-offs and show “what if" analysis. Acdogl to Agnihothri et. al.

(2002), one of the most important performance meassfor field-based services
is the down time which is the time between servaguest and completion of a
service. Down time can be divided into responseetiamd on-site time. As

Agnihothri et al. (2002) state, the combinatioroaf mixed integer programming
models and simulation in strategic level show tlael¢ of between service level
and service costs. And it makes these a useful fmodetermining the best

combination for service level and costs.

Watson et. al. (1998) state that response timeaiglgnused to have an insight
about customer satisfaction. Response time plarinimejves many sub problems

such as requirements planning at the national |ealdcation planning at the
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district level, and operational planning at thentekevel. We also measured
response time via simulation model as well as tréwge in our strategic level

problem.

Tang et. al. (2008) describe the field service time as in Figure 2.2. They
describe that there are 5 different times in te&lfservice. Queue time is the time
between call of the customer and the time whenégins to travel to the customer.
Travel time is the time that FE spends travelingh customer. Response time is
the total of queue and travel times; it is the tineéween call of customer and the
time that FE reaches the customer. On-site repai ts the duration that FE
repairs the equipment. Service time is given astdaked of the travel and on-site

repair time because the capacity of the FE isgisat by traveling.

Customer calls FE travels to
for service customer

1 1 1 1
. . s EE—

Queue time Travel time On-site repair time !

FE begins to repair FE leaves customer

1 1

1 1

1 1

1 ‘I

« L

! Service time !
1

»l
»

|
1
1
1
1
|
1
<
1

Response time

Figure 2.2: Field Service Timeline according to Tag et. al. (2008)

Differing from Tang et. al. (2008), Haugen and HilP99) describes service call time
line as in Figure 2.3. They show the times moreaitkt. For example, they consider that

there is also a delay time between machéikire and the call of customer.
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Machine cqi Customer begin to and calls begins  ¢ustomer
fails dispacher ~ wait for FE customer travel  gjte
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with with FE
dispatcher
Response time

Machine down time

Figure 2.3. Field Service Timeline according to Hagen et. al. (1999)

In their approach, they try to maximize field seeviquality. They name the
problem as traveling technician problem. They asislrgcheduling for different
scheduling rules. In their article, they design slgetem for different dispatching
rules such as First-Come-First-Served, Nearest, Calld propose other
dispatching rules. They use four base measuresreice quality: mean tardiness
with respect to service guarantee, mean respons® tnean technician phone
response time, and mean promise time given atithe the service call is
received. To calculate these measures, they usdadion. Hill (1992) proposes
several dispatching rules that might be applied dispatching sequential-trip
technicians and compares these rules in a simnolatial tries to find out which
rule is best in terms of average tardiness. Pedoo® measures used are average
gueue time, average travel time, average respoinse, taverage tardiness,
variance of tardiness, and percent of calls that tardy. In his experiment,
different dispatching rules and various problemiemments are analyzed. The
results give insight about which dispatching ruége more helpful in which
situations. In our simulation model, we do not take® account the delay time
and we do not use different dispatching rules othan FIFO. However, we use

different maintenance types: PM and CM with differeriticalities. CMs have a
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priority over PM where CMs can preempt PMs. We raeasesponse time for

each maintenance type individually as they havierint service characteristics.

Apte et al. (2007) state that it is a fact thataimon-emergency situation, the
customer would prefer to have the service delivexed time convenient to the
customer. For instance, promising a time windowhef whole day may seem to
be the cost-efficient solution from the viewpoifitaoservice provider, but for the
customer, who requests and expects a shorter timdow i.e. exact time to
receive the service. We use this approach whilesidenng preventive
maintenance. Apte et. al. (2007) also uses sinmmaih their article. In our
simulation in strategic level, we described a pregon number for PMs. This
number shows how many times a PM is preempted.,Tdpet from response

time, number of preemptions is also a service lewePM.

Hill et al. (1992) and Tang et al. (2008) use stdpendent queueing model to
evaluate trade-offs between field service stafeleterritory size and response
time. They both consider that customer calls armeeording to a Poisson
process, and servers (field engineers) are assigreediven territory. They try to

find the minimum number of servers given a targavise level percentage of
customers calls serviced within time window. Hill al. (1992) show that their

proposed model gives insights about the trade-effwben response times,
expected travel times and workforce levels. In dustering model, we point out
trade-off between number of field engineers and lmemof service clusters as
well as total travel time. Like Hill et. al. (1992nd Tang et al. (2008), we
examine the trade-off between service cluster sigd response time in our

simulation model.

2.6.2Related Literature for Strategic Level Planning

In strategic level, our aim is to build efficiergrgice clusters while minimizing

total field engineer number assuming that all eegiis are trained flexible. In this
problem demand points and average demand valuegiame for each demand
point. In our approach, we first aggregate the dehmoints in order to reduce the

number of customers to solve the clustering probédficiently. After that, we
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build service clusters. Finally, we check the smrvievel for each cluster by
building a simulation model and interpreting theules on performance measures.
We present related literature about this approacthriee parts according to the

subjects demand aggregation, clustering and sifoalapproach.

2.6.2.1Related Literature for Demand Point Aggregation

Francis et al. (2009) state that it is common tgregate demand points in order
to reduce computations in most of the location [@ois. Aggregation makes the
size of the problem more manageable, however eaggregation introduces
error. In customer clustering, we are inspired bygdian problems as well as k-
means clustering. In p-median location problems dbgective is to locate p
facilities such as the sum of the distances froohatemand point to its nearest
facility is minimized. In later Chapters, the custr clustering problem will be

discussed more detailed.

According to Gavriliouk (2009) aggregation is baflic assignment of several
points to a single representative. For this nundfedistinct aggregate demand
points, locations of aggregate demand points apldcement rule to assign to the
aggregate demand points must be considered. Weuaksahis approach for
aggregation. Francis et. al. (1999) state thafrdedom of choice in these three
decisions allows numerous aggregation schemesw8aogetermined to assign
customers to aggregate demand points while tryangailance the workloads of

each aggregate demand point.

In aggregation, we also use set covering model dsohto determine the
assignments. The set covering problem is to fimir@mum cost set of facilities
from among a finite set of candidate facilities that every demand node is
covered by at least one facility. The objectivedlion in set covering problem
minimizes the total cost of the facilities that aedected. The simpler version is
objective function without cost value. In that vers the model simply
minimizes the total number of locations. We alse tig simplest version of set

covering problem.

18



According to Hodgson et. al. 2003, aggregationrsrfor p-median problems can
be divided into three sources of error. A and Bmriare distance measurement
errors. One aggregate demand point representsat@emand points. Thus, we
need to represent the distance to each facilitpjallls the total weight of the
aggregation is assigned to the aggregate demant] pad the resulting weighted
distance from the aggregate demand point is u$ehislis not exactly the total
weighted distance from all demand points in agdiegathen source\ error
occurs. If a facility is located at an aggregateanednd point, that aggregate
demand, usually an underestimation of the totalatempoints-facility weighted
distance for that aggregation; then souBcerror has occurred. Sour€eerror is
an allocation error. Allocating an aggregate dempaoithit to the closest facility
allocates all of the demand points in that aggiegab that facility. If some of
the demand points are allocated to a facility otftran their closest, sourd@
error has occurred.

However, Francis et. al. (2000) agrees that theeens to be no agreed-upon way
to measure aggregation error. In addition, thermiagreed-upon way to compare
two different aggregations. That's why; we comparte aggregations by the
change in the weighted distances from non-aggrdgatigation which is simlar to

A type error.

2.6.2.2Related Literature for Customer Clustering

For customer clustering, we are inspired by k-mealnstering. In k-means
clustering problem, we are given a set of datatpoihere each observation is a
dimensional real vector, the problem is to panitig then observations into k
sets, so as to minimize the distance from eachplztd to its nearest center. K-
means clustering is NP-hard in general Euclideaatesd even for 2 clusters
(Aloise et. al. 2009 and Dasgupta et. al. 2009% pioblem is also NP-hard for a

general number df clusters even in the plane (Mahajan et. al. 2009%.andd
values are fixed, the problem can be solved in tmﬁledk” log n), wheren is the

number of entities to be clustered (Inaba et. 294).
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K-means algorithm which is proposed by MacQueeB, (1967) is generally
used for k-means clustering. Number of clusters Kixed before starting the

algorithm. The algorithm includes 4 steps:

1. K points are placed in the space satisfying theyfarthest from each other.
These points represent initial group centroids.
Each point is assigned to the closest centroid.

3. When all points are assigned, the positions of Kiecentroids are
recalculated.

4. Steps 2 and 3 are repeated until the centroidemgel move.

Although it can be proved that the procedure willays terminate, the k-means
algorithm does not necessarily find the most oplttsoéution; the global objective

function minimum.

As mentioned, using well-known clustering algorithike k-means is common.
However, Yaman et. al. (2008) propose an alteraationstrained optimization
problem formulation. They state that the reasonpefforming optimization

models for clustering instead of existing clustgradgorithms is the size of our

problem. K-means is generally used for high sizblams.

In their article, they present mathematical prograny based -clustering
approach for customer segmentation. Informationuailbloe shopping trip of a
customer gathered by video records include thel whapping time of that
customer, coordinates that she/he visited and spent at each coordinate. By

using this information they try to cluster the spioyy behavior of the customers.

The clustering problem is formulated as a mixeeéget programming problem
with the objective of minimizing the maximum clustdiameter among all
clusters to obtain compact clusters. They assuatedésired k clusters are known
and the distances are Euclidean. They use thréereht objective functions:
minimizing within cluster pair-wise distances, mumzing maximum diameter of
all generated clusters and minimizing sum of a#inaters. We also use this

approach in our clustering in order to find the meatimal solution to our
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clustering problem. However, our objective funciare different because of the

characteristics of our system.

2.6.2.3Related Literature for Simulation

Vast of researchers approach field service prohtEnsimulation because of its
complex nature. Duffuaa et al. (2001) develop aceptual simulation model for
maintenance systems in plants integrating both gmie and corrective

maintenance; i.e. planned and unplanned maintenaii¢ey state that

maintenance resources are manpower, materials pace arts, tools and
equipment; and standards and procedures. The doatepodel is developed in
order to address the issue of effect of priorityele on scheduling and affect of

spare parts policies on down time and optimal magpgequirement.

Duffuaa et al. (2001) state that this conceptuatieh@an be used to develop a
stochastic discrete event simulation to study neaabce manpower
requirements, spare parts provisioning and impédiferent priorities on the
costs and specified performance measures. The monce the article is
maintenance systems in plants but it gives insigliisut maintenance systems
and broad view of the maintenance systems. It shioalnoted that our system is
different from the system that Duffua et. al. (2D@éscribed, but they have some
similarities. In their conceptual model, Duffuaa. el. (2001) propose a
maintenance service in a factory, field servicen@ taken into account. So,
traveling time is ignored while spare parts inveyts taken into account. In our
case, the effect of spare parts is small as figldineers carry the needed
materials with them. However, we focus on traveltngcustomer sites while

building our models.

Dear et al. (2000) present a simulation model #hatws the evaluation of the
resource allocations and dispatching strategiesefdinicians performing on-site
repairs in a copy machine company. In their modely corrective maintenance
is the concern. The basic questions that they dryatiswer are how many
technicians should be employed, where should tblenteians should be based,
and what dispatching strategy should be used tmragschnicians to service

calls. In our simulation model, we do not take iatzount different dispatching
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rules. However, we describe two different mainteesnand the relationship

between those maintenances, criticality measurearmodel.

Waller (1994) develops a closed queueing networldehdor field service
corrective maintenance. He tries to find out thénspm the number of workers
required, the allocation of Field Engineers to ouowrs, and spare part
management. In his approach, the managers genenal three primary
opportunities to invest capital in the system t@riave the service: increase the
spare parts inventory, hire more Field Engineey@ndecrease the emergency
delivery time. The model shows trade-offs and giiresghts and guidance to
decide about these issues. In our system, we mebdild customer clusters, so
that we are not able to find the most appropriaimiver of field engineer via
simulation or queueing model directly and sparetsparventory is out of our
scope. However, we manage to observe the relaipigtween preventive and

corrective maintenance.

Papadopoulos (1996) develops a closed queuing nletwodel for field service
corrective maintenance incorporating priority césssf customers. In his model,
there are various classes of customers, dependinie type of their contract
with the company. In our simulation model, we dd dostinguish customers;
however we distinguish maintenance types as prasenand corrective

maintenance and different product categories amsidered for tactical level.

Wong (1980) studies preventive maintenance andective maintenance in a
factory using a simulation technique. He identitsments of field maintenance
system: Technicians, procedure for assigning tedms to perform maintenance,
dynamic movements of technicians such as travelepar times, preventive and
corrective maintenance requirements of the fageditiTwo types of failures are
defined in the model, random facility failure thednnot be prevented by site
visitations and failure that shows gradual equiptmdsterioration. For the latter
one, three state Markov model is used: normal ,sfnding failure and actual
failure. According to the model, pending failuratst can be spotted and failure
can be prevented by technicians. Important perfaoo@aneasures for him are

response times, travel times, repair times, nundiepreventive maintenance
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performed and cancelled. We also use a similarcagbr to Wong (1980) in
simulation model. However, our system is a fieldviee maintenance system
whereas Wong (1980) concern factory maintenanctemsysThus, we included
traveling time in our simulation model. Apart frdimat, in strategic level, we also
determine the number of field engineers and semliggters so that in addition to
observe the results, we also have chance to exatmengade-offs with “what if”

analysis via different number of clusters.

2.6.3Related Literature for Tactical Level

In tactical level, our intention is to build a tnaig plan for the field engineers.
First, we use mixed integer linear programming nhooddind a feasible training
plan with given initial skill levels and then weilsba simulation model and

interpret the results by taking into account stetihasystem.

Brusco and Johns (1998) present an integer lineagramming model for
evaluating cross-training configurations. Theireaive is to minimize workforce
staffing costs subject to the labor requiremenke Todel was used to evaluate
cross-training structures across different labaumement patterns for a large
paper mill. The results indicate that cross-tragnstructures are preferable. Their
findings indicate that partially cross-training doyees can result in significant
cost savings for a service delivery system. Thiilargives insights about how

important cross-training is.

In their article, Gomar et. al. (2002) developreeéir programming model in order
to optimize cross-trained workforce assignment igoastruction project. The
model suggests how many and what type of workeuldhoe hired and fired and
when to switch workers to other activity. Their @fjve is to minimize weighted
sum of total number of workers, hires and firesgd awitching. Switching is
defined as changing the activity of the workerisltobserved that cross-trained
workforce is mostly preferred. The model also giviesights about the
assignments of workers to jobs, idle time, switghirom job to job and hires and

fires.
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Srour et. al. (2002) studies workforce training albbcation on construction
projects. Their aim is to reduce costs, make b&sstofi the resources, and improve
schedule performance of the project. Demand dutfiregproject and available
workers are given. The model helps in hiring/firengd training decisions. Inputs
are available labor, cost of trainings, cost ofnlgy labor costs, and estimates
about the skill levels. Cross-trained worker istidguished into two: A worker
can posses a primary skill and a secondary skilkraow two skills equally.
Objective is to minimize labor costs while satisfyiproject labor demand. The
model recommends hiring as many cross-trained wsr&e possible as expected
because cross-trained workers can be assigned te than one type job on

different periods.

Both Gomar et. al. (2002) and Srour et. al. (209aylied over cross training for
construction projects where the decision makeratawose between workers and
the works can be fired and new employees can leel liuring the project period.
In our case, we use an initial workforce and carmie and fire field engineers.
The Service Company determines training decisiSnsur et. al. (2002) also take
into account training of the workers whereas thgy Isave firing and hiring

option.

In our simulation model for tactical level, we alssed the insights and
experiences that we gained in literature for stiatdevel simulation model.
Unfortunately, there are no other simulations f@int out the different type of
maintenances and different kind of product categoait the same time. There are
some simulations which consider more than one tgpenaintenances. For
example, Visser and Howes (2007) develop a diseetat simulation model to
investigate a service company which provides pldnrend breakdown
maintenance to hospital and clinics for medical gmg equipment. Their
simulation model aims to determine the number ahnécians that would
optimize profit. Three main output variables ar&ltéechnician time needed per
day, total chargeable time per day, total conttmee (non-chargeable) time for

the day. In their simulation, the contracted job®l anon-contract jobs are
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distinguished because contract jobs are assumedttgenerating extra revenue

to the service company.
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CHAPTER 3

STRATEGIC LEVEL DECISIONS

In this Chapter, strategic level decisions are wlised. As it is mentioned in
Chapter 2 the field engineers work in regional basgéh service clusters. Thus,
in this Chapter, we present a decision supportesydior forming the service

clusters and calculating the total number of fiehdjineers. We develop a mixed
integer linear programming model for clustering atelermining the minimum

workforce for each cluster. Different objective® aonsidered in the model. In
Section 1, the problem formulation is presentedstly, the customers are
aggregated. Afterwards, the clustering model isexbifor different objectives.

For the strategic level planning, we consider twersrios. In Scenario 1, it is
assumed that the current data for the demand wailchange. In Scenario 2, the
demand of the customers is increased by 10% wahitlei expected increase rate
for service demand. The increase in demand iseghpdi the aggregated demand
values. The DSS is applied to the Service CompanWetherlands. Finally,

solutions according to different objective functoand different scenarios are

discussed and the results are given.

3.1 Aggregation of Customers

Service Company totally has 188 customers in N&thds in 115 municipalities.
We consider that the customers in the same citybearepresented as a single
customer, since the maximum distance within twaamsrs in the same city is
20 km (approximately 0.5 hrs). Therefore, the ocmsis of company are

represented by 115 customer locations in our models

We use the past four years (2004-2008) data totfiedvorkloads of customers.
Average number of corrective and preventive mabsmers for each of the

customer is considered:
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ExpectederviceDemand= Expectedlemandor PM + Expectedlemandor CM

Expected demand for PM (CM) is found by,

Expectedlemandf | ( Expectechumberof Averagedemandor a
PM (CM) B PM (CM) PM (CM)

Then, we find all the workloads of customers. Ivagified that the workloads of
customers are normally distributed. Lower confideniaterval for %90 is
constructed and the customers which have less wanlklthan the lower
confidence interval limit are ignored. Finally, wentinue with 103 customers

and their demands.

When we try to solve the clustering model with tharrent data, high
computational time is incurred. We build a MIP fggregation and our main
objective in aggregation problem is to reduce caiajpenal time of the clustering
model while building aggregate demand centers \bidtanced workload. In
current situation the workloads of customers arebabanced. In addition, we
observe that some of the customers are very ctosach other so that they can
be aggregated into one customer. With these mainstin order to reduce the
number of customers, we try to aggregate the cust®mithin a determined time

distance with each other.

We use a modified version of Covering Problem todeloour aggregation
problem. In our approach, the customers are assigneustomers that are chosen
as the aggregate demand points. At the same tineetryv to balance the
workloads of aggregate demand points. Afterwardssel durations within the
aggregate demand points are calculated and addet teworkloads. After that,

we continue the clustering problem with aggrega®ahnd points.

3.1.1Aggregation Model
Sets

J : Setof customers,where J ={1,...103
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Indices

i ,j :Indices for customers andlJ where J ={1....103
Parameters

p : Number of aggregate demand points

d : Covering distance

t, ; : Time distance between customend;

_ [1if thedistancenetweencustomeii and j issmaller trancoveringdistance(t; ; < d)
) 0 Otherwise

w; : Average workload hours of customer

Decision Variables

_ |1 if customer isassignedo aggregatelemandooint |
"I "]o  Otherwise

_ |1if customerj ischosenasaggregatelemandooint
7] 0 Otherwise

¢ : Maximum difference between workload of aggregdéanand points and

average workload

Objective Function

Min & ©)

Subject to

> x, =1 forOi @
j

X, <a  forOi, ] )
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Dy =p ©)

x.; <y, for i, j 4
W

me W, < ip +¢g  for Oj ®)

£20 (6)

x.;.y; 0{0.4} for Oi, j )

In this model, objective function (0) minimizes nmaxm difference between

workload of aggregate demand point and averageloantk

Constraint set (1) ensures that all the customezsaasigned to an aggregate
demand point. Constraint set (2) provides thatsiaruer can only be assigned to
an aggregate demand point covering it, i.e. théadce in time between the
aggregate demand point and the customer is snth#iergiven covering distance
d. The number of aggregate demand points is givem@aameter. So constraint
set (3) assures this statement. Constraint seer{dlires that every aggregate
demand point is assigned to itself. Constraint(Sgtis used to find€ value.

Constraint sets (6) and (7) are non-negativity lsindry constraints.

After we find the aggregate demand points and whigttomers that are assigned
to those aggregate demand points, we use the farbelbw to find the demand
of each aggregate demand point regarding the ttamek within each aggregate

demand point.
W =%, 0w+, V) for O]

where

29



w?gg: Total demand of aggregate demand ppregarding travel times within
t, ;- Time distance between customand aggregate demand point

v, : Average number of visits to customer

This problem is solved for different values dfand p. The solution of this
problem will be chosen by the decision maker,$&rvice Company. Then it will
be used as an input for clustering problem by theision maker considering

workload difference between aggregated customefsand covering distance

(d).

3.1.2 Experimental Results for Aggregation

We solve the model for different combinations ofntner of aggregation points
(p) and covering distancel)(to obtain the minimum workload difference between

aggregated customers ).

In our calculations, we consider 103 customershi@ Netherlands. As it is
mentioned that the workloads of customers in theesaity are combined and
customers in the same city are assumed to be @terger. In Figure 5, each pin

represents a customer in the Netherlands.

In our model, our aim is to build aggregate demaedters with balanced
workload. We try to achieve this by minimizing dpai value which is the

maximum difference between workload of aggregateatel points and average
workload. Number of aggregate demand points anérooy distance in time are
the parameters for the model. We solve the modetlifeerent parameter values

and keep track of the epsilon value to retrievebihgt aggregate demand points.

The changes of notation according to different coxggedistances, 0.2, 0.25, 0.3,
0.4, 0.5 and 0.6 hours are shown in Figures 3.2t Aan be seen in Figure 3.2,
when we increase the number of aggregate demamdspave first see rapid
decrease and a steady increase in epsilon. The ilnkcate the results that the
problem is feasible for that covering distance. égected, feasible region is

smaller in smaller covering distance.
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Epsilon vs # of ADPs with different Covering Distances (d)

——d=0.6
—%—d=0.5
- d=0.4

d=0.3
—=—d=0.25
——d=0.2

AAAAAAAAAAAAAA

Epsilon

XD PRSP ORPRIPLRIFEROCRI PSPPI P

% 2

Number of Aggregate Demand Points (ADPs)

Figure 3.2: Epsilon vs. Number of Aggregate Deman®oints (ADPs) with

Different Covering Distance

The summary of the results are shown in Table Mifiimum epsilon values are
shown in bold. These values are assumed to beobgsitive function values for

that covering distance.

In Figure 3.3, these best combinations are showrm igraph. For the best
combinations; it can be seen thatddacreases, epsilon and number of aggregate

demand points decrease.
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Table 3.1: Epsilon Values for Different Number of Aygregate Demand
Points (ADP) and Covering Distancel

Covering distance
in hours €)

0.2 ADP no §) 86 87 88 89 90 91 92

&£ Infeasible| 1594.365 | 1597.229 1600.286 1602.766 1605.443 1608.626
0.5 ADPnof)| 69 70 71 72 73 74 75

£ Infeasible| 2270.655 1850.119 1541.856 | 1546.283 1550.875 1554.384
03 ADPno )| 55 56 57 58 59 60 61

£ Infeasible| 2210.425 1484.575 1468.345 | 1474.752 1480.947 1486.938
04 ADPno )| 34 35 36 37 38 39 40

&£ Infeasible| 1421.832 1237.308 | 1253.77| 1269.3661284.161 1298.218
05 ADP no () 18 19 20 21 22 23 24

&£ Infeasible| 1166.686 795.6075 | 802.2384 849.7005 893.3546 932.7592
06 ADP no () 12 13 14 15 16 17 18

£ Infeasible| 677.9892 494.9149 384.5717 | 475.9363 556.5521 628.2106

Epsilon value Vs.
Different Combinations of # of Aggregate Demand Points and
Covering Durations
1800 d=0.2 p=87
1600 -
1400 *%1=0.25 p=72, d=0.3 p=58
1200 + 0=0.4 p=36
S 1000 —
u% 800 ,4=05p=20
600
400 ,4=0.6p=15
200
0 ‘ ‘ ‘ ‘ ‘ ‘
0 1 2 3 4 5 6 7
# of Aggregate Demand Points and Covering Duration Combinations

Figure 3.3: Epsilon vs. Different combinations of Nmber of Aggregate

Demand Points and Covering Durations.
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It is mentioned by Francis et al. (2000) that thexeno agreed-upon way to
measure aggregation error. Thus, we calculate thedian values for

disaggregated data and aggregated data for ditfpr@mdd combinations.

First, we calculate the median point for disaggregalata. Then we find all the
median points for the best combinations in Figu& &inally, we calculate the
Euclidean distance between the median of best gmtibns and median of
disaggregated data to compare each other. We beed talues to have an idea
upon the aggregation error. In Figure 3.4, theed#hces of the medians are
shown. As supposed, aggregation error increases Wienumber of aggregate

demand pointsp] increases.

Distance between dissaggregate median and aggregate
median
5
d=0.5
4,5

' ® p=20

4 p
~ 3,5
€
< 34
825
3
g 2
8 15

1 ®d=025 *® d=03 ,0d=04 d=0.6

05 d=0.2 p=72 p=58 p=36 ¢ p=15
: * p=87
O T T T T T T
0 1 2 3 4 5 6 7
Different Coverage distances

Figure 3.4: Distance between disaggregate median@aggregate median

Figure 3.4 shows that there is no relationship betwthe median values. All of
the values are near to each other except 0.5 hbourhis case, we choose to

continue to clustering problem with the pair gnd 15 andd = 0.6.
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In order to get more stable results in clusterimgbfem, we duplicate the
aggregate demand points. We divide the workloadsaisrage workload and

duplicate some of the aggregate demand pointsdierdo balance the workloads.

Finally, we have 26 customers to continue with tetieg problem.

3.2 Clustering Problem

In clustering problem, we try to build customerstlrs. The Service Company
works in customer clusters and there are no basgitms for these clusters; the
field engineers serve customers from their houdé®w houses of the field

engineers are not known before strategic levelsigts are made so we use two

different models with different assumptions to mode

In the first model, the worst case, we assumedhdlhe customers in a cluster are
served from the furthermost customer in that cludie the second model, we
assume that there is a virtual cluster center ah eduster and all the customers

are served from there.
The basic assumptions employed in modeling arelbsis:
» All FEs are assumed to be trained in every possiile

* There is a fixed cost including the transportatioosts for each field
engineer. So, total number of field engineers deitegs the cost. Thus, our
objective isto minimize total number of engineets.should be noted that
while calculating the total number of field engirggeexpected transportation

time is considered as well as the expected workload
* At most 10 clusters can be formed.

* In order to obtain more efficient results, uppeud for the maximum time
distance between customers in the cluster is addethe model. The
customers that are farther than the specified uppend are forced to be in

different clusters.
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* Yearly capacity of a field engineers is assumedb® 2080 hours.
(260daysl 8 hourgday=2080hours)

3.2.1Model 1

In Model 1, it is assumed that each customer iseskfrom the furthermost

customer in the cluster according to its average mumber.
Sets

J': Setof aggregateustomers,where J'={1,...,26}

K :Setfor clusternumbers,whereK =1,..,p

Indices

i, j : Indices for customers arid j 0 J" whereJ’ ={l...,26}
k : Index for clusters and 0 K whereK =1,..,p
Parameters

p: Number of clusters

w.:  Workload of customeir
t .. Time spent traveling from custometo customey

W: Total yearly available working hours of a FE
v.:  Average number of visits for customer
Decision Variables

_ |1 if customerisassignedo clusterk
"0 Otherwise

S.:  Number of FE in clustes

t':  Maximum distance from custometo another customer in cluster
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Objective Function

p

Minz Sy 0-1
k=1

Subject to

p

D> %, =1 fordi 1-1)

k=L

the 2 (X, +x;, ~DO; fordi, j.k (2-1)

Z(\Ni O+t B/i)

S = W for Ok (3-2)
X+ X, <1 forOi, j,kwherep>1and t;; > 25hrs 4-1
St = 0ands, [k integer 6-1
x . 0{0,4 6-1)

Objective function is described in (0-1) as minimg total number of field

engineers. Constraint set (1-1) provides that eamcstomer is assigned to a
cluster. Constraint set (2-1) provides that if oostri and customey are in the

same cluster the distance between them is couotidrwise the right hand side
becomes “0”. The expression on left hand side vaube maximum time spent
while going to another customer from customeConstraint (3-1) calculates the
workload for each cluster regarding the worst caeation assumption and
provides number of field engineers for each clusWe assume that. Thus,
Constraint (4-1) ensures that the customers whale ta time distance greater
than or equal to 2.5 hours with each other canretirb the same cluster.

Constraint (5-1) and (6-1) are non-negativity amakby constraints.
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3.2.2 Model 2

In this model, one of the customers is chosen tdhieecluster center and the
customers are assumed to be served from that closteer according to their

expected number of visits.

Sets

J': Setof aggregateustomers,where J'=1,...,26

K :Setfor clusternumbers,whereK =1,..,p

Indices

i, j : Indices for customers arid j0J whereJ =1,...26
k : Index for clusters and DK where K =1,..,p
Parameters

p: Number of clusters

w.:  Workload of customer
t .- Time spent traveling from custometo customey

W:  Total yearly available working hours of a FE
v,:  Average number of visits for custonier
Decision Variables

S.:  Number of FEs in clustds

_ |1 if customerisassignedo clusterk
" |0 Otherwise

_ |1 if customer is clustercenterof clusterk
" 1o Otherwise
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d . Time spent traveling from cluster center to costoi if customeri is in

clusterk

Objective Function

Min)’ s, 0-2
k
Subject to
P
> x, =1 forOi -2
P
Y ¢y, =1 forOk (2-2)
¢, <1 forOi B-2
k
Cyx—X,<0 forOik (4-2)
d, 2> (c, +x, ~1)v, &, forOik (5-2)
j

S, 2— W for Ok 6-2)
X+ X <1 forOi, j,k wheret, ; > 25hrs (7-2)
d,,,s, 20 forUi,k ands,k integer 8-2)
% 1,6 0{0,1 ©9-2)

Objective function (0-2), Constraint sets (1-2) a(W2) are the same for
Objective function for Model 1 (0-1), Constraintsél-1) and (4-1), respectively.
Constraint set (2-2) provides that each clusterehakuster center. Constraint set
(3-2) assures that each customer can be a clustégrcat most once. Constraint
set (4-2) assures that a customer can be a clesteer if it is assigned to that
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cluster. Time spent traveling from cluster centectistomei if customer i is in
cluster k is found by Constraint sets (5-2) an@)@alculate the demand of each
cluster and determines the field engineer numbesr should be assigned to that

cluster. Constraint sets (8-2) and (9-2) are nayatieity and binary constraints.

The model is solved by CPLEX 10.1. CPLEX is rundbmost 18000 seconds (5
hours). The computer that is used for the calauhatihas Intel Core2 Duo 2.00
GHz, 3 GB RAM. Table 3.2 shows the CPU times ardtike gaps for each
model and each cluster number under Scenario 12arld Scenario 1, total
workload is assumed to be average workload wheire&cenario 2 the total
workload is decreased by 10%. It should be noted wWe run the models for
more than two days, and we could not find the ogtisolution for 5, 6, 7, 8, 9

and 10 clusters.

It is significant to find the total number of fiekhgineers for each cluster and to
show the service clusters however fine tuning efgblutions for service clusters
can be defined by the Service Company later. Soaiweto find a near optimal

solution where we compare the results.
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Table 3.2: CPU Times and Relative Gaps for Scenariband 2

Scenario 1 Scenario 2
Model No| Number of Cluster CPU Time Relative Gt CPU Time Relative Gar
(Seconds (Seconds

1 Cluster 0.03 0% 0 0%

2 Clusters 0.17 0% 0.39 0%

3 Clusters 20.92 0% 1.93 0%

4 Clusters 45.99 0% 246.12 0%
Model 1 |5 Clusters 18000 12.23 1800(¢ 10.12%

6 Clusters 18000 14.03% 1800( 15.66%

7 Clusters 18000 16.32% 1800( 17.56%

8 Clusters 18000 16.34% 1800( 17.13%

9 Clusters 18000 16.72% 1800( 18.07%

10 Clusters 18000 17.05% 1800( 16.32%

1 Cluster 0.03 0% 0 0%

2 Clusters 0.23 0% 0.05 0%

3 Clusters 0.84 0% 19.73 0%

4 Clusters 22.13 0% 70.67 0%
Model 2 |5 Clusters 18000 9.95% 1800(¢ 7.35%

6 Clusters 18000 10.02% 1800( 8.45%

7 Clusters 18000 10.07% 1800( 8.97%

8 Clusters 18000 10.12% 1800( 8.76%

9 Clusters 18000 11.16% 1800( 9.08%

10 Clusters 18000 11.45% 1800( 9.10%

Apart from the number of field engineers, utilipatiof the field engineers and
total travel times are other performance meas#@seach model and number of
cluster, these performance measures are calculAtedage utilizations, travel

time percentages, average travel times per clastecalculated as follows:

Total Travel Time + Total Maintenane Workload
Yearly Capacity
of aField Engineer

Averageutilization =

Numberof Field EngineeriE

TravelTime Percentager( _ :
Total Travel Time + Total Maintenane Workload

Total Travel Time j

AverageTravel Time perCIuster:( Total TravelTime j
s

Numberof Cluster
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The summary of the results for Scenario 1 are showrable 3.3. In Figures 3.5,

3.6 and 3.7, the performance measures, total ttawel travel time percentage
and total number of field engineers, for Model # @wunder Scenario 1 and 2 are
depicted. As expected, total travel time decreaseshe number of clusters
increases. In addition, average travel time pestehy and travel time percentage
also decrease when number of clusters increasdmfbrof the models. Number
of field engineers shows a rapid decrease withiticeease in the number of
clusters. Afterwards, number of field engineersdmees steady with the increase
in the number of clusters. As expected, numbereadd fengineers for Model 1 is

greater than the number of field engineers in Maiebimilarly, the results for

Scenario 2 are shown in Table 3.4.

The results show that total travel time decreaskemthe number of clusters
decreases. Numbers of field engineers requirethareame when the number of
clusters is greater than 3. We can have an insigbut the general behavior of
the system however we should keep in mind thahallengineers are assumed to
be trained in every product category and the sstagh@ehavior of the system is
not taken into account. In addition, the resultdhef mixed integer models are
found with a relative gap from the optimum valuésnsidering all of these facts,
we build a simulation model to compare these clasteore detailed and observe
the performance measures such as waiting timesabfitemances and average

time that a maintenance task spends in system.
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Total Travel Time (hrs) vs. # of Clusters
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Figure 3.5: Total Travel Time vs Number of Clustersfor Each Model and

Scenario
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Table 3.3: Results for Clustering Models For Scenao 1.

MODEL 1

Number of Clusters 1 2 3 4 5 6 7 8 9 10
Average Utilization 100.0099100.00%| 100.00%| 100.00%| 100.00%)| 100.00%| 100.00%| 100.00%| 100.00%]| 100.00%
Travel Time Percentag86.8% 28.9% 24.2% 24.2% 24.2% 24.29 18.8% 18.8%0 8%8. | 18.8%
Total Travel Time 13784.39624.39 | 7544.39] 7544.39 7544.39 754439 5464.39 4.8386| 5464.39| 5464.39
Average Travel

Time per Cluster 13784.394812.19 | 2514.79] 1886.09 1508.87 1257/39 780.62 0883 607.15 | 546.43
Total Number of FE 18 16 15 15 15 15 14 14 14 14
MODEL 2

Number of Clusters 1 2 3 4 5 6 7 8 9 10
Average Utilization 100.0% | 100.0% | 100.0% 100.0% 100.0% 100.0% 100.0%0.0%® | 100.0% | 100.0%
Travel Time Percentagéd8.8% 18.8% 12.5% 12.5% 12.5% 12.59 12.5% 12.5%6 5%2.| 12.5%
Total Travel Time 5464.395464.392 3384.397 3384.392 3384.392 3384.392 3384.397 3384.392 3384.392 3384.397
Average Travel

Time per Cluster 5464.392 2732.196 1128.131 846.0981 676.8785 564.0654 483.4846G 423.049 | 376.0436338.4397
Total Number of FE 14 14 13 13 13 13 13 13 13 13
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Table 3.4: Results for Clustering Models For Scerio 2.

MODEL 1

Number of Clusters 1 2 3 4 5 6 7 8 9 10
Average Utilization 100.00%100.00%| 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
Travel Time Percentag@4.2% 30.5% 26.4% | 21.8%| 21.8% 21.8% 16.6% 16.6% 6%6.| 16.6%
Total Travel Time 13498.8311418.83 9338.83| 7258.83 7258.83 7258.83 517883 5178.838.837 5178.83
Average Travel

Time per Cluster 13498.835709.42 | 3112.94 1814.71 1451.Yy7 1209(81 739,83 3647.575.43 | 517.88
Total Number of FE 19 18 17 16 16 16 15 15 15 15
MODEL 2

Number of Clusters 1 2 3 4 5 6 7 8 9 10
Average Utilization 100.0% | 100.0%| 100.0% 100.0% 100.0% 100.0% 100J0%0.0%® | 100.0% | 100.0%
Travel Time Percentagd6.6% 16.6% 10.6% | 10.6%| 10.69% 10.6% 10.6% 10.6% 6%90.| 10.6%
Total Travel Time 5178.83 5178.88 3098.83 30988898383 | 3098.83 3098.88 3098.83 309883 3098.83
Average Travel

Time per Cluster 5178.83 2589.42 1032/94 774.f1 .7G19 516.47 | 442.69| 387.35 344.31 309.88
Total Number of FE 15 15 14 14 14 14 14 14 14 14




Total # of FE vs. # of Clusters
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Figure 3.6: Total Number of FE vs Number of Clustes for Each Model and

Scenario
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3.3 Simulation Model

We construct a simulation model in ARENA in orderanalyze the results more
realistically and find out more about the servieeel; waiting times and response
times for preventive and corrective maintenancasMIP, we find the results
under deterministic demand and can only obsena mtmber of field engineers
and travel time as performance measures. In realthe demand for corrective
maintenance is stochastic and we need to analyzécselevel performance
measures such as waiting time of customers, resptime and total time in

system. Thus, simulation is the appropriate to@lrtalyze the system.

In our simulation model, our focus is preventive im@nances (PM) and
corrective maintenances (CM). We design the systerthat a CM can preempt
PM. Number of preemptions that a PM is preemptealde recorded as well as
travel times and repair times for each maintenayye. Utilization of FE, waiting
times of maintenances in queues and total timeatmaaintenance order spends in
the system are also recorded. Repair times of CiVPa, arrival of CM and PM,
travel times in the clusters are random variabigbé model. In MIP, we find the
customer clusters; so, according to the numbersitvand time distance between

customers we find random distributions for travelet
The flowchart that describes the simulation madel be seen in Figure 3.8.

After a PM or CM is created with exponential distriions with lambda 2.2 and

3.4 respectively, and travel time and repair tirmeassigned according to the
relevant distributions. Model 1 and Model 2 diffeanghe sense of assumption for
travel times. As it was mentioned, Model 1 assuthas each customer is served
from the furthest customer for each cluster wheMasdel 2 assumes that each
customer is served from the cluster center. Sotrineel time distributions are

different for each model type and each cluster.gemh cluster, workloads of the
cluster regardless of travel time are known. Theseloads ratios are assumed
to be probabilities that a PM or CM is in that ¢&rs So, after the assignment of
travel and repair times, the maintenance is asdigoea cluster and sent to the

PM or CM queue of that cluster. Every cluster has gjueues: PM and CM
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queue. It should be noted that in PM queue, a teaamce which has a lower

arrival time has more priority, i.e. FIFO.

After an activity starts, FE travels to the custoraed does the maintenance. So
in the model, there is a delay of travel and maiatee after the queues. CMs
preempt PMs and how many times that a PM is presinist kept track. After
preemption, PM is sent to PM-queue again. Alsa, HM is preempted, the field
engineer has to delay for the travel time, but Ae continue the maintenance
later. After maintenance activity is finished, timaintenance entity is disposed

from the system.

For each cluster, a different model is construateatder to analyze the dynamics

of each cluster independently.

3.3.1 Parameter Estimation
The parameters and how they are derived are listdlowing:
* Arrival rate

Arrival rates for CM and PM are derived from 4-y@data (2004-2008). For PM
and CM, the probability distribution is found to &eponential with lambda 2.25
and 3.40 hrs, respectively.

* Repair time

Repair times for CM and PM are also derived froyedss data (2004-2008).
Repair time distributions for CM and PM are showTable 3.5.

Table 3.5: Repair time distributions

Maintenance Type| Repair time distribution
PM 20.5 + 3 * BETA(1.18, 0.921)
CM 3.5+ 2* BETA(1.06, 0.967

* Travel time

Travel time distributions are found from MIP sobrts. Different distributions are

derived for each model and for each cluster.
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Figure 3.8: Flowchart of Simulation Model for Strategic Level
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* Cluster workload percentages

Cluster workload percentages are also derived fifd solutions. Different
workloads are incurred for each model and for ehaster solution.

3.3.2 Modules in Simulation Model

In this part, each module of the simulation modaliscussed in detail. Examples

given are for one cluster case.

3.3.2.1Preventive Maintenance

Preventive maintenance module is shown in Figur@. First, preventive
maintenances are created exponentially. It is fabatltime between arrivals for
preventive maintenance is distributed exponentialith lambda value of 2.25
hours. After that the maintenances are countedddfication. After they arrive
in the system, travel time, repair time and typesassigned. If there is more than
1 cluster, there is a branch block before assighm&hich distributes
maintenances to different clusters with a probghihat is found according to the
workloads of clusters. Travel time distributioruisique for each cluster and each
model, so that before running the simulation mddeleach MIP solution, we
make sure that right assignment block is activegaitetime distribution differs
for preventive and corrective maintenance. Finallge value is assigned to show
that these maintenances are preventive maintenadeerwards, the

maintenances go to the PM-queue.
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Figure 3.9: Preventive Maintenance Module

3.3.2.2Corrective Maintenance

Corrective maintenance module is shown in Figul€.3.The flow is similar to

the preventive maintenance. First, corrective nemabces are created
exponentially. Time between arrivals for correctivaintenance is distributed
exponentially with lambda value of 3.40 hours. Aftards, travel time, repair

time and type are assigned. Repair time is smtiken preventive maintenance.

Finally, the maintenances go to the PM-queue.

Create

Model 1 (max distange

Assign

A 4

Travel time, Repair time, Type

Model 2 (cluster center)

Create

Travel time, Repair time, Type

CM
Queue

Figure 3.10: Corrective Maintenance Module
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3.3.2.3Preemption Module

Preemption module is shown in Figure 3.11. Afteeups PMs are seized with
First-In-First-Out rule if there is a field enging€&E) available. However, when a
CM is in the queue, FE should leave the PM actigityl do the CM. So, CMs
preempt PMs. It should be noted that if a PM iseprpted, FE have to travel to
the PM location again; whereas, he/she can continitiethe repair. When a PM
is preempted, how many times that it is preempsealso counted. As it will be
further analyzed, in order to satisfy the finitemher of tally blocks, preemptions
are counted up to “5”. All other values those aiggér than “5” are assumed to

be “6”. Afterwards, they are sent to PM-Queue.

When a PM is served, the time between preemptioe &ind served time is also

recorded by tally block to give insights about sieevice level for PMs.

Assign .| Branch Assign .| Count

A 4

Preemption If Preemtion<5 Preemption

If Preemtion>=5

PM Seize N Branch N Tally
Queue

FE Preemption
If Preemtion=0

If Preemtion>0

CM Preempt
Queue

FE

Figure 3.11: Preemption Module
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3.3.2.4Service Module

Service module is shown in Figure 3.12. After a @Mempts a PM or a PM is
served, first FE travels to the service locatiofl.figld engineers are assumed to
know every skill for this hierarchical level. Trdvéme for PM and CM is
recorded. After the travel, he/she starts to reppair times for PM and CM is
also recorded. After the service, total time intsgsfor each maintenance type is

calculated and the maintenances leave the system.

Delay .| Delay Release .| Dispose

A
Y
A

Travel time Repair time FE

Figure 3.12: Service Module

3.3.3 Performance Measures

In order to understand the results of clusteringbf@m and able to see the
differences between the results more detailed, eterchine performance criterion

to compare each alternative.

* Service level

For CM, it is important that the maintenance atfivé done as quickly as
possible, so total time in the system, total time¢hie CM-queue are indicators of
service level. For PM, customer satisfaction desgdaf preventive maintenance
is postponed or preempted. Total time in the systachwaiting time in the queue

is also important for PM.
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* Travel time

Total travel time and travel time spent for eadlstdr is kept track so that

each clustering can be compared.

* Resource utilization

Resource utilization is also important for us. Wentvto balance the

utilization for each cluster.

3.3.4 Warm-Up Period

The first step in a simulation model is to detemnthe time the system reaches
steady state; i.e. the warm-up period. In ordatetermine the warm up period, 1
replication with length 5000 working hrs is madee Wse the time in system
values to conclude in the warm-up period for eadhnmintenance type.
According to the “cumulative” graphs, for time igs¢em PM values and CM
values, truncation points are 400 and 300 hrs otispedy. So warm-up period is

determined as 400 hrs for all Models.

3.3.5 Replication Length and Replication Number

Replication length is chosen as 1 year of availaldeking hours.

In order to determine the replication number, wstfiind half width and relative
precision. For instance, at first we have done @iaation with 2080 hours
replication length with the determined warm-up pdriWe use time in system
values for CM and PM to find the number of replicas. For both of the values,

replication number is found and biggest one is used

As an example calculation is shown for time in sgstvalue for CM for Model 1
and cluster 1. We run the model with 1 replicatom we obtain the half-width

and relative precision as follows.

Half-width (h) h = 0.17027

Relative precisionHalf-width /p = 0.03478
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If we want a relative precision of 0.02, which lietcommon relative precision,

we need to find the replication number from thdofwing formula:

n” :\_n idh + hD)2J+1

As we have n = 1 and h = 0.17027, the optimal cafittn number () turns out
to be 4.

Numbers of replications for different models arewh in Table 3.6.

Table 3.6: Number of Replications for Different Nunber of Clusters and
Models

Cluster Number of Replications
no Model 1 Model 2
1 4 7
2 4 9
3 15 16
4 5 7
5 10 8
6 5 8
7 7 10
8 12 11
9 15 17
10 8 12

3.3.6 Verification and Validation of the Simulation Model

Verification and validation of the simulation moda& conducted for each
clustering model and each number of clusters. Exawgrification is conducted

for 1 cluster and model 1.

For verification, we run the model without warm-period with a replication of

2080 hours. We expect that in the end we observédlance equation:

PM N CM ) _ PM N CM N PMin N CMin N PMandCM
Create Create Disposed/ | Disposed | Queue/ {Queue in Service
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In Table 3.7, the observations and final valueghi@ system are shown. The

balance equation holds.

For validation, we run the model with 400 hours mvarp period for 100
replications. Number of replications is chosen&d'100”, which is a big number,

so that we can obtain retrieve more reliable averadues.

Table 3.7: Example Verification of the Simulation Mbdel for 1 Cluster and
Model 1

PM Created Cr%lzlte q|PMdisposed . scplglsed ghﬂelSe gtﬂell:]e P,nM ggs,ifgﬂ
956 639 947 638 0 0 10
1595 1585 0 10
1595 1595

We consider the created PM and CM entities. Instheulation model, average of
100 observations for created PM and CM are 7428 485.69, respectively.
When we analyze the four years data that is celtbftom the company, we see
that average numbers of PM and CM are 784.25 arid When they are
compared, we see that the values are 4.17% smalieb&8% larger than the
average values of PM and CM, respectively. If walyre the observations in
more detail, we observe that the observations arenally distributed and the

average values of PM and CM observed is in the 9&8fidence interval.

3.3.7Results of the Simulation Model

Results of simulation model for 1-5 clusters unfleenario 1 are shown in Table
3.8. The results are compared to the clusteringleno results. It can be seen that
the service level decreases. Service level camblyzed by the waiting times of
CM and PM. We can clearly state that pooling thmaeds and obtaining one
cluster can be better for service level. That'saose the Netherlands is a small
country where the farthest points are 3 hours avwever, field engineer
number decreases and becomes steady after 3 osiérs| for model 1 and 2,

respectively.
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At this point service level is the basic indicator our decisions. According to

the service contracts with the customers, neamuypti decision can be made.

For instance, average waiting time for PM is aroandieek for 4 clusters for
model 2. Average waiting time for CM is 2.5 hourglanaximum waiting time is
6 hours. We can say that CMs are served in the staynel week tardiness for

PM can also be tolerable if it is in the same month
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Table 3.8: Simulation Results

MODEL 1

Clustering | Simulation | Clustering | Simulation | Clustering | Simulation | Clustering | Simulation | Clustering | Simulation
Number of Clusters 1 1 2 2 3 3 4 4 5 5
Average Utilization 100% 89.4% 100% 88.0% 100% 87.4| 100% 86.7% 100% 86.4%
Travel Time Percentage 36.8% 31.29 28.9% 26.5P0 %4.2 27.3% 24.2% 27.5% 24.2% 28.2%
Total Number of FE 18 18 16 16 15 15 15 15 15 15
Waiting time in Queue PM (hrs) 11.2 30.02 46.6% 69.2 69.54
Waiting time in Queue CM (hrs) 1.17 2.37 2.95 343 2.88
Max waiting time in Queue CM (hrs) 3.5 4.85 6.24 6.88 5.26

MODEL 2

Clustering | Simulation | Clustering | Simulation | Clustering | Simulation | Clustering | Simulation | Clustering | Simulation
Cluster number 1 1 2 2 3 3 4 4 5 5
Average Utilization 100% 91.1% 100% 83.8% 100% 82.5| 100% 84.9% 100% 86.4%
Travel Time Percentage 18.8% 26.09 18.8% 13.8% %2.5 15.4% 12.5% 17.8% 12.5% 25.7%
Total Number of FE 14 14 14 14 13 13 13 13 13 13
Waiting time in Queue PM (hrs) 17.8 20.05 52.9% 34.52 84.93
Waiting time in Queue CM (hrs) 1.48 1.8 1.79 1. 5.9
Max waiting time in Queue CM (hrs) 3.47 5.28 5.2 6.22 10.08




CHAPTER 4

TACTICAL LEVEL DECISIONS

In tactical level, our concern is to find the apgprate training plan for the field
engineers for a quarter. First, we build a mixedger linear programming model
and use expected values for corrective maintenaRecegentive maintenances for
each quarter are known before. After retrievingiitssof linear model, we further
analyze the training plan via simulation. The siatioin gives us information

about the response times, i.e. service level fon @aoduct type.

4.1 Mixed Integer Linear Programming Model

General assumptions of the model are as follows:

» Initial number of field engineers and their initsltill levels are assumed to

be known.
» Trainings take 3 days on the average

* Planning horizon is determined to be 90 days. énrttodel, each period is 3

days. So, the model is solved for 30 periods.
* For each day, a field engineer can serve one PM®@CMSs.

» PM is assumed to be known in the beginning of tla&mpng horizon. For

CM, expected values are used.

* It is mentioned that there are 7 categories forhemmintenance type;
Anesthesia Monitoring, Anesthesia LSS, Bedside Nboimg, Cardiac

Monitoring, Cardiac Testing, Infant Care Certificaitand Telemetry.

» Corrective Maintenance of Anesthesia Monitoring (NKGategory 2) and
Telemetry (TM-Category 7) equipments are moreaaitthan others. When
we assume that there is a ranking of the assigrangnt Very important, ...,
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1 = Not important, the rankings of the situationseg by the Service
Company are shown in Table 4.1. Thus, accordinfpese weights, we use

50, 30, 40 and 30 as cost values, respectively.

Table 4.1: Rankings of different situations

Description Rank
Not Filling Critical CM demand at the same timeipdr 5
Not Filling Non-Critical CM demand at the same tiperiod| 3
Not Filling PM demand at the same time period 4
Not Training 3

4.1.1Model Formulation

Sets

T :Setof timeperiods, whereT =1,...30

M :Setof maintenanetypes, where M = 1,2(1for PM, 2for CM)
C :Setof maintenanecategories whereC =1,...,7

| :Setof field engineers,where | =1,...,F

Indices

t : Index for periods andT

m : Index for maintenance types ami M

¢ : Index for maintenance categories aridC

i : Index for field engineers and] |

Parameters

d....: Number of maintenance tasks of typef product categorg in periodt

tra

c™: Cost of training
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C Cost of not serving a maintenance task of tyysnd product categoxy

m,c:
Decision Variables

n_..: Number of maintenance tasks of typef product categorg in periodt in

m,c,t *

the system

X : Number of maintenance tasks that is assignedeto ¢f type m product

i,mct "

categoryc in periodt

i,ct

_ |1if engineei isassignedo a trainingin categorycat timet
0 Otherwise

_ |1if engineei hasaskill in categoryc at timet
't 71 0 Otherwise

Objective Function

Minimize ZZZ(ym,t " +n, m:m,c,t) ©
m C t

Subject to

Mot = 2 Ximee + Omee = Mpowsa  TOr DMt @

Vi,c,t + yi,c,t = Vi,c,t+1 for |:|i,C,'[ (2)

ZEES_ZXi,Lc,tJZZXi,z,c,t for Oi,t (3)
3EE1-Zyi,c,tj22xw for Oi,t @)

estﬁl—z:ym]zmet for Oi,t (5)
D Vi <1 for Oit (6)

yi,c,t +Vi,c,t <1 for Di,C,t (7)
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X <6Ly,. forOi,mct 8)

i,mct =

.. 0{0,3 for Oi,m,c,t o
Nt Ximetr Yier:Viee fOr Oi,m,c,t areinteger

n Xi,m,c,t 2 0’ yi,c,t’v

m,c,t?

Objective function (0) minimizes the overall casttihe planning horizon. Overall
cost consists of the cost of not serving a custoometime and training costs.
Constraint sets (1) and (2) are balance equatmmsumber of maintenance jobs
and skill levels, respectively. Constraint set éhsures the balance equation for
maintenance tasks. Constraint set (2) providesitlzafield engineer is assigned
to training of a category, he/she has skill in tbhategory in the next period.
Constraint sets (3) - (8) restrict assignmentseaifl fengineers. Constraint set (3)
ensures that each field engineer can be assigregdtost three PM or at most six
CMs for each period. It should be noted that eamtiod represents three days.
Constraint set (4) provides that each field engima® be assigned to training or
at most three PM for each period. Constraint sgtp(dvides that each field
engineer can be assigned to training or at mostClis for each period.
Constraint set (6) ensures that if a field engirisesissigned to training or not.
Constraint set (7) provides that if a field enginkas skill in a category, he/she
cannot be assigned to training. Constraint se¢ii8ures that a field engineer can

only be assigned to job if he/she has skill in #&tegory. We calculate the skill

level (v ) with “6” where “6” is the maximum number of assigents; a FE can

i,ct

be assigned to 2 CM tasks in each day makes td&dk& maximum. Constraint

sets (9) are non-negativity, binary and integeistramts.

The model is solved by CPLEX 10.1. CPLEX and thegoter is Intel Core2
Duo 2.00 GHz, 3 GB RAM. The solution time for th®lplem is observed as 1.40

seconds.

In tactical level decisions, it is assumed thatiahiskill levels of field engineers
are already known and training plan of the follogviquarter will be determined
according to those skill levels. For calculations, use a cluster that has totally 7

field engineers. The result of the model and ihgkill levels of field engineers
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are shown in Table 4.2. If FE has a skill for aegaty, it is shown “1” in that cell

in the table.
Table 4.2. Initial skills for Field Engineers
Product Categories

1 2 3 4 5 6 7
1 1
2 1 1
3 1 1

FE 4 1

5 1
6 1
7 1

The problem is solved for two different scenariosScenario 1, it is assumed to

be normal demands, whereas in Scenario 2, the demmamcreased by 10%.
The result shows that:
For Scenario 1, 4th field engineer should be thinehe 2nd skill in period 17.

For Scenario 2, 6th field engineer should be thinethe 7th skill in period 1.

4.2 Simulation Model

We design simulation in order to observe the effeftrandomness of the system
and have our final decision about the training pleat is proposed in our linear
programming model. The model is built accordingthe results of the linear

program that is discussed in previous chapter.

After maintenance job arrives in the system, regaire and type of the
maintenance is assigned. After that, category ef niaintenance is assigned
according to the probabilities of the categoriesclEtraining decision describes a
milestone for our simulation model. In our example, have only one training.
Maintenances are sent to field engineers who areetd in that training. So, the
combination of maintenances and field engineer ghamfter training. In tactical

level, travel time is not included. In addition, GMo not preempt PMs in tactical
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level. These assumptions are made as it is asstimaethere is enough number of

field engineers in that cluster

4.2.1 Parameter Estimation

The parameters and how they are derived are listeEdlowing:

+ Arrival rate and Repair time

As we use “hour” as our simulation base time uritig, probability distributions
for PM and CM are the same as we use in strat@giglation model, exponential
with lambda 2.25 and 3.40 hrs, respectively. Alrnedes are assumed to be the

same for analyzing the results for Scenario 1 asdl@ions.

Repair times are also the same as strategic lewalation model which is shown
in Table 3.5.

» Product category percentages

Product category percentages are derived from dsydta (2004-2008). The

category percentages are shown in Table 4.3.

Table 4.3: Product Categories and Probabilities

Product Category Probability
1| Anesthesia Certification LSS 38.5%
2 | Anesthesia Certification MON 26%
3| Bedside Monitoring Certification 9.1%
4| Cardiac Monitoring Certification 4.7%
5| Cardiac Testing Certification 12.9%
6 | Infant Care Certification 6.5%
7 | Telemetry Certification 2.3%

4.2.2 Modules in Simulation Model

In this part, the modules in the simulation model @escribes in detail.

4.2.2.1Preventive Maintenance and Corrective Maintenance Mdules
Preventive maintenance module is shown in Figure. #After preventive
maintenances are created exponentially, the maintes are counted for further
analysis. After they arrive in the system, repauret and type is assigned. After

that the category is assigned to the maintenanoesrding to the probabilities
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discussed in previous part. After that the mainteea are sent to field engineers

who are trained to serve that maintenance.

For each Category

Create Assign .| Branch Assign
(PM)
Repair time, Type With Category Category
percentages

Create N Assign
(CM) Assign
Repair time, Type

Category

Figure 4.1: Preventive and Corrective Maintenance Mdules

4.2.2.2Field Engineer Assignment Module

Field engineer assignment module is designed foh gaoblem differently. As
mentioned, for our case we have only one trainggjgion; so we have a simpler
version of distribution model as an example. Thatridiution module is shown in
Figure 4.2. After category is assigned, maintenanoeve to branches. Field
engineer assignment pattern changes accordingetskiti levels so that there
should be a branch for all skill matrices. In onample case, we have only one.
So we can divide our timeline into two, before aiftér the training. There is a
gueue for every field engineer. Field engineergmsaent module firstly satisfies
that each maintenance task is sent to the fielthemegthat has the skill to serve
that maintenance task. Among the field engineeas hlas the skill to serve that
task, it is sent to the queue that is availabléas least number of maintenances

that are waiting.
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For each Category For each Category

Branch Pick Q Pick Q

If TNOW<Training period

Else

For each Category

Pick Q Pick Q

Branch

If TNOW<Training period

Else

Figure 4.2.FE Assignment Module

4.2.2.3Service Module

As mentioned, every field engineer has a diffeqrr@ue and every field engineer
is describes as a different resource. After thenteaances are served, they leave

the system.

4.2.3 Performance Measures

We determine performance criterion similar to timein strategic level. In this

case we ignored the preemptions and travel time.
» Service level

For CM and PM total time in system and waiting timéhe queue determines

the service level. In every queue, CMs have psiorit

* Resource utilization

We want to balance the utilization of field engireeso utilization is also a

significant performance measure.

66



4.2.4 Warm-Up Period

In order to determine the warm up period, 1 refilicawith length 5000 working
hrs is made. According to the “cumulative” grapfisime in system for PM and
CM, truncation point is determined around 200 a®@ hrs respectively. So

warm-up period is determined as 200 hrs.

4.2.5 Replication Length and Replication Number

The replication length should be at least 3 tinteswarm-up period. For better
replication length that is more than 3 times themvap period that is 720 hrs

which is the total working hours in a quarter..

For determining the replication length, we firshdi half width and relative
precision as discussed in strategic level simulativodel. So, we find the

replication number for our example as 20.

4.2.6 Verification and Validation of the Simulation Model

Verification and validation of the simulation modé& conducted as it is

mentioned in strategic level simulation model.

For verification, we run the model without warm-period with a replication of

1000 hours. We expect that in the end we obsee/édlance equation:
PM N CM |\ _ PM . CM N Number N PMandCM
Create Create Disposed/ | Disposed |in Queueg in Service

In Table 4.4, the observations and final valueghie system are shown. The

balance equation holds.

Table 4.4: Example Verification of the Simulation Model

PM Createq cgrted PM disposed discplgsed NUQTEE;m PMs?gr(\j/iSéw "
190 190 188 188 2 2
380 276 2 2
380 380
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For validation, we run the model with 200 hours mvarp period for 100
replications. Number of replications is chosen&d'100”, which is a big number,

so that we can obtain more data to retrieve averalyes.

We consider the created PM and CM entities. Averaig@00 observations for
created PM and CM are 126.46 and 129.97, respéctidata we use according
to the expected values are 132 and 135 respectiWly observe that the
observations are normally distributed and the ayerealues of PM and CM

observed is in the 95% confidence interval.

4.2.7 Results of the Simulation Model

The results of the simulation for each performameasure are shown below:

» Response time

In Scenario 1, response time for CM and PM ares2ahd 9 hrs respectively. The
results show that system can response to any Clessthan half a day, which

would be a very quick. For PM, the result is alsod) Average response time is
9 hrs which is a little longer than one day (lagsumed that one day is 8 working

hours).

In Scenario 2, response time for CM and PM are @pprately 3.5 hrs and 6.5
hrs respectively. We observe that in Scenario hamse time for CM increases
whereas response time for PM decreases. The resualtg that the two scenarios
are similar to each other however; less response fior CM is always a plus for

the Service Company.

* Time in System

In Scenario 1, time in system values for CM and BM 6.71 and 16 hrs
respectively. The results show that CMs leave tystesn in a day which is
preferably for service level. Most of the contraate signed with the warranty
that the Service Company will serve in a day. Ageréme in system for PM is

16 hrs which is 2.5~3 days approximately.

In Scenario 2, time in system values for CM and & 5.5 hrs and 10.5 hrs

respectively. These results are both better thametbults of Scenario 1.
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* Resource Utilization

Utilization values for field engineers are shownTiable 4.5. The results show
that the utilization values for both Scenarios sireilar; we can see that the FEs
are underutilized. This shows that the Service Gomgran use less FE who are

cross trained to serve more product types by maintpa similar service level.

Table 4.5: Simulation Results for Resource Utilizabn

Utilization

FE Scenario 1Scenario 2
1 22% 20%

2 21% 18%

3 20% 17%

4 65% 58%

5 63% 52%

6 62% 70%

7 35% 32%
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CHAPTER 5

CONCLUSIONS AND FUTURE RESEARCH

In this thesis, we studied medical equipment maiwtee services of a service
company. We restrict our attention to field sersicé corrective and preventive

maintenance and workforce allocation.

First, we give information about the service compand discussed the problem
definition and solution approach. Afterwards, weegbrief information about the

related literature.

In Chapter 3, details of strategic level are givéirst, two mixed integer
programming models are presented. We build thosaletaoby different
assumptions. In the first model, we assume thahalkcustomers are served from
the furthermost demand point in the cluster. Ingbeond model, we assume that
the customers are served from a cluster centesrder to reduce computational
time, we aggregate the customers and form aggretdgteand points to solve
these models. The experimental results of theseelm@ie compared. The main
problem in this model is that computational timereases rapidly after 4 clusters.
All the results which we try to build more than ldsters have an average of 10%
relative gap and high computation time. These n®telp us to build compact
clusters, however we cannot have information akeutice level in detail. Thus,

we form a simulation model to analyze the clusters.

In Chapter 4, tactical level is discussed. In tadtlevel, aim is to build feasible
training program for field engineers. First, a naixateger programming model is
presented and the results are obtained for twerdift scenarios. Afterwards,

these two scenarios are compared to each other.

In this thesis, we build a DSS system for two mehnecal levels.
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In strategic level, we assume that all field engmeare multi-skilled for each

product type. As an extension, skill levels ar® alsnsidered.

The extensions of our study may include a DSS mysthich also analyzes
current situation. Also, a DSS system where theahihical levels are related to
each other can be build to make decisions mor¢ectta each other. In addition,
different solution approaches can also be consida this differs for each

company and for each field services.
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