
1



NANOCRYSTAL SILICON BASED VISIBLE LIGHT EMITTING PIN DIODES

A THESIS SUBMITTED TO
THE GRADUATE SCHOOL OF NATURAL AND APPLIED SCIENCES

OF
MIDDLE EAST TECHNICAL UNIVERSITY

BY

MUSTAFA ANUTGAN

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR

THE DEGREE OF DOCTOR OF PHILOSOPHY
IN

PHYSICS

DECEMBER 2010



Approval of the thesis:

NANOCRYSTAL SILICON BASED VISIBLE LIGHT EMITTING PIN DIODES

submitted by MUSTAFA ANUTGAN in partial fulfillment of the requirements for the degree
of Doctor of Philosophy in Physics Department, Middle East Technical University by,

Prof. Dr. Canan Özgen
Dean, Graduate School of Natural and Applied Sciences

Prof. Dr. Sinan Bilikmen
Head of Department, Physics

Prof. Dr. Bayram Katırcıoğlu
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ABSTRACT

NANOCRYSTAL SILICON BASED VISIBLE LIGHT EMITTING PIN DIODES

Anutgan, Mustafa

Ph.D., Department of Physics

Supervisor : Prof. Dr. Bayram Katırcıoğlu

December 2010, 135 pages

The production of low cost, large area display systems requires a light emitting material

compatible with the standard silicon (Si) based complementary metal oxide semiconductor

(CMOS) technology. The crystalline bulk Si is an indirect band semiconductor with very

poor optical properties. On the other hand, hydrogenated amorphous Si (a-Si:H) based wide

gap alloys exhibit strong visible photoluminescence (PL) at room temperature, owing to the

release of the momentum conservation law. Still, the electroluminescence (EL) intensity from

the diodes based on these alloys is weak due to the limitation of the current transport by the

localized states.

In the frame of this work, first, the luminescent properties of amorphous silicon nitride

(a-SiNx:H) thin films grown in a plasma enhanced chemical vapor deposition (PECVD) sys-

tem were analyzed with respect to the nitrogen content. Then, the doping efficiency of p- and

n-type hydrogenated nanocrystalline Si (nc-Si:H) films was optimized via adjusting the de-

position conditions. Next, the junction quality of these doped layers was checked and further

improved in a homojunction pin diode.

Heterojunction pin light emitting diodes (LEDs) were fabricated with a-SiNx:H as the

luminescent active layer. The EL efficiency of the fresh diodes was very low, as expected.
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As a solution, the diodes were electro-formed under high electric field leading to nanocrys-

tallization accompanied by a strong visible light emission from the whole diode area. The

current-voltage (I-V) and EL properties of these transformed diodes were investigated in de-

tail.

Keywords: hydrogenated amorphous silicon nitride, thin film pin LED, efficiency, forming

process, nanocrystallization
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ÖZ

NANOKRİSTAL SİLİSYUM TABANLI GÖRÜNÜR IŞIK YAYAN PİN DİYOTLAR

Anutgan, Mustafa

Doktora, Fizik Bölümü

Tez Yöneticisi : Prof. Dr. Bayram Katırcıoğlu

Aralık 2010, 135 sayfa

Geniş yüzeylerde düşük maliyetli gösterim sistemlerinin üretimi, standart silisyum (Si)

tabanlı tamlayıcı metal oksit yarıiletken (CMOS) teknolojisiyle uyumlu ışık yayan bir malze-

meyi gerektirmektedir. Dolaylı yasak enerjili bir yarıiletken olan kristal Si çok zayıf op-

tik özelliklere sahiptir. Hidrojenlenmiş amorf Si (a-Si:H) tabanlı geniş yasak enerji aralıklı

alaşımlar ise, momentum korunumunun esnemesi sayesinde, oda sıcaklığında görünür bölgede

güçlü foto-ışıma (PL) sergilerler. Ancak bu alaşımlar kullanılarak üretilen diyotların elektro-

ışıma (EL) şiddeti, akım yoğunluğunun, yerelleşmiş kusurlar tarafından sınırlandırılması ne-

deniyle yetersiz kalır.

Bu çalışma çerçevesinde, önce, plazma destekli kimyasal buhar biriktirme (PECVD) sis-

temi ile büyütülen amorf silisyum nitrür (a-SiNx:H) ince filmlerin ışıma özellikleri azot mik-

tarına göre analiz edildi. Sonra, üretim koşulları değiştirilerek p- ve n-tipi hidrojenlenmiş

nanokristal Si (nc-Si:H) filmlerin katkılanma verimliliği en uygun hale getirildi. Daha sonra

ise, bu katkılanmış tabakaların kalitesi türdeş eklem pin yapılar denetlenerek geliştirildi.

Türlü eklem pin ışık yayan yapılarda (LEDs), ışıyan etkin tabaka olarak a-SiNx:H kul-

lanıldı. Taze diyotların EL verimliliği beklendiği gibi çok düşüktü. Çözüm olarak, üretilen

diyotların etkin tabakası, yüksek elektrik alan altında, yer yer nano-kristal Si oluşumuna
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uğratılarak, tüm diyot yüzeyinden güçlü görünür ışıma elde edilmiştir. Bu dönüşmüş yapının

akım-voltaj (I-V) ve EL özellikleri ayrıntılı incelenmiştir.

Anahtar Kelimeler: hidrojenlenmiş amorf silisyum nitrür, ince film pin LED, verimlilik,

oluşum süreci, nanokristalizasyon
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CHAPTER 1

INTRODUCTION

1.1 Review on light sources

The yearly global electricity consumption is about 30 trillion kWh, 21% of which is consumed

for lighting [1–3]. Accordingly, 1% improvement of the luminous efficiency would save up

to $2 billions per year. The efficiencies of incandescence and fluorescence are not likely to be

improved as the physical principles under these phenomena have already been exhausted [1].

For instance, the incandescence from a light bulb is based on the blackbody radiation of an

electrically heated tungsten wire in the visible wavelengths. Contrary to the main purpose of

lighting, most of the electrical energy supplied to the bulb is given out as heat. Light bulbs

are still commercially available, however, they are no more the devices of choice due to their

inefficient power consumption. As for a fluorescent lamp, low pressure mercury gas emits UV

light via electrical excitations. The UV light is incident on the internal surface of the lamp

covered with a phosphorus layer. The photoluminescence (PL) from the phosphorus layer

under UV irradiance leads to the emission of visible light. Fluorescence, where the heating is

almost negligible, is a much more efficient way of lighting when compared to incandescence.

In consequence, fluorescent lamps, which first appeared in the market in 1930s, are today in

vogue for indoor/outdoor lighting.

Another preference of lighting today is based on electroluminescence (EL), which is the

direct extraction of light via radiative recombination of the artificially created electron-hole

pairs (EHPs) within a semiconductor. By the end of 2008, the power efficiency of light emit-

ting diodes (LEDs) has already reached that of the fluorescent lamps [4]. Today, LEDs are

preferred in the indicators of electronic devices, car signal lights, traffic lamps and large area

indoor/outdoor displays. EL, having the potential of near-unity efficiency, may be regarded as
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the ultimate way of light extraction. Therefore, the next generation light sources are expected

to be the electroluminescent solid-state LEDs.

EL phenomenon was first observed in 1907 during an electrical study on silicon carbide

(SiC or carborundum) crystallites [5]. When a bias voltage above 10 V was applied, yellow-

ish light was emitted from the crystallites with the intensity being directly proportional to the

applied bias. At that time, the properties of the materials could not be controlled very well

and no knowledge on quantum mechanics was available. Therefore, the process remained un-

determined. The subject was further investigated in 1928 on whether the incandescence was

the physical origin of the luminescence [6]. For this purpose, the change in the evaporation

rate of a benzene droplet settled on the sample was measured before and during the lumines-

cence. Anyhow, the experiments showed no difference in the evaporation rates. Then, it was

correctly concluded that the emission source was not incandescence, but rather similar to the

cold cathode rays.

The invention of the pn junction diodes in 1939 not only prepared the basis for bipolar

junction transistors (BJTs), but also rendered high efficiency electroluminescent devices. The

first pn junction LED, which emitted blue light with efficiency of 0.005%, was fabricated

from SiC in 1969 [7]. In the early 1990s, SiC LEDs were commercially sold; however, the

efficiency could not be improved beyond 0.03% due to the indirect nature of the SiC band

structure [8].

In the mid-1950s, direct band GaAs was also started to be studied for pn junctions. In

the late 1990s, III-V semiconductors of efficiencies as high as 0.2%-10% outperformed the

SiC LEDs and have been regarded to be more suitable for the light extraction applications [9].

Today, GaAs, GaAsP, (AlxGa1−x)0.5In0.5P diodes are primarily used as commercial visible

LEDs. However, the fabrication of these diodes is expensive and they do not exhibit a ‘com-

fortable marriage’ with the conventional silicon based integrated circuit technology leading

to serious limitations on the device performance.

1.2 Silicon based photonics

The complementary metal oxide semiconductor (CMOS) technology for the production of

low cost very large scale integrated circuits (VLSI) or microprocessors has been developed

on crystalline silicon (c-Si). Moreover, the large area electronics for the fabrication of dis-

playing systems, solar cells and sensor arrays is based on hydrogenated amorphous silicon
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(a-Si:H) thin film transistors (TFTs). Therefore, owing to its suitable electronic properties, Si

is accepted to be the mature material of the electrical signal processing systems.

On the other hand, there is also the optical part of the modern technology. For instance,

the global telecommunication lines have been constructed of fiber optics where the data are

transmitted by the optical signals with the speed of light. In addition, the user interface of the

technological devices (e.g. mobile phones, cameras, computers, televisions, etc.) is composed

of light emitting optical elements driven by the Si based electronics.

Unfortunately, Si is an indirect band semiconductor whose optical properties are very

poor. Therefore, the optical elements of the state-of-the-art ‘optoelectronic’ devices are fab-

ricated from the direct band high-brightness III-V semiconductors queued above. These el-

ements are integrated onto the Si based transistors by hybrid techniques (i.e. hetero-growth

and flip-chip bonding) to combine the optical efficiency of the former with the electronic

properties of the latter.

In the case of the direct hetero-growth, two main factors degrading the device reliability

may be cited. First, the atoms of the III-V epilayer are also dopant atoms for Si, which may

diffuse towards the substrate. Second, the lattice mismatch problems at the substrate/film

interface result in high defect density. Consequently, this technique has not been preferred

up-to-now although it promises high performance and high resolutions.

The commonly used hybrid technique is the flip-chip bonding which is the mechanical

adhesion of the separately fabricated optical and electronic parts via soft metallic contacts of

indium or solder bumps. However, the additional process for the production of the bumps

leads to cost penalty and fabrication complexity. Moreover, these bumps are the main bottle-

neck on device resolutions. The dimensions of typical bumps are few micrometers, whereas

the mesa structures of the pixels formed on the individual substrates by photo/electro lithogra-

phy can be as small as nanometers. Then, the pixel size (pitch) of the state-of-the-art display

systems is restricted to be at least few tens of micrometers. The relatively huge size of the

metallic bumps also generates other problems related to performance and power consump-

tion. In a flip-chip bonded pixel, the charge carriers spend most of their times within the

metallic contacts, which delays the signal processing. Furthermore, during this travel through

the contacts, the device is additionally heated due to the Joule effect.

To sum up, the hybrid approach, especially the flip-chip bonding provides the optoelec-

tronics with practical solutions. However, pixel density, performance and power efficiency

are limited. Therefore, this approach may be regarded as a temporary way for the fabrication
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of the display systems. To overcome these restrictions, a CMOS compatible Si based LED

technology is urgently required.

The requirement of a Si based LED is also declared for the microphotonics. The idea is

similar to the replacement of the copper wires of the medium/long range telecommunication

lines with the optical fibers, which enhanced the data transmission speed by a factor of ∼105.

Otherwise, the communication with electrical signals would not meet the high speed require-

ments due to the increasing number of the line users. Similarly, the density of transistors in a

single processor doubles every two years, in agreement with the Moore’s law [10]. Together

with the boosted processor speeds, the exponential increase of the transistor density leads to

much more power consumptions. The main source of the inefficient power usage is the copper

connection wires between the cores of the processors. The problems caused by the intercon-

nects are not only related to their length. Their architecture also gets more complex in parallel

to the increasing number of metal levels which is expected to reach at least 12 by 2013 [11].

As the dimensions are reduced and the density of the interconnects is increased, some prob-

lems related to cross-talk, latency, RC coupling and RL delays are started to be pronounced.

In addition, for gate length below 200 nm, the processing speed is no longer limited by the

gate delay but by the wiring delay. The situation imitates the transportation problems of a

fast growing city when the traffic system is not improved in accordance with the increasing

number of cars. In this respect, Si based microphotonics offers a unique solution where the

signals within a microprocessor would be created, modulated, transmitted and detected by Si

based optical elements. Since the light waves can pass through each other without disturbing

the original signal, the complications caused by the fabrication of several layers would be

disposed. Actually, all the components for the Si based microphotonics have been realized

except for an efficient light source [12].

The light extraction from c-Si is not an easy task because of its indirect gap nature such

that the injected EHPs have very low probability of radiative recombination. Fortunately, this

problem can be overcome by the production of hydrogenated amorphous or nanocrystalline

silicon (a-Si:H or nc-Si:H) thin films, where the momentum conservation rule is relaxed and

the radiative recombination rate is enhanced. In addition, a-Si:H based thin film technology

allows very low cost deposition of LEDs over very large areas. This technology is suitable

for both microphotonics and large area display systems. Consequently, the Si based thin film

LEDs (TFLEDs) were fabricated by plasma enhanced chemical vapor deposition (PECVD)

technique and investigated in this thesis.
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1.3 Radiative recombination in amorphous semiconductors

The creation of excess charge carriers under excitation of sufficient energy is followed by their

recombination either radiatively or non-radiatively. The excess charge carriers can be created

in a semiconductor by several ways. In this section, their creation by photonic excitations and

their radiative recombination, i.e. photoluminescence (PL), will be studied. This phenomenon

is utilized in sample characterization for two main purposes:

i) It supplies information on the density of states distribution within the forbidden gap of

a semiconductor.

ii) It gives idea on the material’s potential for light emission applications.

The products of radiative recombination are photons which form the PL spectrum. On

the other hand, the integrated PL intensity is reduced by the non-radiative transitions via

single or multiple phonon emissions and possible Auger processes. The challenge between the

radiative and non-radiative transitions decides whether a material is useful in optoelectronics

applications. From the technological point of view, the former is the desired process, whereas

the latter may be regarded as a loss. In order to enhance the radiative transitions beyond the

non-radiative ones to a technologically acceptable level, the underlying physics needs to be

well understood.

The real space wavefunctions of free electrons and holes in a crystalline semiconductor

are extended throughout the whole lattice. In exchange, their momentum space wavefunctions

are localized with almost zero uncertainty in the~k values. Therefore, the recombination of ex-

cess EHPs needs to obey the energy and momentum conservation rules while the information

on their individual locations is ambiguous. The energy conservation is satisfied by the emis-

sion of a photon and the necessary (or excess) momentum is provided from (or released as)

the lattice vibrations. In direct band photonic crystals, the energetically most favored EHPs

also have the same momentum giving rise to high radiative recombination rates. In contrast,

indirect band crystals are optically poor semiconductors as the lowest energy electrons and the

highest energy holes are separated in the momentum space. The requirement of the absorption

or emission of a suitable phonon for the momentum conservation prolongs the radiative life

time of the carriers.

Rigid definitions of band structures become meaningless for amorphous semiconductors

whose forbidden energy gap includes shallow (tail) and deep energy levels. The extended

states are discriminated from the shallow levels by the relevant mobility edge, Eµ, such that
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the charge carriers at the tail states are immobile at 0 K. Gaussian distributions of neutral and

positive/negative charged deep states are located around the Fermi energy, EF , usually obey-

ing the defect pool model [13]. After electrons and holes are excited to the extended states of

the relevant band by absorbing a photon, they start to fall through the tail states by transferring

some of their energies to the phonons (see Fig. 1.1). This process is non-radiative and called

thermalization. The initial thermalization steps happen very rapidly within a time interval of

order 10−13 s [14]. As the charge carriers further lose their energies towards deeper inside

the tail states, their non-radiative transitions slow down due to the exponentially decreasing

density of available states. At some energy level, the life time of non-radiative transitions

reach ∼10−3 s which is comparable to that of the radiative ones. Then, tail-to-tail radiative

recombinations are favored as indicated in Fig. 1.1.

From quantum mechanical approach, the wavefunctions of the charge carriers captured

by the localized states are confined in the real space and extended in the momentum space.
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Figure 1.1: Radiative and non-radiative recombination processes of an optically excited EHP.
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The huge uncertainty in the ~k values releases the momentum conservation law. Therefore in

amorphous semiconductors, the transition probability is determined by the spatial separation

of the recombination centers. In general, the transition rate is given by the Fermi Golden

Rule,

P =
2π
~

M2
0 |〈 f | i〉|2δ(E f − Ei ± ~ω), (1.1)

where M0 is a constant and |〈 f | i〉|2 is the overlap probability of the final and initial states

with energies E f and Ei, respectively. The δ-function ensures the energy conservation by

either emission (+ sign) or absorption (- sign) of a single photon. After the wavefunctions

are extracted from the solution of the time independent Schrödinger equation, the overlap

probability can be expressed as follows:

|〈 f | i〉|2 ≈ exp

(
−2R

R0

)
, (1.2)

where R is the distance between the localized electron and hole, and R0 is the localization

radius of the less localized state. R0 may be roughly written as:

R0 =


~2

2m
(
Eµ − E

)


1/2

, (1.3)

where m is the carrier mass and E is the energy level of the trapped carrier. Then, the radiative

transition rate and the radiative lifetime of the carriers are:

P = P0exp

(
−2R

R0

)
(1.4)

τ = τ0exp

(
2R
R0

)
.

Here, P0 (∼108 s−1) and τ0 (∼10−8 s) are the transition rate and lifetime of completely over-

lapping excitonic states. For radiative recombination to occur, R should be less than a criti-

cal distance, Rc=
R0
2 ln(2πν0τ), ν0 being a typical phonon (attempt-to-escape) frequency [15].

Below Rc, the radiative transition probability between the lowest band tail states becomes

superior over the non-radiative one.

The PL intensity and the shape of the PL spectrum are related to the density of band

tail states according to the static disorder model [15]. As shown in Fig. 1.1, the radiative

recombination occurs between the lowest band tail states, which are randomly distributed in
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real space but have exponential dependence on the energy with the characteristic logarithmic

slope, E0, usually defined as Urbach energy. The density of the deepest band tail states,

available for the radiative recombination, is roughly given by [16]:

hi ∝ exp

− E
Ei

0

 exp
−4

3
πR3

chi
0Ei

0exp

− E
Ei

0


 , (1.5)

where i = c/v indicates conduction/valence bands, h0 is the density of states (DOS) at the

band edge and E is measured from the relevant mobility band edge, Eµ. The PL spectrum

may be found from the convolution integral of hc and hv:

IPL(~ω) ∝
∫ ∞

E=0
exp

(
− (EC − E) − ~ω

Ec
0

)
exp

(
−4

3
πR3

chc
0Ec

0exp

(
− (EC − E) − ~ω

Ec
0

))
(1.6)

exp

(
− E

Ev
0

)
exp

(
−4

3
πR3

chv
0Ev

0exp

(
− E

Ev
0

))
dE,

where ~ω is the energy difference between the conduction and valence band tail states respon-

sible for the radiative recombination and IPL(~ω) is the PL intensity at a specific emission

energy.

The energy difference Eabs − EPL between the maxima of the absorption (Eabs) and PL

(EPL) spectra is defined as the Stoke’s shift, ES . If the peak energy of the absorption spectrum

can be imposed to coincide with the optical gap, E04; i.e. the energy at which the absorption

coefficient reaches 104 cm−1, then, the Stoke’s shift becomes: E04 − EPL [17]. Taking the

derivatives of Eq. 1.5 for both conduction and valence bands, equating them to zero at the

energy levels between which the radiative recombination occurs and adding the final results,

the following expression relating the Stoke’s shift and the Urbach energy can be obtained:

E04 − EPL = E0ln

(
4
3
πR3

chv
0E0

)
. (1.7)

where E0 is assumed to be dominated by the valence band tail states and may be determined

by photocurrent or transmittance measurements. By this assumption, the broadness of the PL

spectrum is directly related to E0 as follows:

∆EPL = ζE0, (1.8)

where ∆EPL is the full width at half maximum (FWHM) of the PL spectrum and ζ is a con-

stant between 2 and 4. ζ was numerically calculated as 2, considering the PL spectrum to be
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determined mostly by the valance band tail width [18]. On the other hand, it was experimen-

tally found as 2.6 for a-SiNx:H alloys [17] and 3.8 for tetrahedral a-SiC:H alloys [19]. The

values of ζ > 2 may be qualitatively attributed to antiparallel band edge fluctuations provided

that the PL excitation energy is greater than the optical gap.

In the above PL analysis, it was assumed that all the charge carriers thermalized to the

band tail states recombine either radiatively or non-radiatively. However, some fraction of

these carriers may be excited back to the relevant band edge after thermalization to shal-

low states (see Fig. 1.1). Since the mobility is enhanced within the bands, the re-excited

electron and/or hole can rapidly move away, which reduces their radiative recombination

probability. This re-excitation process is predicted to be thermally activated. Although the

determination of a single activation energy, EA, in a-Si:H failed, the luminescence efficiency

(yL = pr/(pr + pnr) with pr and pnr being radiative and non-radiative recombination proba-

bilities, respectively) was empirically found to obey the following rule [20]:

pr

pnr
= (

1
yL
− 1)−1 ∝ exp

(
− T

TL

)
, (1.9)

where TL is a parameter related to the ratio of the radiative and non-radiative recombination

rates. In a-Si:H, TL is about 25 K and it increases with alloying [14]. The temperature

dependence in Eq. 1.9 comes from the exponential energy distribution of the band tail states.

At a temperature T , only the charge carriers trapped in the band tail states deeper than the

energy, EM, contribute to the radiative recombination. EM is a temperature dependent demar-

cation energy, defined as EM(T ) = kTln (2πν0τ), at which the thermal excitation rate equals

the radiative recombination rate. The direct proportionality of EM to T is expected since the

carriers trapped at deeper states can be thermally excited to the band edges at higher tempera-

tures. With increasing T , the PL intensity is reduced and a thermal quenching is observed. As

a result, the PL efficiency can be defined by the fraction of the carriers with energies deeper

than EM. Taking into account that the band tail DOS is proportional to exp(−E/E0), the PL

quantum efficiency is written as:

yL ∝ exp

(
−EM

E0

)
∝ exp

(
−kT

E0
ln (2πν0τ)

)
. (1.10)

In the frame of the static disorder model, Eqs. 1.5-1.10 deal with the tail-to-tail recom-

bination characteristics of a-Si:H [16]. The PL band of a-Si:H usually gives a peak at 1.4
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eV with FWHM of ∼0.3 eV. Alloying with carbon, nitrogen and oxygen atoms shifts the PL

spectra to higher energies and broadens the peak widths due to (i) larger optical band gaps,

(ii) deeper band tails and (iii) higher defect density [21]. From pure a-Si:H towards its alloys,

the single band character of the PL emission is preserved. Thus, the radiative recombination

mechanism in a-Si:H based alloys seems to remain the same. Therefore, the above model

developed for the recombinations in a-Si:H thin film can be safely adopted also for its alloys.

With this conclusion, Eq. 1.10 implies that the PL efficiency should be enhanced for larger

band tails at a particular high temperature, where the thermal effects dominate.

The PL technique can be used as a characterization tool for the active layer of TFLEDs

since it provides information on the energy distribution and number of the luminescent cen-

ters. However, the ultimate EL spectrum depends also on the carrier injections from either

side of the diode and the transport of these carriers. In the next section, the doping of a-Si:H is

reviewed since the n-type and p-type doped films are grown as the electron and hole injecting

layers of the TFLEDs of this work.

1.4 Doping and related defects in a-Si:H

The huge market of large area electronics has been constructed on a single and ubiquitous

material, hydrogenated amorphous silicon (a-Si:H). Among its diverse applications, thin film

transistors (TFTs) in active matrix liquid crystal displays (AMLCDs), image sensors and solar

cells may be cited as the most important ones. The origin of this commercialization dates back

to 30 years when Chittick et al. achieved n-type doping in a-Si:H for the first time [22]. They

reported that the dark conductivity (σd) of their films deposited by the glow discharge method

at various substrate temperatures ranging from room temperature to 773 K had increased

from ∼5 × 10−10 (Ω cm)−1 to 10−4 (Ω cm)−1, respectively; i.e. the activation energy of

conductivity had been reduced from ∼0.8 eV to 0.2 eV. These results proved, without doubt,

that n-type doping of amorphous semiconductors was possible by the addition of 0.4%-4%

phosphine (PH3) to silane (SiH4), boosting σd as high as 6 decades relative to its undoped

value. They also recognized that the photoconductivity (σp) was low at room temperature

deposited samples, whereas, σp could be enhanced for about 103 times under 100 mW/cm2

illumination in the films deposited at 573 K. Another remarkable result of that work was the

aging or “instability” phenomenon especially in the 473-773 K deposited films, such that the

conductivity dropped down by a factor of ∼50 in a few days - which may be regarded as the
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first report on the inherent degradation in a-Si:H. The project of this group on a-Si:H was

terminated at the end of 1969 by the sponsors of the research, while a group in the University

of Dundee, Scotland was about to start a mission on evaporated Si [23].

After several works on the drift mobility (µd), DOS around EF , and a-Si:H based field

effect transistors (FETs) [24, 25], the Dundee group formulated a new strategy in 1972 with

the main features of (a) both n-type and p-type doping of a-Si:H, (b) production of pn and

pin junctions [26]. In 1975, Spear and LeComber published the results of the first systematic

study on both n-type and p-type doping in an amorphous material [27]. Using PH3 and

diborane (B2H6) added to SiH4, σd of a-Si:H was improved from its intrinsic value of ∼10−9

(Ω cm)−1 to ∼10−2 (Ω cm)−1 in both n-type and p-type doping with respective activation

energies, 0.15 eV and 0.3 eV. Their subsequent work in 1976 on the first a-Si:H based pn

junction showed clear rectification [28]. Few months later, a highly photoconductive intrinsic

a-Si:H was sandwiched between p and n type layers to form a pin junction solar cell with

2.4% conversion efficiency [29].

The above landmark reports created a deep impact because until then, it was theoretically

predicted that doping of amorphous materials was impossible [30]. The argument follows

from the overcoordinated structure of a-Si:H. In general, the silicon atom is four-fold coor-

dinated as its electronic configuration ends with ...3s23p2. In a continuous random network

(CRN) where each atom has three degrees of freedom, four-fold coordination is prohibited by

the constraints attributed to the bond stretching and bending forces. The number of constraints

NC for a particular network coordination Zn is given as [14]:

NC(Zn) =
Zn

2
+

Zn(Zn − 1)
2

=
Z2

n

2
. (1.11)

Here, the first and the second terms stand for the bond stretching and bending, respectively.

The common factor of 1
2 stems from that every two atoms are connected by a single bond. The

network coordination is reduced by the hydrogenation of a-Si and the average Zn becomes:

Zn = 4 − f
1 − f

, (1.12)

where f is the hydrogen atomic concentration (i.e. Si1− f H f ).

Good quality a-Si:H films contain hydrogen amount of at most 10% which is much less

than ∼61%, required to form an ideally relaxed structure. In this overcoordinated network, it is

almost impossible for the impurity atoms of phosphorus and boron to leave their lowest energy
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configuration. Most of the phosphorus and boron atoms are, therefore, three-fold coordinated;

only the residual small number of four-fold coordinated active donors and acceptors being

responsible of doping.

Dopant atoms have lower energy four-fold coordination when they obey the 8-N rule in

their charged states. For example, a negatively charged boron atom contains four valence

electrons instead of the usual three. Its ideal bonding configuration becomes B−4 with a coor-

dination of 4. The extra charge on the boron ion is supplied by the creation of a positively

charged dangling bond, Si+3 , around the midgap. The same argument holds also for a pos-

itively charged phosphorus atom where its excess electron is given to create a negatively

charged dangling bond, Si−3 . The following chemical reactions represent the substitutional

doping of both p-type and n-type, respectively [31]:

Si04 + B 0
3 + Up ¿ Si+3 + B −4 (1.13)

Si04 + P 0
3 + Un ¿ Si−3 + P +

4 , (1.14)

where Up,n is the formation energy of ionized dopant atoms and silicon dangling bonds. These

reactions may occur under thermal equilibrium during the film growth. The densities of the

dopant and silicon atoms are given by the law of mass action:

[B −4 ] = [Si+3 ] =

√
[Si04][B 0

3] exp (−Up/kT ) (1.15)

[P +
4 ] = [Si−3 ] =

√
[Si04][P 0

3] exp (−Un/kT ) , (1.16)

where [B −4 ] and [P +
4 ] are the acceptor and donor density, respectively, while [B 0

3] and [P 0
3]

are their gas-phase concentrations. The doping efficiency is defined as the ratio of the former

to the latter:

ξp =
[B −4 ]

[B 0
3]

ξn =
[P +

4 ]

[P 0
3]
. (1.17)

The density of the four-fold active dopants and the charged dangling bonds are proportional

to the square root of the gas-phase dopant concentrations (Eqs. 1.15 and 1.16). Then, the

doping efficiency defined in Eq. 1.17 may be reconsidered as:

ξp =
[B 0

3]1/2

[B 0
3]

= [B 0
3]−1/2 ξn =

[P 0
3]1/2

[P 0
3]

= [P 0
3]−1/2. (1.18)
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The doping efficiency in amorphous semiconductors is low and inversely proportional to the

square root of the corresponding gas-phase concentration [32]. The position of EF is the

main factor defining the doping efficiency. When EF is around the midgap (i.e. no doping),

the formation of the ionized dopant states is favored, whereas the defect creation energy is

maximum. As the number of the charge compensated dopant and defect states are increased

by the addition of the dopant gases, the position of EF starts to move towards the relevant

band edge. In parallel, the dopant creation energy increases and the defect creation energy is

lowered [14]. In other words, as the dopant gas concentration is further increased, the defect

creation becomes more favorable over the dopant formation. Therefore, EF is prevented from

reaching the extended states (i.e. metallic conductivity is never achieved). As a result, the

dopant gas concentration should be at optimum level (∼1%) to maximize the doping efficiency

in amorphous semiconductors.

The doping efficiency can be enhanced if nanocrystalline silicon (nc-Si:H) structure is pro-

duced instead of the amorphous one. nc-Si:H is composed of a few nm sized nanocrystallites

embedded in the amorphous tissue. This structure is obtained under the growth conditions

similar to that of a-Si:H , but at higher H2 gas dilution and RF power density [33]. The dopant

atoms within the amorphous tissue are still responsible for the substitutional doping, described

above. On the other hand, the dopant atoms in the nanocrystallite islands may be constrained

to the four-fold configuration of Si without any defect creation, which is very similar to the

doping process in c-Si. Consequently, the dopant gas concentration during the growth of the

doped nc-Si:H must be kept below 1% to avoid alloying.

1.5 Hydrogenated amorphous silicon based pin diodes

The previously described doping is especially important in pin devices, where an intrinsic

semiconductor is sandwiched between p- and n-type doped materials. The study on the I-V

characteristics of these devices is motivated by their technological applications as photovoltaic

cells and LEDs.

First, let us consider the energy band diagram of a-Si:H based homojunction pin diode in

each bias condition, as shown in Fig. 1.2. After the junction is formed, the majority carriers

of p and n layers (i.e. holes and electrons, respectively) diffuse through the intrinsic layer

leading to a diffusion current. As a consequence, both p and n layers contain depleted space

charge regions near i layer. That is, negative space charge is left on p/i region and positive
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Figure 1.2: Band diagrams of a-Si:H based homojunction pin diode under various conditions
(a) equilibrium, (b) forward bias and (c) reverse bias.

space charge is formed on i/n region. These depletion regions result in an electric field (F)

from the positive space charge region (n layer) towards the negative space charge region (p

layer). Hence, the voltage drop (i.e. built-in potential, Vbi) induces a drift current opposite

to the diffusion current. Under thermal equilibrium, these currents balance each other and

eventually, EF is aligned along the pin structure (Fig. 1.2-a) [34].

When positive voltage is applied (Vapplied) to the p side, i.e. forward bias, the quasi-

Fermi levels (EF,p and EF,n) are separated and the potential drop between the p and n layers

is reduced by Vapplied (Fig. 1.2-b). Therefore, the drift current decreases and the diffusion

current is enhanced. The dependence of the diffusion current on Vapplied is derived from the
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minority carrier density at the depletion region boundary and may be given by [34]:

I = Ir,S AT (e
qV
kT − 1), (1.19)

where V shortly stands for Vapplied and Ir,S AT is the reverse saturation current. This equation

does not include the recombination processes. However, for silicon based pin diodes, where

the intrinsic carrier concentration is relatively small, the recombination current should also be

considered. Then, the forward current is empirically given as [34, 35]:

I ∝ e
qV
ηkT , (1.20)

where η is the ideality factor with η ≈ 1 for diffusion dominant current and η ≈ 2 if the

recombination current dominates. If both transport mechanisms are comparable, then η takes

a value between 1 and 2 [34, 35]. However, in the case of a-Si:H based pin diodes, this

interpretation should be treated carefully. The presence of deep and shallow states causes

the current transport to be dominated by recombination processes in a-Si:H intrinsic layer

[36]. As found experimentally, even under the recombination dominant transport, η may

decrease if dangling bond density is low and the recombination occurs via tail-to-tail states

[37]. The increase in the dangling bond density enhances band-to-deep state recombination,

for which η reaches 2 [35]. Therefore, any decrease in η value should not be misinterpreted

as the increase in the diffusion current. Taking the above dominance of the recombination

transport into account, the temperature dependence of η can be found. The related expression

is derived by the integration of DOS distribution between the quasi-Fermi levels multiplied

by the Shockley-Read-Hall recombination factor and is given as [36]:

1
η

=
1
η0

+
T

2T ∗
, (1.21)

where η0 = 2, and T ∗ is a characteristic temperature related to the density of tail states and is

typically around 1545 K for a-Si:H pin diode.

When negative voltage is applied to the p side, i.e. reverse bias, the quasi-Fermi levels

are again separated but the potential drop between the p and n layers is now increased by

Vapplied (see Fig. 1.2-c). This high potential barrier sharply decreases the diffusion current

and the reverse current exponentially saturates to Ir,S AT as it follows from Eq. 1.22. Thus,

a good quality pin diode allows the current flow only in one direction and I f /Ir ratio should

be at least of order 105 at 1 V. The reverse saturation current is temperature activated as
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Ir,S AT ∝ e−
Ea
kT , where EA is the activation energy [35]. For diffusion controlled transport

EA equals the energy band gap, while it is half of the gap for the recombination controlled

transport.

It should be noted that in the forward bias, there is a second region at higher voltage

values (>∼0.8 V), where the semi-exponential behavior of the I-V curve, given in Eq. 1.22,

deviates and the current is limited by the series resistance of the sample bulk. Then, Eq. 1.22

is modified as:

I = Ir,S AT (e
q(V−Vb)
ηkT − 1), (1.22)

where Vb is the voltage drop across the sample bulk due to possible series resistance effects.

If the resistance is ohmic, then Vb = IRs, and if the current is space charge limited (SCLC),

then Vb ∝ I1/a, where a ≥ 2. Possibly, ohmic and SCLC transports can be simultaneously

present.

The dependence of the I-V curves on the several parameters is demonstrated by the sim-

ulations given in Fig. 1.3. As shown in Fig. 1.3-a, the forward current at a particular voltage

decreases with η increasing from 1 to 2. For the applications of pin diodes, η should be as low

as possible to obtain the maximum output in solar cells and LEDs. However, in a-Si:H pin

diodes, it is difficult to reduce η below ∼1.4 [38] due to the unavoidable recombinations via

dangling bonds within the forbidden gap of even good quality films. In Fig. 1.3-b, the effect

of temperature (T ) on the forward I-V curve is simulated, while other parameters are kept

constant. With T decreasing from 440 K to 20 K, there is a shift in the I-V curve to higher

voltages, especially in low level injections. This behavior stems from the decrease in Ir,S AT

together with the increase in the slope of the exponential region. The temperature dependence

of η, given in Eq. 1.21, slowly attenuates the increase of this slope. The increase in EA right

shifts the I-V curve as shown in Fig. 1.3-c. Since EA = |Eµ − EF |, the thermal emission of the

charge carriers from the Fermi level to the mobility edge is more difficult at higher EA. This

is reflected in the exponential decrease of Ir,S AT with respect to EA. In this regard, the evenly

spaced, parallel right shift of the I-V curve is expected in the semi-log plot.

The limitation of the forward current by the series resistance is simulated in Figs. 1.3-d

and -e. For the ohmic series resistance, the forward current starts to deviate from the expo-

nential dependence at a particular voltage (Fig. 1.3-d). Above this voltage, the rise of forward

current is stagnated more seriously for higher Rs values. If the SCLC is the dominant transport

mechanism for the voltage drop on the series resistance, the deviation of the forward current

from the ideal diode curve is higher and starts at lower voltages for larger Vb exponent, a (Fig.
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(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

Figure 1.3: Simulation of the forward I-V curve of a pin diode for various (a) ideality factors,
(b) temperatures (η = 1.5), (c) activation energies, (d) ohmic resistances, (e) voltage drops
due to SCLC transport. In (f), the reverse I-V curve is simulated for different temperatures.
Here, the parameters that are not changed in each graph are taken as T = 300 K, 1/η =

1/η0 + T/(3090), Ir,S AT = 30e−
Ea
kT A, Ea = 0.83 eV, Rs = 25 Ω, Vb = 40I1/2.
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1.3-e).

The reverse I-V characteristics are temperature scanned in Fig. 1.3-f. The reverse current

is thermally activated, so from this temperature dependence of Ir,S AT , one can determine EA.

1.6 Light extraction from a-SiNx:H based diodes

In order to fabricate monolithic optoelectronic systems, Si based efficient light sources have

been investigated over the decades. Indirect band of bulk c-Si and its alloys had been dis-

graced because of their poor optical properties. The indirect band character of these materials

may be overcome by the release of the ~k-selection rules at nano scales. In this respect, low

dimensional Si based materials have attracted great interest. For instance, porous Si gives

highly efficient PL and EL. Whereas, its poor mechanical properties avoid the fabrication of

reliable LEDs with the conventional CMOS process. The short range order in the amorphous

structures enhances the absorption coefficient and probably gives rise to high luminescence

efficiency. Therefore, hydrogenated amorphous Si (a-Si:H) based alloys, especially silicon

carbide (a-SiCx:H) and silicon nitride (a-SiNx:H), have also been studied for visible light

sources. However, the presumed performance has not been established yet from the a-Si:H

based LEDs. Another promising structure is the Si nano particles embedded in a Si oxide

(SiOx) matrix. The PL intensity obtained from the Si-in-SiOx structure was high enough for

practical LED applications [39]. On the other hand, strong enough EL has not been reported

yet, mainly due to the carrier injection difficulty through the huge potential barrier of the wide

gap oxide (i.e.∼9 eV). To achieve sufficiently strong EL, a lower band gap matrix, through

which the carriers can tunnel easily, is indispensable. a-SiNx:H might be a good candidate

with a lower band gap of ∼5 eV for efficient carrier injection, which is simultaneously wide

enough for the formation of the Si-in-SiNx quantum dot band structure for visible light emis-

sion.

a-SiNx:H was first grown as the active layer of a pin TFLED by PECVD in 1993 [40].

Before the device fabrication, PL, using a sharp 365 nm Xe arc lamp as the excitation source,

and optical transmittance were measured on the luminescent a-SiNx:H layer at room tempera-

ture (300 K). The PL peak energy and optical gap of a-SiNx:H was modified via changing the

ammonia fraction in the reactant gases. Due to the poor doping efficiency of a-SiNx:H, hy-

drogenated amorphous silicon carbide (a-SiCx:H) dopant layers were deposited as the p side

(hole source) and n side (electron source) of the diode (Table 1.1) . The final structure of the
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Table 1.1: Deposition parameters for the layers of the first a-SiNx:H pin LED. After [40].

PECVD RF (13.56 MHz) power density 12.7 mW/cm2

Substrate temperature 463 K
Total gas pressure 1.0 Torr
p-type a-SiCx:H CH4/SiH4/B2H6=3.5/1.5/0.03
i-type a-SiNx:H NH3/SiH4=(6-10)/(3-4)
n-type a-SiCx:H CH4/SiH4/PH3=3.5/1.5/0.03
LED area 0.033-1 cm2

diode was glass/ITO/p a-SiCx:H/i a-SiNx:H/n a-SiCx:H/Al as depicted in Fig. 1.4. I-V and

EL characteristics of the LEDs were measured at 300 K. The diodes, having a luminescent

a-SiNx:H of 2.5-2.9 eV band gaps, had a rectification ratio of more than 102 at about 8 V.

The light emissions from the LEDs were observed when the current density exceeded ∼10−2

A/cm2. Brightness (see appendix A for the details of this concept) of 0.5 cd/m2 was achieved

from a 0.033 cm2 red LED at a current density of 2 A/cm2. Besides, a power law was found

between the brightness and the injected current density [41]. A semi-quantitative analysis of

this behavior is provided below.

The EL emission of pin diodes is based on the hole injection from p/i side (x=0) and

Al

n a-SiC :H (30nm)

i a-SiN :H (25-100nm)

p a-SiC :H (15nm)
ITO

Glass substrate

hv

x

x

x

Figure 1.4: Schematic cross sectional view of the first a-SiNx:H LED.
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the electron injection from i/n side (x=d, where d is the intrinsic layer thickness). Their

density within the luminescent active layer is related to the hole and electron currents via the

continuity equation. Consider the continuity equation for the holes under uniform electric

field, F:

∂p(x, t)
∂t

= Dp
∂2 p(x, t)
∂x2 − Fµp

∂p(x, t)
∂x

+ Gp − Rp, (1.23)

where p(x, t) denotes the distribution of hole density in the intrinsic layer, Dp - hole diffusion

coefficient, µp - hole mobility, Gp - hole generation rate and Rp - hole recombination rate. It

is well known that during the steady state, ∂p(x, t)/∂t = 0. In parallel, assuming the intrinsic

layer to be slightly n-type, all the holes should recombine with only a fraction of electrons,

whose density and mobility are much higher. Besides, since the drift current dominates at

high forward bias, diffusion and generation terms are neglected, i.e. Dp ≈ 0 and Gp ≈ 0.

Thus, the above continuity equation is simplified as follows:

−Fµp
∂p(x)
∂x

= Rp. (1.24)

Here, hole recombination rate can be expressed by Rp = p(x)/τp, where τp is the recombi-

nation lifetime of holes. Then, Eq. 1.24 is solved for p(x) and the hole density is found to

decrease exponentially within the intrinsic layer:

p(x) = p(0)exp
(
− x
µpτpF

)
, (1.25)

where p(0) is the hole density at p/i interface and is proportional to its corresponding hole

current Jp. The recombined hole density is denoted by ‘p(0)− p(x)’, which, at the same time,

is the density of electrons that replaced the holes at the position x in the intrinsic layer. This

density together with the constant density of electrons, K, which does not recombine within

the intrinsic layer, results in the total electron density, n(x) = K + p(0) − p(x). The constant

K can be determined by the boundary condition at x = d:

n(d) = K + p(0) − p(d) −→ K = n(d) − p(0) + p(d),

n(x) = n(d) − p(0)
(
exp

(
− x
µpτpF

)
− exp

(
− d
µpτpF

))
, (1.26)
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where n(d) is the electron density at i/n interface and is proportional to its corresponding

electron current Jn.

Since a fraction of all the recombinations lead to the radiative ones, the densities of carriers

responsible for the EL intensity (or brightness) may be represented by n(x)αc and p(x)αv ,

where αc and αc are parameters of the range from 0 to 1. In bimolecular recombination,

αc = αv = 1, while in monomolecular case, the parameter corresponding to the majority

carriers is zero and the other one is unity. For the recombination mechanism between the

localized band tail states, these parameters corresponding to the band tail widths are smaller

than unity. Since both types of carriers must be simultaneously taken into account for their

radiative recombination, the brightness of EL emission may be found by their product:

B ∝
∫ d

0
n(x)αc p(x)αvdx. (1.27)

To simplify this expression, the (µpτpF) in Eq. 1.25-1.26 is assumed to be much smaller

than d [41]. In other words, most of the holes recombine near p/i interface and almost all

the electrons injected from n-side reach p-side. In this regard, instead of x dependent carrier

densities in Eq. 1.27 one can use n(d)αc and p(0)αv :

B ∝ n(d)αc p(0)αv . (1.28)

As mentioned before, these carrier densities are proportional to the electron and hole currents:

B ∝ Jαc
n Jαv

p . (1.29)

On the other hand, the net current, J, is proportional to n(x) + p(x) = n(d) + p(0)exp
(
− d
µpτpF

)

(from Eq. 1.25 and Eq. 1.26). As mentioned above, since the intrinsic layer is assumed to

be slightly n-type, p(0) is much smaller than n(d). Besides, the exponential factor reduces

the contribution of the hole term. Therefore, the total current is dominated by electrons, i.e.

J ≈ Jn. Taking this into account, Jn in Eq. 1.29 may be replaced by the total measured current.

Also, to find the dependence of brightness on the total measured current that is affected by

both αc and αv, Eq. 1.29 can be multiplied and divided by Jαv
n :

B ∝ Jαc
n Jαv

p
Jαv

n

Jαv
n

= Jαc+αv
n

Jαv
p

Jαv
n
≈ Jαc+αv

Jαv
p

Jαv
n
. (1.30)
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Since the electron and hole currents at high field are found to be represented by field-enhanced

current [41] or SCLC, the ratio Jαv
p /Jαv

n is a constant. As a result, the brightness and the

injection current are related via:

B ∝ Jαc+αv = Jm (1.31)

where the exponent m = αc + αv is between 0 and 2. Now, m = 1 and m = 2 represent

the monomolecular and bimolecular recombinations of EHPs, respectively; whereas other

possible values correspond to tail-to-tail recombination process [40]. For example, the EL

mechanism in a-SiNx:H TFLED of [40] was claimed to be monomolecular or tail-to-tail re-

combination as m was found to be close to unity.

A recent literature review of the luminescent properties of PECVD grown a-SiNx:H thin

films is outlined in the form of charts in appendix B.

The brightness of PECVD grown a-SiNx:H pin visible TFLEDs has been improved to

200 cd/m2 at 600 mA/cm2 injection current with a peak emission at 460 nm [42]. In addition,

the external quantum efficiency (i.e. ξext, see appendix A) of a few percentages has been

achieved recently [43]. Although these reports are interesting, they both include additional

post-deposition treatment steps, which is the main bottleneck for their application in a-Si:H

based large-area optoelectronic systems. In this respect, the aim of this work is to achieve

high efficiency EL from as-grown a-Si:H based TFLEDs.

1.7 Thesis outline

Chapter 2 includes the photoluminescence and other optical measurements of a-SiNx:H thin

films deposited under different NH3/SiH4 flow ratios.

In chapter 3, the effect of doping conditions on the optoelectronic properties of nc-Si:H

thin films is analyzed to optimize p- and n-type layers for pin diodes.

Chapter 4 is related to electrical characteristics of homojunction pin diodes fabricated at

different deposition conditions.

The electroluminescence and electrical characteristics of a-Si:H and a-SiNx:H based pin

diodes, and their formation process are presented in chapter 5. This chapter uses the opti-

mization results of chapter 2, 3 and 4.

Finally, chapter 6 summarizes the study of this thesis on a-Si:H and a-SiNx:H based light

emitting pin diodes.
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CHAPTER 2

ABSORPTION AND RECOMBINATION PROPERTIES OF

a-SiNx:H THIN FILMS

2.1 Introduction

Within the context of this thesis, the devices to be produced for light emission studies are

p+ nc-Si:H/i a-SiNx:H/n+ nc-Si:H pin diodes. The doped p+ and n+ films in this trilayer

structure are the hole and electron injectors, respectively; while the undoped (intrinsic) film

is the so-called luminescent active layer. Before the fabrication of a pin LED, the physical

properties of each layer must be investigated and the devices must be optimized. To start

with, the optical properties of the intrinsic layer are analyzed by photoluminescence (PL)

measurements to determine its light emission potential for the eventual application in LEDs.

Si rich a-SiNx:H film is a good candidate for the intrinsic layer due to its possibility of tuning

the emission energy in the visible region and its lower potential barrier for the carrier injection

when compared with the silicon oxide. So far, the investigations on the PL of Si rich a-SiNx:H

films have shown that the PL peak energy shifts to higher energies with increasing x value or

r=NH3/SiH4 flow ratio [44, 45]. This increased PL peak energy is usually correlated with

the quantum confinement effect (QCE) in Si quantum dots [46] or with the increased band

gap, EG, and band tail width, E0 [47]. So, the origin of the radiative recombination in Si rich

a-SiNx:H films is still in debate.

In this chapter, after a brief optical characterization procedure of four sets of Si rich a-

SiNx:H films with different nitrogen contents, their PL results are reported in detail. Their

light emission characteristics are studied in the frame of electron-phonon coupling (Stoke’s

shift) and static disorder (band-tail recombination) models.
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2.2 Experimental details

Four sets of hydrogenated amorphous silicon nitride (a-SiNx:H) thin films were grown by a

conventional radio frequency (RF) capacitively coupled plasma system (see [48] for details)

with ammonia (NH3) to silane (SiH4) flow ratios of r=2, 4, 6, 9 (see Table 2.1). Prior to the

deposition, ordinary glass, quartz and silicon substrates were prepared by a standard cleaning

process. After cleaning, the substrates were immediately loaded into the reactor chamber and

kept under vacuum until the growth temperature of 523 K was maintained. During the film

production, the power density, the chamber pressure and the total gas flow rate were set to

20 mW/cm2, 0.5 Torr and 50 sccm, respectively. After the deposition, the temperature was

always waited to drop below 323 K before the vacuum breaking.

Fourier transform infrared (FTIR) spectra were taken from the films deposited on high re-

sistivity c-Si wafers (∼3500 Ωcm) from 400 cm−1 to 4000 cm−1 with a resolution of 2 cm−1.

The transmittance was converted to the infrared absorption coefficient by taking the natural

logarithm of the data and then dividing to the film thickness. The fitting of the infrared absorp-

tion peaks and their deconvolution were done using PeakFit computer program. Therefore,

the main error sources in the FTIR analyses are the thickness measurements and the fitting

procedure.

The optical transmittance spectra were measured on the quartz/film composite structures

in the UV-visible region between 200 nm and 1100 nm (Perkin Elmer Lambda 2S spectrom-

eter). Thickness, refractive index and absorption coefficient (α) were obtained by a com-

puter program OptiChar where the discrepancy factors of the fits were always below 1% [49].

Thickness values were verified mechanically by a stylus profilometer by measuring the height

difference between the film and the substrate through the groove masks created on the ordi-

nary glass substrates. The optical gaps of the films (E04) were determined from the energy

values at which the absorption coefficient reaches 104 cm−1. A disorder parameter related

Table 2.1: Gas flow parameters of the a-SiNx:H film deposition.

Film# Gases (sccm) r=NH3/SiH4 flow ratio
NH3 SiH4 Total

SN1 33 17 50 2
SN2 40 10 50 4
SN3 43 7 50 6
SN4 45 5 50 9
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to the depth of the localized tail states within the forbidden optical gap, E0, was determined

from the slope of the ln(α~ω) versus ~ω plot.

The PL spectra of four sets of a-SiNx:H thin films grown on highly resistive c-Si wafers

were measured using the 325 nm line of a HeCd UV laser as the excitation source. The

emitted light was focused on a CCD detector. The as-measured data was then corrected for

the CCD responsivity, provided in appendix C.

The PL measurements were also performed at cryogenic temperatures to discriminate pos-

sible noise emissions and the actual data. For the temperature scan of the PL measurements,

the sample (SN3) was placed in a closed cycle liquid He cryostat chamber (Advanced Re-

search Systems, Inc.) as shown in Fig. 2.1. The chamber was pumped down to 1.5 mTorr and

the sample temperature was maintained by the temperature controller (LakeShore 331). After

passing through the band-pass filter, the 365 nm line of a Hg lamp was chopped and focused

on the sample using a concave mirror (see Fig. 2.1). The emitted light was collected by a

convex lens and after passing through the low-pass filter, it was focused through the 1 mm

wide slit of a grating monochromator (Oriel MS 257). The light is spectrally decomposed by

the grating and directed to the photomultiplier tube (PMT). Then, the detector output was am-

plified by a lock-in amplifier (Stanford Research Systems) which was locked to the chopper

frequency of 83 Hz. The low-pass filter, grating monochromator and lock-in amplifier were

controlled by a computer program (see Fig. 2.1). These PL data were also corrected by the

PMT responsivity, given in appendix C.

2.3 Results and discussions

2.3.1 Optical absorption properties

The bonding configurations of a-SiNx:H films are presented by the FTIR spectra in Fig. 2.2-a.

The main peak around 830 cm−1 corresponds to the Si-N stretching mode [42]. The vibration

bands at 1170 cm−1 and 3350 cm−1 are assigned to the N-H rocking and stretching modes,

respectively [50]. The peak at 660 cm−1 and 2170 cm−1 are attributed to the Si-H wagging

and stretching bonds, respectively [50, 51]. Note that CO2 peaks come from the changes of

the sample’s environment during the measurements. As can be seen in Fig. 2.2-a, the main

composite peak around 830 cm−1 consists of three peaks. Therefore it was deconvoluted into

three Gaussian at 830 cm−1, 920 cm−1 and 980 cm−1. Since all of these peaks are associated

with Si-N bonds in different configurations [51], they were named as Si-N (ν1, ν2, ν3).
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Figure 2.2: (a) FTIR spectra of a-SiNx:H films grown at different r=NH3/SiH4 flow ratios.
(b) IR peak position of Si-N and N-H peaks versus r. (c) Bond densities as a function of r.
(d) [N]/[Si] calculated from [Si-H]/[N-H] ratio and optical gap found from UV-visible spectra
versus r. (e) Refractive index calculated from x and found from UV-visible spectra versus r.

27



As NH3/SiH4 flow ratio is increased, the peak positions of all Si-N deconvoluted peaks

and N-H rocking peak shifted toward higher wavenumbers (see Fig. 2.2-b). In the present

range of r (from 2 to 9) this shift is about 32 cm−1, 43 cm−1, 46 cm−1 and 15 cm−1 for Si-N

(ν1), Si-N (ν2), Si-N (ν3) and N-H (r), respectively. This high blueshift is associated with the

increase in nitrogen content within the film with increasing r, since Si atoms become bonded

to more N atoms, which have larger electronegativity than H and Si [52].

The Si-H and N-H bond densities of a-SiNx:H films were calculated from the integrated

IR absorption peak areas multiplied by the corresponding calibration constants determined by

Lanford et al. [53] (see Fig. 2.2-c). As expected, [Si-H] decreases and [N-H] increases with

increasing r. Since [H]=[Si-H]+[N-H] [54], the total hydrogen amount was also obtained

and it shows almost no change with r (Fig. 2.2-c). Because the Si-N IR calibration constant

was found previously to be dependent on the film composition [55], first, x=[N]/[Si] ratio

was determined. The correlation of a-SiNx:H film stoichiometry with [Si-H]/[N-H] IR bond

density ratio was empirically obtained by Claassen et al. for a large variety of deposition

conditions of plasma grown silicon-nitride layers [56] as following:

1
x

=
Si

N
= 0.084

[Si-H]

[N-H]
+ 0.70. (2.1)

Using this expression and the [Si-H] and [N-H] values shown in Fig. 2.2-c, [N]/[Si] ratio

was calculated for each r as presented in Fig. 2.2-d. Afterwards, the calibration constant

corresponding to each x value [55] was applied for [Si-N] computation. It was found that

[Si-N] amount increases linearly when the ammonia fraction in the source gas is raised from

r=2 to r=4 and further enhancement in the ammonia fraction up to r=9 only slightly increases

[Si-N] (see Fig. 2.2-c). Consequently, the nitrogen content within the film increases and the

volume fraction of Si-Si phase decreases with r. Besides, the value x increases with r from

∼0.68 (i.e. Si rich) to ∼1.32 (i.e. near-stoichiometry) and has similar behavior with the optical

gap, E04, that was obtained from UV-visible spectra (see Fig. 2.2-d). So, as anticipated, the

nitrogen amount is directly responsible for the gap widening. The refractive indices found

from UV-visible spectra were compared with the weighted average of the refractive indices

of a-Si:H and a-Si3N4:H media, which was related to x by [57]:

n(x) =
na−S i + 3

4 x (2na−S iN − na−S i)

1 + 3
4 x

. (2.2)
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The refractive indices, determined through this relation with na−S i and na−S iN taken as 3.0

and 1.7, respectively, were very close to the experimental ones (from UV-visible transmittance

spectra), as given in Fig. 2.2-e. Hence, x values computed from [Si-H]/[N-H] IR bond density

ratio seem to be plausible.

The UV-visible transmittance spectra of a-SiNx:H films exhibit well-behaved interference

fringes in the transparent region whose maximum values always reach the transmission of

the quartz substrates. This indicates that the films are fairly smooth and uniform along the

PECVD electrode within at least 1 cm. The optical constants of the films are given in Table

2.2. As shown before (Fig. 2.2-d,e), the optical gap increases while the refractive index

decreases with increasing r, which is consistent with the single oscillator model. If the relation

n2≈ε, where ε is the dielectric permittivity, is assumed, the Coulomb interaction between the

excess charge carriers is enhanced and their radiative lifetime is reduced. Remembering the

optical gap of a-Si:H as ∼1.8 eV and that of a-Si3N4:H as ∼5 eV, all the films of this work

may be considered more or less Si rich, since their optical gaps are always smaller than ∼5

eV. On the other hand, the volume fraction of the Si rich regions seems to be reduced with

increasing r, deduced from E04 and x dependencies on r.

During the extraction of Urbach energy values, it was found that the slope of the linear

fit decreases with increasing r. As this slope is inversely proportional to the Urbach energy,

the band tail width increases with r as given in Table 2.2. The Urbach tail values are much

higher than those of a single phase a-Si:H film. Such wide Urbach tails of this work may

stem from the dual phase character of the Si rich nitride films at hand, which comprise a-

Si islands dispersed within a-SiNx:H matrix. These islands should be size-distributed, each

individual imposing its own absorption spectrum. The convolution of their absorption spectra

possibly widens the overall localized band tails. As a result, instead of ‘Urbach tail’ concept

the ‘subgap absorption tail’ is rather suitable for the present situation.

Table 2.2: Optical constants of a-SiNx:H films deposited in this work.

Film# E04 (eV) Urbach tail (meV) Refractive index
Deposition rate
± 5% (nm/min)

SN1 2.70 ± 0.05 110 ± 10 2.00 ± 0.01 12
SN2 3.42 ± 0.02 180 ± 10 1.80 ± 0.02 21
SN3 4.30 ± 0.15 320 ± 12 1.72 ± 0.02 19
SN4 4.82 ± 0.24 340 ± 12 1.69 ± 0.01 18
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2.3.2 Recombination properties by PL spectroscopy

The intensities of the PL spectra of four sets of a-SiNx:H thin films, presented in Fig. 2.3, are

comparable with each other since the measurements for each film were performed carefully

and successively with the same focusing. The interference fringes are inevitable when the

PL is measured from films of few hundreds of nanometers deposited on smooth surfaces. In

order to correct the PL spectra roughly for the interference fringes, it was compared with the

transmittance spectra taken from the same films deposited on quartz substrates. Here, the
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Figure 2.3: The fringy as-measured (symbols) and the fringe-free simulated (lines) PL spectra
of four sets of a-SiNx:H thin films deposited with different NH3 to SiH4 flow ratios. The ratio
of the as-measured curve to the simulated one is given in the inset for the sample with r = 4.
The transmittance spectrum of the same sample is provided for comparison.
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deposition rates on c-Si and quartz substrates were assumed to be similar. The position and

the intensity of the simulated peaks were adjusted in a way that the behavior of the ‘ PL intensity
simulation ’

curves have similar fringes with those of the transmittance spectra (see inset of Fig. 2.3).

Two main results are that the PL peak wavelength blueshifts and the PL FWHM broadens

with increasing r. Keeping direct proportionality between r and E04 in mind (Fig. 2.2-d),

the blueshift of the PL band is plotted with respect to E04 in Fig. 2.4. In agreement with

the purpose of alloying Si with N, the PL peak energy shifts from 1.6 eV (red) for E04=2.70

eV to 2.5 eV (blue) for E04=4.82 eV. All these emissions with their corresponding emission

colors were clearly visible to the naked human eye in dark room. Fig. 2.4 also includes the

dependence of the Stoke’s shift, ES , on E04. It is seen that the rate of change of the Stoke’s

shift is higher than that of the PL peak energy. For the range of nitrogen contents in the

 

2 3 4 5 6
E04 (eV)

1

2

3

P
L
 p

e
a
k
 e

n
e
rg

y
 (

e
V

)

1

2

3

S
to

k
e
's

 s
h
if
t 

(e
V

)

Figure 2.4: Peak wavelength of the room temperature PL of a-SiNx:H films and Stoke’s shift
presented with respect to the optical gap. Data at E04=1.8 eV correspond to the usual values
for a-Si:H.
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films of this work, the PL peak energy is always greater than the Stoke’s shift. However, the

difference EPL-ES =0.5 eV for SN1 reduces down to 0.2 eV for SN4. Remember that this

difference for a-Si:H films is found as 1.0 eV using the widely accepted values (these values

are also provided in Fig. 2.4). In this respect, while the optical gap widens with alloying,

EPL gets closer to the half of the optical gap. If the extrapolations of Fig. 2.4 are forced to

intercept, the PL peak energy would equal the half of the gap for E04≈6 eV; i.e. EPL≈E04
2 ≈3

eV, corresponding to violet light emission (experimenting this hypothesis, however would

require a more sophisticated set-up and may be an additional alloying atom such as oxygen).

Such large Stoke’s shifts are difficult to be interpreted by the electron-phonon interaction

model since the electron-phonon coupling is responsible for Stoke’s shift of at most 1 eV

in wide gap materials [58, 59]. Instead, the following semiquantitative analysis implies that

band-tail luminescence model is more successful in the interpretation of the above discussion.

In this frame, the excited carriers should, first, thermalize deep inside the gap through

the band tails until the non-radiative thermalization rate becomes comparable to the radiative

recombination rate. The non-radiative lifetime reaches the radiative one at some energy, below

which the density of band tail states are too low for non-radiative processes to compete with

the radiative transitions. For the alloys of the same kind, i.e. a-SiNx:H here, this energy might

correspond to similar density of available band tail states, hi
PL with i=c or v standing for the

conduction or valence bands. Considering E0=Ev
0≈2Ec

0 as usually reported for a-Si:H and its

alloys [60, 61], the ratio of this band tail DOS, hi
PL to the relevant band edge DOS may be

roughly given as:

hc
PL

hc
0
≈ hv

PL

hv
0
≈ exp

[
−2ES

3E0

]
. (2.3)

Taking E0 from Table 2.2 and ES from Fig. 2.4, hc
PL/h

c
0 was calculated to be in the range

7.4×10−3-1.5×10−2 for different r values. In addition, this ratio can be found for a-Si:H as

1.2×10−2, using E0≈60 meV and ES≈0.4 eV. The discrepancies, although not so serious,

may arise from differences in the band edge DOS of each sample. Consequently, the radiative

recombinations are favored when the carriers thermalize to the energy, at which the band

tail DOS is ∼1% of the relevant band edge DOS. Eq. 2.3 probably requires more attention

for more accurate results. For instance, the assumption of similar radiative lifetimes of each

sample may be wrong. However, this simple approach at least qualitatively implies a relation

between EPL, ES and E0. It also predicts that if E0 is further increased in parallel to E04 by
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alloying, EPL may equal E04/2 at a specific optical gap. A more detailed analysis about the

relation of PL to the electron-phonon coupling and band-tail recombination is conducted in

the following.

For the crystalline semiconductors, the lattice relaxations prior to the radiative recom-

bination of excited electron lead to an energy loss proportional to its interaction strength

with phonons [14, 59]. This loss results in an energy difference between the absorption and

emission band maxima of the material; i.e. Stoke’s shift. In parallel, if the electron-phonon

coupling is the dominant mechanism determining the PL spectrum, the PL FWHM (∆EPL)

should be related to the average phonon energy (2π~ν0) by [17, 58]:

(∆EPL)2 = 8πln (2) ES~ν0, (2.4)

where ES =Eabs-EPL, Eabs and EPL being the absorption and PL peak energies; respectively.

Eabs may be roughly taken as E04, to simplify the experimental procedure.

In amorphous semiconductors, thermalization through the band tails should limit elec-

tron’s freedom and attenuate the effects of phonons. Moreover, additional broadening (∆Edis
PL)

may arise from other disorders, such as possible band edge fluctuations due to structural in-

homogeneities. Thus, Eq. 2.4 may be modified as [58]:

(∆EPL)2 = 8πln (2) [ES − Eth] ~ν0 +
(
∆Edis

PL

)2
, (2.5)

where Eth is the thermalization energy. Fig. 2.5-a shows a fairly well linear relation in ac-

cordance with Eq. 2.5. The slope of the linear fit is ∼0.5 eV corresponding to 2π~ν0≈180

meV, which is much higher than a typical phonon energy of ∼60 meV. In addition, the zero

intercept of the linear fit is ∼ −200 (meV)2, which corresponds to a thermalization through

∼400 meV if the disorder broadening is neglected. This value may account for both PL band

width and Stoke’s shift in a-Si:H. In this regard, electron-phonon interactions do not seem

to be sufficient to create the observed PL spectra particularly in the wide gap amorphous Si

alloys.

As briefly introduced in section 1.3, another possible mechanism to interpret the measured

PL band is suggested by the static disorder model [15, 16]. In this model, the PL band shape

is associated with the exponential localized states. In Fig. 2.5-b, the data of PL band width

versus subgap absorption tail, E0 was fitted by a straight line of slope ∼2 in accordance with
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Figure 2.5: (a) Square of the PL FWHM versus Stoke’s shift for the a-SiNx:H films. (b) The
PL FWHM and (c) Stoke’s shift plotted with respect to the subgap absorption tail.

34



Eq. 1.8. Although this slope is within the acceptable limit implied by the numerical calcula-

tion [18], it is slightly lower than the experimental value of 2.6, previously found for a-SiNx:H

alloys [17]. This difference is probably related to the PL excitation energy of this work. In

the previous work [17] where ζ=2.6, the PL excitation source had an energy of 3.4 eV, which

was intentionally coincided with the optical gap of their most nitrogen rich film. In other

words, the PL excitation energy was kept greater than the optical gap of each film. However,

in this work, the optical gaps of the films SN3 and SN4 were 4.30±0.15 eV and 4.82±0.24

eV, respectively (see Table 2.2), which are above the maximum available PL excitation energy

present in our laboratory, i.e. 3.82 eV. Consequently, the subgap excitation of SN3 and SN4

would prevent the recombinations between the shallower conduction and valence band tails,

and would lead to PL band width smaller than expected. With this consideration, it is safe

to declare that the band-tail recombination PL mechanism, concluded in the previous works

on a-SiNx:H alloys [17, 58, 62], is also valid for the films at hand. However, further blueshift

of the PL peak energy from ∼2.0 eV of the previous works [17, 58] to ∼2.5 eV may be cited

as a contribution of this work. Although it is known that subgap excitation reduces the PL

FWHM and redshifts the PL band, it is worth demonstrating that blue PL can be obtained

from a-SiNx:H with higher nitrogen contents.

In the static disorder model, the main reason for the difference between the optical gap

and the PL peak energy, namely the Stoke’s shift, is attributed to the carrier thermalization

to the lowest band tails before radiative recombination. The Stoke’s shift was analytically

related to the subgap absorption tail in Eq. 1.7. Rc, appeared in the logarithmic factor of

this equation, depends on the energy depth of the recombination center and the radiative

lifetime via Eqs. 1.3 and 1.5. While the characteristic energy depth of the localized states, E0,

increases with alloying, Rc decreases. In parallel, alloying Si with N is known to reduce the

radiative lifetime mainly due to the enhanced Coulomb interaction, which in turn decreases

Rc. Moreover, hv
0 in Eq. 1.7 may also differ for samples with different nitrogen contents.

Therefore, the dependence of the Stoke’s shift on E0 can not be easily determined. However, a

linear dependence can be roughly expected if the effect of the logarithmic function is assumed

to be minor (this argument is directly compatible with Eq. 2.3). Fig. 2.5-c exhibits this

linearity. The slope of the fit is 5, which equals the logarithmic factor in Eq. 1.7 when

plausible values of E0=200 meV, Rc=7 nm [63] and hv
0=6×1020 eV−1cm−3 are used.
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2.3.3 Analyses on PL efficiency

The as-measured PL intensity can be analyzed as a function of r, but it should be corrected

before its quantitative analysis due to the following reason. The excitation light incident on

the film is partially reflected and partially transmitted. Some fraction of the transmitted light

is absorbed by the film bulk during its travel towards the substrate. The remaining fraction

of the light is partially reflected from the substrate and experiences the internal reflections

within the film. This process continues until the light in the film is exhausted. Therefore,

the number of photons absorbed within the film depends on the absorption coefficient at the

PL excitation energy, film thickness, reflection and transmission coefficients at the air/film

and film/substrate interfaces. The absorbed fraction of the incident light should be known to

compare the PL efficiencies quantitatively. In this respect, the PL intensities were divided

by the fraction of the absorbed intensity, which was derived in appendix D. In Fig. 2.6-a,

the integrated intensity of PL spectra measured at room temperature is given with respect to

r in the semilog plot after the correction procedure given in appendix D. The PL efficiency

increases more than two orders of magnitude when r is increased from 2 to 6, and it saturates

for greater r values. This saturation may be explained by two possible reasons. First, the

optical gap 4.82±0.24 eV of SN4 is above the PL excitation energy of 3.82 eV. Therefore,

PL spectrum of SN4 must be regarded as a product of subgap excitations. If compared with

above-gap excitations, the number of excited electrons that are candidates for radiative re-

combination should be smaller by a factor ∼0.1 since the excitation energy is not sufficient

for band-to-band transitions (here, the factor ∼0.1 is the ratio of conduction band tail DOS at

3.82 eV above the valance band edge to the conduction band edge DOS). The Stoke’s shift for

SN4 is 2.3 eV, which means that the radiative recombinations occur well below the both band

edges where the number of available band tail states is comparable to the number of excited

candidate charge carriers. In this respect, the subgap excitation would have a minor role in

the saturation of the PL intensity for r>6. Second possibility for this saturation is predicted

by Eq. 1.10. Accordingly, the PL efficiency at a particular temperature should increase with

increasing E0 and shortening τ, provided that the main PL mechanism remain the same with

alloying, i.e. band tail recombination. When the nitrogen content in a-SiNx:H is increased,

both requirements on E0 and τ are satisfied. The effect of τ might be assumed negligible since

it appears in the logarithmic factor. With this assumption, the PL efficiency can be directly

related to E0. In Fig. 2.6-b, the linear plot of E0 versus r is supplied. The shape of the curve
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Figure 2.6: (a) Corrected PL peak area and (b) the subgap absorption tail of a-SiNx:H films
versus r. (c) Corrected PL peak area of (a) versus 1/E0 of (b).

37



resembles that of Fig. 2.6-a; the subgap absorption tail width increases almost linearly until

r=6 and it saturates for r>6. This saturation may be a result of the change in the main role

of nitrogen in the structure with its increasing content to form nearly stoichiometric films.

For more or less Si rich samples, the nitrogen atoms break the long Si-Si chains and causes

strained a-Si:H grain boundaries [58]. The volume of such distorted regions should be pro-

portional to the nitrogen content. However, as the near-stoichiometry is reached, most of the

Si-Si chains are already broken and the Si-N bonds become numerous than the Si-Si bonds.

In Fig. 2.6-c, the correlation between the PL efficiency and E0 is provided with ln(yL)∝−1/E0

as predicted by Eq. 1.10.

It is known that alloying a-Si:H with C, N or O for wide gap applications reduces the PL

thermal quenching as a result of the deepening of the subgap absorption tail. This improve-

ment stems from the change in the demarcation energy, EM , which tends to move away from

the relevant band edges with alloying, in parallel to the behavior of E0. As for a-SiNx:H,

increasing N content in the films increases both E0 and the depth of EM . Then, the thermal
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Figure 2.7: PL spectrum of SN3 film measured at different temperatures with the temperature
dependence of the intensity provided in the inset.
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re-emission of a charge carrier thermalized deeper through the radiative recombination cen-

ters becomes more difficult. Consequently, higher the nitrogen content, lower the thermal

quenching. Otherwise, the PL temperature dependence of the a-SiNx:H alloys used in this

work are similar, therefore, it is enough to supply the temperature scan of one of the films

here as a representative. In this respect, the temperature dependence of the PL spectrum of

SN3 is given from 10 K to 300 K in Fig. 2.7. The PL peak energy and the PL band shape do

not change with temperature. The slight redshift of the peak energy, when compared with the

peak of SN3 in Fig. 2.3, arises from the difference between the PL excitation energies used in

each experiment: temperature scan of the PL spectrum was performed using 3.4 eV band of

a Hg lamp. The intensity distribution of the interference fringes was re-arranged accordingly.

In comparison to the many orders of magnitude thermal quenching of pure a-Si:H [62], about

3-fold quenching of PL intensity observed for SN3 should not be surprising since E0=310

meV of SN3 is much larger than E0≈60 meV of a-Si:H.

2.4 Conclusion

The a-SiNx:H films of this work were determined to be Si rich until r=NH3/SiH4 gas flow

ratio reaches 9. For r=9, the films were nearly stoichiometric. The behavior of the optical

gap, increasing from 2.70 eV for r=2 to 4.82 eV for r=9, was shown to be directly related to

that of x, increasing from 0.68 to 1.32.

The PL light emissions from all the samples were easily perceivable at dark room con-

ditions and at room temperature by the naked eye. The PL peak energy blueshifts and the

PL FWHM broadens when the nitrogen content within the film is increased. The relation

between the PL peak energy with respect to the optical gap was found as linear. In addition,

the optical gap dependence of the Stoke’s shift was also linear with a higher slope. From the

intersection of these linear fits, it was concluded that the PL peak energy may reach even half

of the optical gap if r is further increased. This behavior was correlated to the deepening of

the subgap absorption tail with alloying. In this frame, it was shown by a semiquantitative

approach that the radiative transitions are favored as the carriers thermalize to the energy at

which the band tail DOS is about 1% of the relevant band edge DOS. More detailed analyses

indicated that the Stoke’s shift and the PL band broadening are difficult to be explained by

the electron-phonon interactions, but they are rather related to the carrier thermalization deep

through the band tails prior to radiative recombination.
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In order to compare the PL intensities of samples having different optical constants, a

simple method was introduced to correct the PL intensities for the absorbed light fraction of

the PL excitation source. After the correction procedure, the PL efficiency was verified to

increase exponentially as the subgap absorption tail gets wider, in agreement with the static

disorder model. The thermal quenching of the PL efficiency is also reduced with alloying:

only a 3-fold reduction in PL intensity is presented for the film grown with r=6. In comparison

to a pure a-Si:H film, such low thermal quenching in the amorphous films of this work is

another indicator of the band tail recombination mechanism.
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CHAPTER 3

DOPING OF HYDROGENATED NANOCRYSTALLINE

SILICON

3.1 Introduction

The previous chapter deals with the photoluminescence study on hydrogenated amorphous

silicon nitride (a-SiNx:H) alloys. Since the light output of these films spans the whole visible

region of the spectrum and the emission intensity is high enough to be seen by naked eye, a-

SiNx:H alloys have the potential of fabrication as silicon based high efficiency thin film light

emitting diodes (TFLEDs).

The working principle of a TFLED is based on the injection of electrons and holes from

either side of the diode and their radiative recombination within the luminescent active layer.

The most efficient way of the opposite charge carrier injections is to sandwich the active

layer between p- and n-type materials. In this purpose, the deposition of highly conductive

doped layers is indispensible. However, the doping efficiency of amorphous silicon is very

low since high doping concentrations induce high defect density around the midgap and the

doping efficiency decreases with increasing dopant gas flow rate. Consequently, the resistivity

of doped a-Si:H cannot be lowered below ∼103 Ωcm. Instead, use of high hydrogen dilution

at high power regimes during PECVD process suggests a solution. During the film growth

under excess hydrogen, the surface dangling bonds are saturated by hydrogen [64]. Then,

since the plasma radicals have more time to survey for their ideal sites, the structural ordering

is assisted. Hydrogen ions also preferentially etch away disordered and weak bonds [65]. As

it is more difficult to break stable bonds, crystalline phase is rather promoted. In this regard,

excess hydrogen in the reactant gas induces the formation of nanocrystalline islands dispersed

randomly throughout the whole amorphous tissue.
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These nanocrystallites are also distributed in size, each having its own optical absorption

spectrum. Although the overall structure is more ordered when compared to the low-hydrogen

amorphous counterpart, the subgap absorption tail, E0 (a disorder parameter) of hydrogenated

nanocrystalline silicon (nc-Si:H) is usually wider probably due to the convolution of the ab-

sorption spectra of all nanocrystallites. In this regard, E0>150 meV in highly hydrogen diluted

films simply implies crystallization [33].

The doping mechanism within the nanocrystalline islands should be similar to that within

a single crystal bulk Si, such that the neutral dopant atoms may be forced by the lattice to have

4-fold configuration. In this case, the defect creation process experienced in substitutional

doping of a-Si:H is eliminated. On the other hand, since a-Si:H is present in nc-Si:H as a

surrounding matrix of the crystallites, the defect creation assisted doping would still work.

Consequently, the doping efficiency would be only partially enhanced.

The light emission originated within the luminescent active region of pin diode needs to

pass through the doped top layer and the window electrode before reaching the target, i.e.

human eye, detector, etc. Therefore, the films deposited above the intrinsic layer should be

transparent to the output light. The doped bottom layer is also preferred to be transparent

to the emitted light for efficient back-reflection from the bottom electrode. In this regard,

the optical gap of the doped layers must be wider than a critical value. For visible TFLEDs,

this value has to be larger than ∼2 eV corresponding to orange, which means that at least

half of the emitted light intensity of energy greater than ∼2 eV would be re-absorbed by the

doped layers. The desired optical gap for the doped layers is about ∼2.3 eV corresponding

to green color. However, it is not an easy task to deposit amorphous silicon based highly

conductive films having optical gaps above ∼2 eV, since the doping efficiency decreases with

alloying. As a solution, the band gap of nc-Si:H can be increased to as much as ∼2.2 eV, since

the eventual void formation enhances the quantum confinement effect (QCE) [33]. If high

enough doping efficiency can be achieved, the use of doped nc-Si:H carrier injection layers

seems to be a good idea. In addition, the doped layers may be deposited thin enough to reduce

the re-absorbed light fraction further. On the other hand, since the first few tens of nanometers

are known to be in highly disordered amorphous phase, the doping efficiency is very low in

the films deposited thinner than ∼50 nm [66]. Therefore, the deposition of highly conductive

doped nc-Si:H films of optical gaps ≥2 eV and thicknesses &50 nm may be aimed for visible

TFLED applications.

This work focuses on the optimization of p-type doping conditions of nc-Si:H. It was
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assumed and experimentally verified that once the optimum conditions for p-type doping is

obtained, the corresponding n-type doping would be achieved by replacing diborane with

phosphine in the source gas since the n-type doping efficiency is higher.

3.2 Experimental details

Nine sets of p-type nc-Si:H were grown on glass substrates in the PECVD system with the

deposition parameters summarized in Table 3.1. One can follow the time order in which the

parameters were changed systematically. To study also the large area film uniformity, the

films were deposited on the ‘center’ and on the ‘edge’ of the circular PECVD system, whose

gas supply was located at the central region of the top electrode [33, 67].

I-V characteristics of p-type nc-Si:H were measured by the computer controlled electrom-

eter (Keithley 617) with the use of Al planar electrodes thermally evaporated above glass/film

structures. The dark resistivities were obtained from the ohmic region of the corresponding

I-V curves.

UV-visible transmittance spectra were measured by Perkin Elmer Lambda 2S spectrom-

eter from glass/film composites in 200-1100 nm region. The values of optical gap, E04 and

subgap absorption tail, E0 were derived from these spectra by the procedure described in

chapter 2.

Table 3.1: Deposition parameters and the corresponding dark resistivities of p-type nc-Si:H
films at the center and near the edge of the reactor bottom electrode. During all deposition
processes, the substrate temperature was maintained at 473 K.

Film#
Pressure
(Torr)

B2H6/SiH4
(%)

RF power den-
sity (mW/cm2)

ρ (Ωcm)

center edge
p1 1 1.00 200 4.5×108 8.0×100

p2 2 1.00 200 1.6×106 6.3×103

p3 0.5 1.00 200 3.5×106 4.0×106

p4 1.5 1.00 200 7.1×106 2.4×103

p5 1 0.34 200 4.4×106 7.2×101

p6 1 0.17 200 3.2×103 1.4×102

p7 1 0.17 300 3.1×108 1.3×103

p8 1 0.17 160 1.2×103 2.6×101

p9 1 0.17 100 1.3×107 1.5×102
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3.3 Results and discussions

The resulting dark resistivities of p-type nc-Si:H films are provided in Table 3.1. The change

of dark resistivity with respect to the deposition parameters are plotted in Fig. 3.1 to see the

tendency better. In all sets of the films, the doping efficiency is always greater at the edge

of the electrode. This is consistent with our recent results [33], where the crystallinity of the

films was found to increase towards the electrode edge. However, some of the films possess

high degrees of nonuniformities in the dark resistivity. For instance, in the sets p1-p4, in

which the effects of the pressure on the film properties were studied, the doping efficiency

difference between the films grown at the center and at the edge is more than 7 orders for

p1 (Fig. 3.1-a). Although the resistivity of p1 is as low as 8 Ωcm at the edge, it increases

up to 4.5×108 Ωcm at the center. In the subsequent depositions, the resistivity of the central

films could be reduced only by 2 orders. On the other hand, the resistivity of the edge films

increased by 6 orders for lower pressure and by 3 orders for higher pressures (Fig. 3.1-a). In

this respect, 1 Torr seems to be the optimum deposition pressure if other parameters can be

adjusted to improve the doping efficiency at the center of the electrode without worsening that

at the edge.

Keeping the pressure at 1 Torr, the diborane to silane flow ratio (B2H6/SiH4) was reduced

from 1% to 0.34% and then to 0.17% in the sets p1, p5 and p6, respectively (see Table 3.1).

In contrast to a slight decrease of 1 order in the doping efficiency of the samples deposited at

the edge, that of the samples at the center was gradually improved by more than 5 orders with

decreasing B2H6/SiH4 (Fig. 3.1-b). In parallel, the nonuniformity in the resistivity decreases

from almost 8 orders to about 1 order. The B2H6/SiH4 flow ratio of 0.17% (corresponding

to the lowest possible diborane flow rate in the present system) may be considered as the

optimum value for both fair uniformity and low resistivity. Note that this value is about

1 order of magnitude lower than the usual flow ratio (∼1%) used in the doping of a-Si:H

[27]. This difference may stem from the fact that the doping mechanism in nc-Si:H is mainly

the activation of the dopant atoms within the nanocrystallites instead of the defect creation

assisted doping of a-Si:H.

It was studied in our previous work on boron nitride (BN) [67] that the decomposition rate

of diborane in the plasma was high to cause serious nonuniformities in the physical/chemical

properties of the grown films. For example, the boron content of the films deposited at the

center was always greater than that of the films deposited at the edge. In consequence, the
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Figure 3.1: Dark resistivity of p-type nc-Si:H films versus (a) pressure, where RF power
density is 200 mW/cm2 and B2H6/SiH4 is 1.00%, (b) B2H6/SiH4, where RF power density is
200 mW/cm2 and gas pressure is 1 Torr, (c) RF plasma power density, where the pressure is
1 Torr and B2H6/SiH4 is 0.17%.
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optical gap and the structural ordering gradually increased towards the edge of the reactor

electrode. Since the diborane flow rate used within the frame of this thesis is much lower than

that used in the previous work, the possible boron related nonuniformities are not likely to be

detectable by the optical measurement methods, such as UV-visible and FTIR spectroscopies.

However, it is known that the dark resistivity of the films is very sensitive to the flow rate of

the dopant gas [27]. In this regard, the high resistivity of the central films should be related

to the boron plasma species rather concentrated around the center of the PECVD electrode.

At higher B2H6/SiH4 flow ratio, most of the diborane seems to be decomposed as it enters

the plasma leading to a high defect density film at the center of the reactor. In this region,

the films may be more properly defined as an alloy. Possibly, high B2H6 concentration may

decrease the crystallinity and form electrically inactive B-H-Si complexes [68] in the films at

the center of the electrode. The residual fraction of diborane should be deposited towards the

electrode edge, where its low concentration does not affect the film crystallinity and results in

highly conductive p-type nc-Si:H films.

Finally, keeping the pressure at 1 Torr and B2H6/SiH4 flow ratio at 0.17%, the RF power

density of deposition was surveyed to check if it is possible to reduce the dark resistivity

further. The first attempt as increasing the power density from 200 mW/cm2 for the set p6

to 300 mW/cm2 for p7 increased the resistivity by 5 orders in the central films and by 1

order in the edge films. In the sets p8 and p9, the power density was decreased down to 160

mW/cm2 and 100 mW/cm2, respectively. In p8, the optimum resistivity was obtained with

the nonuniformity along the reactor being lowered to 2 orders.

After determination of the optimum pressure and B2H6/SiH4 flow ratio, the optical con-

stants of the films were also followed during the power density scan. As can be seen from

Fig. 3.2-a, E04 is above 2 eV for all power regimes. The highest optical gap values were

achieved at 300 mW/cm2, but these films exhibit very high resistivity (see Fig. 3.1-c). There-

fore, the use of RF power density of 160 mW/cm2 is rather preferred, since these films are

highly conductive and at the same time, their optical gap is suitable as a window for the output

light. On the other hand, the subgap absorption tail behavior with power density is correlated

with that of the resistivity (see Fig. 3.2-b and Fig. 3.1-c, respectively). The increase of E0

was previously found to be associated to the crystallinity improvement [33]. Therefore, the

lower resistivities obtained for the films with E0≥0.17 eV seem to be due to the increased

nanocrystalline volume fraction, as it was implied above.

As a result, the optimum power, pressure and B2H6/SiH4, that yield low resistivity and
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Figure 3.2: (a) Optical gap, E04 and (b) subgap absorption tail, E0 of p-type nc-Si:H films as a
function of RF plasma power density, where the deposition pressure is 1 Torr and B2H6/SiH4
is 0.17%.

 

Figure 3.3: Distribution of dark resistivity along the reactor electrode of the film p8 and the
corresponding n-type film grown using phosphine instead of diborane.
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fair uniformity, were determined to be 160 mW/cm2, 1 Torr and 0.17%, respectively. The

n-type nc-Si:H films were grown under these optimized conditions by only replacing PH3 for

the dopant gas. The recent work on the dependence of dark resistivity of n-type nc-Si:H films

on the RF power density, reported in [66], supported that 160 mW/cm2 grown samples exhibit

the highest conductivity. Therefore, for both p- and n-type nc-Si:H films, used in this study,

the optimized growth parameters are the same, except for the dopant gases.

The uniformity of the p-type film grown via the optimized conditions and that of the

corresponding n-type film are given in Fig. 3.3. The dark resistivity of the p-type film is

below 1.5×102 Ωcm until 80 mm from the edge of the electrode while it exceeds 103 Ωcm

within the 40 mm central radius of the reactor. The resistivity of the n-type film is around 0.5

Ωcm and can be assumed to be uniform along the reactor. Since the only difference between

these two depositions is the type of the doping gas, the nonuniformity in the resistivity of the

p-type film along the reactor should be related to the above discussed nonuniformity in the

boron concentration within the plasma.

3.4 Conclusion

The p-type doping parameters of nc-Si:H were optimized by a systematic study. Gas pressure,

diborane to silane flow ratio and plasma power were scanned to obtain low dark resistivity,

large band gap energy and good film uniformity along the reactor. The lowest dark resistivity

of the films is 8 Ωcm with a large nonuniformity. But, when the optimum deposition param-

eters are used, they yield fairly uniform films with dark resistivity in the order of 101-103

Ωcm and optical band gap energy above 2 eV. The resistivity values decrease with increasing

subgap absorption tail, implying that the nanocrystallinity improvement enhances the doping

efficiency. The n-type nc-Si:H deposited using phosphine instead of diborane with the same

optimized growth conditions, exhibits dark resistivity of as low as 0.5 Ωcm. In the follow-

ing chapter, pin diodes were fabricated with these doped layers and p-type layer was further

optimized for better pin junction I-V characteristics.
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CHAPTER 4

FABRICATION OF HYDROGENATED AMORPHOUS

SILICON HOMOJUNCTION PIN DIODE

4.1 Introduction

After the optimization procedure of the doped layers in chapter 3, the quality of the junction

formation was tested via the fabrication of pin diodes using a-Si:H film as the intrinsic layer.

In this chapter, the B2H6/SiH4 flow ratio of p+ nc-Si:H layer deposited during the pin produc-

tion was again optimized for better diode characteristics. The rest of the optimizations was

done by changing the intrinsic layer (a-Si:H) growth conditions, such as PECVD chamber

pressure and hydrogen dilution. It was found that these intrinsic layer deposition parameters

strongly affected the pin diode I-V characteristics. The optimized pin device was analyzed

by temperature scanned I-V and constant photocurrent measurements (CPM). The I-V curves

and CPM were used to compute the energy distribution of density of states (DOS). The results

were compared with those of the device-grade intrinsic a-Si:H film.

4.2 Experimental details

Five a-Si:H based homojunction pin diode sets were deposited on Cr coated glass substrates,

each produced in a single PECVD cycle. The fabrication steps are demonstrated in Fig. 4.1:

first, the glass substrates were cleaned by a standard cleaning procedure and placed in the

e-beam evaporation system for Cr coating. After the deposition of 100 nm Cr bottom contact,

the Cr coated glass substrates were stocked in a dust- and mild-free case to be used when

necessary. For the growth of p, i and n layers, the glass/Cr structure was gently submerged

into alcohol and then rinsed in deionized water. After they were dried with a nitrogen gun,
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Al (80 nm)

n-nc-Si:H (50 nm)

i-a-Si:H (100 nm)

p-nc-Si:H (100 nm)

Cr (100 nm)

glass substrate

reactive ion etching

mesa

Figure 4.1: Fabrication steps of a-Si:H based homojunction pin diode.
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the Cr coated glass substrates were immediately placed on the PECVD bottom electrode. At

this step, the reactor was waited for about 2 hours to reach the temperature of 473 K and the

vacuum of 1 mTorr. Then, 100 nm p+ nc-Si:H was deposited on the glass/Cr structure. It

was followed by the growth of 100 nm a-Si:H and 50 nm n+ nc-Si:H layers successively. The

growth conditions of p+ nc-Si:H and a-Si:H films are given in Table 4.1. For n-type layer, the

previously optimized parameters of n+ nc-Si:H film were used in all diode sets (see section

3.3). When the PECVD process was over, the system was closed and the samples were kept

in vacuum until the temperature was dropped down to 323 K. Next, the glass/Cr/pin structure

was taken out of the PECVD chamber and the dust, possibly present on the diode surface, was

swept away by the nitrogen gun. Then, the samples were placed on the dot contact masks with

1 mm dot diameter. Subsequently, the sample holder was screwed into the thermal evaporation

system for the coating of 80 nm Al. Finally, glass/Cr/pin/Al structure was put into the reactive

ion etching system and the 1 mm diameter diodes were isolated from each other to form the

mesa as shown in Fig. 4.1. The obtained homojunction pin structure is shown in detail in Fig.

4.2.

The I-V characteristics of the produced diodes were firstly measured at room temperature

in forward and reverse bias regimes. For this purpose, the data was collected by an electrom-

eter (Keithley 595 Quasistatic CV meter) controlled by a computer program. The optimized

diode was then chosen for the temperature scanned I-V analysis. These experiments were

performed using the cryostat system, mentioned in section 2.2, in addition to the above elec-

Table 4.1: Deposition parameters of p+ nc-Si:H and a-Si:H films used in homojunction a-Si:H
based pin diodes. The n+ nc-Si:H film and the substrate temperature of 473 K were kept the
same for all diodes. The p+ nc-Si:H and a-Si:H films were grown under the RF power density
of 160 and 22 mW/cm2, respectively. The B2H6 gas was 1000 ppm diluted in H2.

Diode# Film Gases (sccm) Pressure (Torr)
SiH4 H2 B2H6 Total

#1
p+ nc-Si:H 3 190 5 198 1
a-Si:H 10 200 0 210 0.5

#2
p+ nc-Si:H 3 190 10 203 1
a-Si:H 10 200 0 210 0.5

#3
p+ nc-Si:H 3 190 10 203 1
a-Si:H 10 200 0 210 1→ 0.5

#4
p+ nc-Si:H 3 190 10 203 1
a-Si:H 10 200 0 210 1

#5
p+ nc-Si:H 3 190 10 203 1
a-Si:H 10 50 0 60 0.5
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Al (80 nm)

n-nc-Si:H (50 nm)

i-a-Si:H (100 nm)

p-nc-Si:H (100 nm)

Cr (100 nm)

glass

Figure 4.2: Schematic of the complete homojunction pin diode used in electrical measure-
ments with the bottom (Cr) and the top (Al) electrodes.

trometer.

Very sensitive measurements of the optical absorption coefficient were performed by the

constant photocurrent method (CPM). Using a Si photodiode, the energy dependence of the

absorption coefficient of a semiconductor was determined at energies as low as 1.2 eV. The

photocurrent was measured with the setup depicted in Fig. 4.3. The excitation light was pro-

duced by a tungsten halogen lamp (Oriel 7340) operating at 120 W, supplied from a stabilized

dc power supply (HP 6642A). A shutter was placed just in front of the outlet of the lamp to

determine the photocurrent accurately for each wavelength. After passing through the low-

pass filter for the elimination of the higher orders of the radiation (2λ, 3λ, etc.), the lamp light

was decomposed into single wavelength by the grating monochromator. The wavelength was

automatically scanned by the computer program. The monochromatic light was then incident

on a beam splitter, where it was separated into transmitted and reflected parts. The former

fell onto the detector after being chopped at 83 Hz and the output signal was amplified by

the lock-in amplifier. The latter was focused on the sample (e.g. pin diode and a-Si:H thin

film). The sample had Cr as bottom and ITO as top electrodes. The use of the transparent

ITO electrode was crucial to maximize the photocurrent which in exchange minimizes the

noise during the experiment. The dark current and the total current under illumination were

measured by an electrometer (Keithley 595 Quasistatic CV meter) and their difference (i.e.
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photocurrent) was kept constant via the computer program by adjusting the intensity of

the incident light. It is well known that, the photocurrent at a particular wavelength is related

to the absorbed fraction of the incident photon flux as follows:

J(hν) = α(hν)Φ(hν), (4.1)

where α(hν) is the absorption coefficient of the sample and Φ(hν) is the total photon flux

incident on the sample. Thus, in this experiment, by keeping J(hν) constant, the inverse

of the photon flux gave out the absorption coefficient dependence on the energy. However,

these α(hν) are relative values of arbitrary units. Therefore, another technique, such as the

UV-visible transmittance spectroscopy, is required to extract the actual absorption coefficient

especially at higher energies. Then, the low energy part of the CPM data can be matched

to the actual data at higher energies. As a result, the energy dependence of the absorption

coefficient can be obtained from the midgap towards deep inside the valence band. The more

detailed derivation on the principles of CPM can be found in [69].

4.3 Results and discussions

4.3.1 Deposition parameters for optimum pin diode

The I-V characteristics of five pin diodes are presented in Fig. 4.4. Increase in diborane flow

rate of p+ nc-Si:H film resulted in higher carrier injection into the intrinsic region from the

p-side (see diodes #1 and #2 in Fig. 4.4-a). As shown in Fig. 3.1-b, the doping efficiency of

p-type layer used in these diodes is higher at B2H6/SiH4=0.34% than at 0.17% for the films

grown around the edge of the PECVD electrode. Consequently, the rest of the pin diodes

were grown with B2H6/SiH4 of 0.34%.

Next, the variation of the deposition pressure of the intrinsic layer (a-Si:H) from 0.5 Torr

to 1 Torr improved the diode properties as shown in Fig. 4.4-b. This may be associated with

the decrease of ion energy of the plasma species, which can reduce the ion bombardment

damage on the growing film surface. Besides, use of 1 Torr during the intrinsic layer deposi-

tion provides the same deposition pressure for all three layers, so that the transition between

p/i and i/n interfaces becomes smoother. In diode #3, the pressure did not change from p to

i growth but was reduced to 0.5 Torr at the mid of i layer deposition. Since the I-V curves of

diode #2 and #3 are similar (Fig. 4.4-b), the I-V characteristics seems to be affected rather by

the i/n interface. Despite the successful carrier injection into the intrinsic layer, the I-V char-

acteristics of diode #4 still experience some junction problems, obvious from the large ideality
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Figure 4.4: I-V characteristics at forward and reverse biases of homojunction a-Si:H based
pin diodes: (a) #1 and #2, (b) #4, #3 and #2, (c) #5 and #2 (refer to Table 4.1).
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factor above 0.5 V (Fig. 4.4-b). The resulted η>4 may stem from the effective junctions of

few diodes within the whole pin structure [70].

In order to further improve the junction properties, the hydrogen dilution ratio of a-Si:H

layer was changed and the rest of the parameters were as in diode #2. In diode #5, the H2/SiH4

flow ratio was decreased from 20 to 5 and this drastically enhanced the diode properties (Fig.

4.4-c). The optical absorption spectra of both diodes #2 and #5 are very similar, such that E04

and E0 of these diodes are nearly the same. In this regard, this enhancement, observable only

in I-V characteristics, should arise from the reduced hydrogen ion bombardment on the p/i

interface and/or from the improved quality of the intrinsic a-Si:H layer. When compared to

diode #4, the #5 one has lower Ir and higher I f with a single ideality factor (see Fig. 4.4-b and

-c). As a result, the diode #5 is considered to be the optimized structure, which is analyzed

below in detail.

4.3.2 I-V measurements of the optimized pin diode

The I-V characteristics of the diode #5 are given in Fig. 4.5. The linear fit of logI f versus V

results in ideality factor of ∼1.7. This linear region lasts over 5 decades in current implying

high built-in potential. The rectification ratio is above 4×106 at 1.2 V, which indicates good

junction formation. The reverse saturation current is almost voltage independent.

The I-V characteristics of the optimized a-Si:H based homojunction pin diode #5 were

also measured at various temperatures (Fig. 4.6-a). The temperature was scanned between 40

K and 440 K during both cooling and heating processes. Below 270 K, the current is stuck at

around 1 pA at low voltage biases and does not decrease further. Therefore, the reverse I-V

data could not be taken below 270 K. It seems to be a surface leakage which would prevent

the measurement of the actual diode current at low current levels. A possible reason for that

is the condensation of the water vapor residual within the cryostat chamber on the sample

surface.

Both forward and reverse currents at a particular voltage increase with the measurement

temperature. The corresponding activation energy (EA) can be found from the Arrhenius

plot for the reverse saturation current (Ir,S AT ) as shown in Fig. 4.6-b. Ir,S AT was estimated

from both the experimental reverse current at -0.8 V and the theoretical fit of the forward I-V

curves using the Eq. 1.22. Two distinct linear regions can be recognized for the determination

of EA. From 440 K to 240 K, the Arrhenius plot exhibits an activation energy EA of 830

meV. This value is slightly lower than half of the optical gap of a-Si:H which is compatible
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Figure 4.5: I-V characteristics of homojunction a-Si:H based pin diode #5 at forward and
reverse biases. The ideality factor η is found from the slope of the linear fit. The rectification
ratio is indicated at 1.2 V.

with the slightly n-type nature of the intrinsic a-Si:H. The low temperature part of Fig. 4.6-

b shows very weak temperature dependence with activation energy as low as 55 meV. Such

sharp reduction in the activation energy from 830 meV to 55 meV is due to the change in

the transport mechanism from the band transport of thermally excited carriers to the hopping

around the midgap at very low temperatures.

The diode ideality factor, η, has been calculated from the theoretical fit of the forward I-V

data (Eq. 1.22), which was also applied above to determine Ir,S AT . The temperature depen-

dence of η is provided in Fig. 4.6-c. At high temperatures from 240 K to 440 K, η slightly

decreases from 2.1 to 1.7. This behavior is in agreement with the theoretical expectation (Eq.

1.21), where the transport is dominated by tail-to-tail recombinations within the exponential
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Figure 4.6: (a) Temperature scan of the forward and reverse I-V characteristics of the diode
#5 of area 7.8×10−3 cm2. (b) Arrhenius plot of the reverse saturation current. (c) Temperature
dependence of the diode ideality factor.
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band tails energetically lying between the quasi-Fermi levels of the p and n layers, EF p and

EFn, respectively. At low temperatures from 40 K to 240 K, η sharply decreases from 14.7

to 2.1. Similar to the above argument, such high ideality factor, i.e. η>2 can be explained by

means of the addition of the individual ideality factors of each junction possibly present in

the device. The effects of these junctions on the I-V curves are likely to be less pronounced at

high temperatures, since the thermionic emission of the carriers may be expected over the bar-

riers of imperfect junctions. On the other hand, the imperfections in the metal/semiconductor

(quality of the ohmic contacts), p/i and i/n interfaces can impose their own diode characteris-

tics more distinctively at lower temperatures.

It is seen in Fig. 4.6-a that there are two main regions in the forward I-V curve of a pin

diode. In the first part, the current exhibits an exponential dependence on the voltage, i.e.

it is linear in the semi-log plot. This exponential behavior stems from the reduction of the

barrier between the p and n layers with applied forward bias. The lower the barrier height, the

smaller the voltage drop across the diode. At some voltage, the separation between EF p and

EFn becomes comparable to the built-in potential energy of the diode (i.e. EFn-EF p≈qVbi, see

Fig. 1.2). Beyond this voltage value, the bands become flat and the voltage drop is dominated

not by the diode but by the sample bulk. In this respect, the pin structure can be regarded as

a diode series connected to a resistor. The limitation of the current by the series resistance

is reflected in the second region of the forward I-V curve where the increase in the current

deviates from the exponential behavior. The voltage drop across the sample bulk (Vbulk) can

be determined quantitatively at a particular current from the difference between the applied

voltage (Vapplied) and the diode voltage of the linear region (Vdiode) in the semi-log plot (see

Fig. 4.5 for demonstration).

In Fig. 4.7, the current versus the voltage drop across the sample bulk (Vbulk=Vapplied-

Vdiode) is given in log-log plot for various temperatures. The series resistance seems to be

ohmic (i.e. slope 1) until about 0.01 V at all temperatures. Above this voltage, the current

becomes space charge limited with slope>1. The slope increases gradually up to 3 at 0.2 V

at 220 K, whereas at higher temperatures, the slope increases up to at most 2. In other words,

the rate of change of the differential voltage exponent, a, during a single I-V measurement

decreases with increasing temperature (see ref. [71] for similar data measured from n+in+ and

n+nn+devices). This behavior should be related to the change in the density of trapped carriers

at particular voltage and temperature. Since the thermal re-emission of a trapped carrier is

more difficult at lower temperatures, the trapped carrier density at a particular voltage would

59



 

Figure 4.7: Temperature scan of the forward current of diode #5 with respect to the voltage
drop across the bulk of the sample, for which the series resistance is responsible. The slopes
indicated by the dashed lines are guides for J∝Va with a=1, 2 and 3.

be higher. The slope of the logI vs. logV curve would exceed 2 if the space charge is large

enough to reflect the exponential energy distribution of the band tails. This case becomes

more probable as the temperature is reduced. At higher temperatures, the current would be

controlled by the localized states lying around the quasi-Fermi levels [71], and the voltage

exponent would be around 2, as observed in Fig. 4.7.

4.3.3 DOS calculation from SCLC and CPM results

In Fig. 4.8, the CPM results are reported for the intrinsic layer of the diode #5. With the as-

sumption that the energy bands of the doped layers are flat, the measurement was performed

directly from the pin diode #5 under reverse bias of 0.3 V. The optical gap, E04, was found to
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Figure 4.8: Energy dependence of the optical absorption coefficient measured by CPM (◦)
and UV-visible transmittance (•) techniques from the pin diode #5.

be 2.02 eV, which is slightly larger than the usually reported value of 1.80 eV. The subgap ab-

sorption tail (or Urbach energy, E0) was estimated as 55 meV in agreement with the literature.

The value of the absorption coefficient at 1.4 eV (α1.4) gives an idea about the density of deep

energy levels within the forbidden gap of a-Si:H. For the device quality a-Si:H films, α1.4≈1

cm−1 [72]. α1.4 of a-Si:H in this pin device is 38 cm−1, which is about 1 order of magnitude

higher. This difference is probably due to the effects of the doped layers, whose larger density

of deep states may absorb low energy photons and contribute to the photocurrent.

The distribution of the energy levels within the forbidden gap of a semiconductor is the

main factor that affects its electro-optical properties. The knowledge of this distribution not

only gives an idea about the quality of the film, but also helps to explain some other experi-

mental results, such as the I-V characteristics. In Fig. 4.9, the energy dependence of density

of states (DOS) was deduced from the space charge limited current (SCLC) measurement (see

Fig. 4.7) and the optical absorption spectrum at room temperature.

The SCLC technique supplies the state density above the Fermi level provided that the

conduction is dominated by the electrons over the holes [71, 73]. This is the case in the a-
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Figure 4.9: Density of states (DOS) distribution within the forbidden gap of the intrinsic
a-Si:H film determined from SCLC and CPM techniques. The dashed lines are the extrapo-
lations of data for the exponential band tail states and the Gaussian distribution of the deep
levels.

Si:H based pin diode where the doping efficiency and the majority carrier mobility in the

n-layer are much higher than those of the p-layer (see appendix E). The Fermi level at the Cr

electrode (electrode under the p-layer) is related to the voltage drop across the sample bulk

via Eq. E.8. Assuming that the traps below the Fermi energy are filled at steady state, the

DOS below the conduction band edge can be calculated using Eq. E.20, which depends on

the differential slope of the I-V curve in the SCLC region of Fig. 4.7.

On the other hand, the valence band extended and localized states were determined from

the experimentally found α(hν) using the MATLAB fitting program. With the assumption for

low temperatures, where the energy states below the Fermi level are filled and those above are
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empty, α(hν) can be written as:

α(hν) =
c
E

∫ ∞

Ec−E
h(ε)gc(E + ε)dε, (4.2)

where h(ε) is the energy distribution of DOS below the Fermi level and gc is the conduction

band extended state density with the E1/2 dependence. The measured absorption spectra was

fitted according to the procedure defined by Kocka et al. [74,75], where the function h(ε) was

adjusted using the minimization feature of MATLAB through:

Σ(αmeasured(E) − αcalculated(E))2 = 0. (4.3)

Consequently, both techniques complement each other to reveal DOS within the whole

forbidden gap starting from the conduction band edge towards deep inside the valence band

(Fig. 4.9). The characteristic energy of the conduction band tail states was found to be 20

meV which is very similar to our previous result deduced from time-of-flight experiments

[76]. DOS at the conduction and valence band edges were taken as 1×1021 cm−3eV−1 and

2×1021 cm−3eV−1, respectively. The maximum density of the dangling bond states is 4×1017

cm−3eV−1 located at around 1 eV. The DOS curve exhibits a minimum between 0.4 eV and

0.5 eV below the conduction band edge, which is a characteristic property of a-Si:H where

the p-like valence band tail is wider than the s-like conduction band tail [14].

4.4 Conclusion

Five sets of pin diodes were fabricated by PECVD and deposition parameters were op-

timized for high quality I-V diode characteristics. These conditions were determined as:

B2H6/SiH4≈0.34% for p-type nc-Si:H layer and H2/SiH4≈5 for intrinsic a-Si:H layer. The

ideality factor and the rectification ratio of the optimized pin device were ∼1.7 and >4×106 (at

1.2 V), respectively. The thermal activation energy of the reverse saturation current, EA=830

meV, is reasonable since the undoped a-Si:H is slightly n-type. The energy distribution of

DOS was calculated from SCLC and CPM results, both measured directly from the pin struc-

ture. The obtained DOS, EC0=20 meV and EV0=55 meV are in agreement with the previous

reports.
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CHAPTER 5

ELECTROLUMINESCENT a-SiNx:H BASED PIN DIODES

5.1 Introduction

It is well known that the electroluminescence (EL) of pin diodes with a-Si:H intrinsic layer

has low intensity and its spectral energy distribution usually remains below the visible region.

In order to shift the EL spectrum to higher energies, a-Si:H based alloys, such as a-SiCx:H,

a-SiOx:H and a-SiNx:H, are produced [40, 41, 77]. But EL intensity of these diodes is still

below the detection limit of the naked eye [14]. This problem arises from the insufficient

free carrier density and low carrier mobility through the band tail states. As a solution, the

nanocrystalline Si islands may be created within the matrices of the diode active layer. By

this way, the free carrier density is increased and their mobility is boosted, which produces

intense EL. The formation of Si nanocrystallites usually requires high cost deposition such

as ion implantation [78, 79] or low cost PECVD technique, both followed by post-deposition

annealing treatments at high temperatures (see appendix B).

In this work, a spectacular enhancement of EL intensity has been achieved by applying

high electric field (F) to both a-Si:H and a-SiNx:H based pin structures. Under high field,

the diode seems to undergo the so-called forming process (FP) generally involving the crys-

tallization of the intrinsic layer [80, 81]. To investigate this phenomenon in detail, EL spectra

and I-V characteristics of a-SiNx:H based pin diodes before and after FP are studied. The

structures of p+ and n+ injecting layers of the pin structure have always been kept the same as

described in chapter 3. The deposition parameters of the intrinsic layer were chosen similar to

those in chapter 2 with the aim of visible light emission via the recombination of the electron

hole pairs (EHPs) injected in this region. In this respect, the optimization results obtained in

chapters 2 and 3 have been combined.
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5.2 Experimental details

Four different sets of pin diodes were produced and characterized. Each pin structure was

deposited on Cr coated glasses in one PECVD cycle. The p+ and n+ nc-Si:H injecting layers

of all diodes were kept the same. The optimized deposition conditions, given previously in

chapter 3, were utilized for the growth of p+ and n+ nc-Si:H films. The deposition parameters

of the intrinsic layers for each diode were changed as specified in Table 5.1. D0 (diode #5 in

chapter 4) is the homojunction pin diode, while other three heterojunction pin diodes differ in

the nitrogen content of the intrinsic layer. During the deposition process of D0 the substrate

temperature (T ) was kept constant at 473 K, whereas in a-SiNx:H based diodes it was raised

up to 523 K for the intrinsic layer and then lowered back to 473 K for n+ nc-Si:H film growth.

Then, window electrodes (Al, Cr and ITO) of 1 mm diameter were deposited through the

shadow mask over the n+ nc-Si:H layer of the resulted glass/Cr/pin structure as indicated in

Fig. 5.1. Al and Cr were deposited by thermal and electron-beam evaporation techniques,

respectively, while ITO was grown by sputtering at 120 W under 3×103 mbar using Ar as the

process gas (for details of the deposition systems see [48, 66]).

Current-voltage (I-V) measurements before and after FP were done with electrometer

(Keithley 617, for I<20 mA) and dc power supply (HP6642A, for I>20 mA). EL spectra were

measured with the setup shown in Fig. 5.2. The as-measured EL spectra were corrected via

dividing them by the responsivities of the corresponding photodetectors, which are provided

in appendix C.

The temperature scan of EL spectra and corresponding I-V characteristics was done for

the formed D2 and D3 samples (the results for D2 are presented in this work). After the diode

was placed on the sample holder unit of the liquid He cooled closed-cycle cryostat (shown in

Fig. 5.2), it was intentionally subjected to a voltage of 13 V until FP was completed. Then,

Table 5.1: Deposition parameters of the intrinsic a-Si:H and a-SiNx:H films used in the pin
diodes of this work. The chamber pressure of 0.5 Torr and RF power density of 22 mW/cm2

were used during the growth of all these intrinsic layers.

Diode# Intrinsic film Gases (sccm) Substrate T (K)
SiH4 H2 NH3 Total

D0 a-Si:H 10 50 0 60 473
D1 a-SiNx:H 10 0 20 30 523
D2 a-SiNx:H 10 0 40 50 523
D3 a-SiNx:H 5 0 45 50 523
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ITO (300 nm)

n-nc-Si:H (50 nm)

i-a-SiNx:H (30 nm)

p-nc-Si:H (100 nm)

Cr (100 nm)

glass

Figure 5.1: The schematic cross-sectional view of the complete pin structure used throughout
EL and I-V experiments with the bottom (Cr) and the window (ITO) electrodes.

the rotary pump was shut to maintain vacuum inside the unit. Subsequently, the liquid helium

cooled closed-cycle cryostat was operated for cooling the sample. During cooling down pro-

cedure gate valve was closed to prevent back flow of oil and pump was shut when the pressure

reduced to 1.5 mTorr, since vacuum generated by solidification of residual vapor overcomes

that of mechanical pump. T was followed by the computerized temperature controller. Sec-

ond, the cryostat compressor of the cryostat was also shut down after T was lowered to 10 K

for avoiding any mechanical disturbances from the rotary pump and the compressor during

the measurements of EL spectra and I-V characteristics. Moreover, the diodes under vacuum

were found to be very vulnerable to thermal destruction. Actually, the previously reported

electron emission from the formed dielectric films [82] could be clearly observed by naked

eye in the present experiment. The risk of destruction also limits the highest possible applied

voltage, since the thermal destruction was inevitable above 11 V under vacuum. The EL

spectra were started to be measured around 9 V at a constant current density of 3.2 A/cm2 for

increasing temperatures from 160 K to 424 K. The detection of the emitted light is similar to

that in the PL measurement, which was explained in detail in section 2.2.
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5.3 Results and discussions

5.3.1 Forming process of pin diodes

After the application of high voltage, a forming process (FP) of pin diodes resulted in struc-

tural modifications, which led to drastic increase in the current density. In Fig. 5.3, I-V curves

of a-Si:H based homojunction pin diode (D0) are plotted before and after FP. Both forward

and reverse I-V measurements of the fresh diode are repeatable unless the maximum voltage

exceeds about 3 V. In order to observe the ultimate deviation in the I-V curve after FP relative

to the original one, the measurements were taken several times up to 12 V. The deviation in

the I-V curves together with the macroscopically observable structural changes depends on

whether high voltage is applied in the forward or reverse direction. For the forward case, I-V

curve measured from 0 to 12 V is reported in Fig. 5.3-a as the forward-before(1). The cycle
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Figure 5.3: (a) Forward and (b) reverse I-V characteristics of a-Si:H based homojunction
pin diode (D0) before and after the forming process. The numbers and the arrows represent
the measurement sequence and the direction of the measurement, respectively. ∆I f and ∆Ir

indicate the difference between the currents at low voltage region before and after the forming
process for the forward and reverse cases, respectively.

68



is completed by measuring I-V from 12 V to 0. This second half, reported in Fig. 5.3-a as the

forward-after (2), exhibits an increased current density of about 3 orders of magnitude along

the lower voltage region (below 0.7 V) compared to the first half of the cycle, although the

current density remains identical beyond 0.7 V. The extra current at low voltage region seems

a parallel leakage current where the eventual shunt resistance of the diode would be seriously

reduced under high electric field during the first half. A subsequent measurement, namely

forward-after (3) resulted in the same curve with that of forward-after (2), which indicates

that the ultimate deviation is reached, i.e. the final structure was stable when forward bias

measurements were further repeated. The deviation of the I-V curve from the original one

might be related to some changes in the diode structure. The structural changes within the

diode were also accompanied by a permanent color change of the whole ITO electrode. The

reverse bias current density curve after FP (not shown here) corresponding to Fig. 5.3-a is

ohmic and about 1 order of magnitude higher than that of forward-after (2) and (3) curves. As

for the application of high voltage under the reverse case, the reverse I-V curve in Fig. 5.3-b

was taken up to 10 V from a neighboring fresh diode (reverse-before (1)). In the subsequent

reverse measurement, reverse-after (2), the I-V curve is ohmic and about 6 orders of magni-

tude higher than that of reverse-before (1). This ratio, ∆Ir, is 3 orders of magnitude higher

than that of forward case, ∆I f (Fig. 5.3). The macroscopic change in the diode structure was

more severe when high reverse voltage was applied to the fresh diode: the point where the

measurement probe touches the ITO top electrode was thermally destroyed. Therefore the FP

of all the diodes in this work was performed under the forward bias.

FP also depends on deposition conditions of the intrinsic layer. For example, the I-V char-

acteristics of the fresh and the formed structures are shown for the heterojunction diode D1

in Fig. 5.4-a. The rectification ratio of about 104 at 8 V indicates good injection efficiency

of the fresh diode, i.e. the electrons and holes are successfully injected from either side of

the a-SiNx:H layer. When compared with an a-Si:H homojunction pin diode D0, the reverse

biased heterojunction diode has higher leakage. This is in parallel to the expectation of higher

localized state density in a-SiNx:H films. After FP is triggered by the application of a suffi-

ciently high voltage above 8 V, the current density at low voltage region increases drastically,

qualitatively similar to the homojunction D0 in Fig. 5.3, but this increase is higher for the

heterojunction D1. It should be noted here that the threshold voltage to trigger FP of D1 (>8

V) is higher than that of D0 (>3 V), which can be related to the increase of the dielectric

breakdown field with the addition of nitrogen (N), in the intrinsic layer [83]. Actually, this
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Figure 5.4: (a) The I-V characteristics and (b) the corrected EL spectrum of the diode D1
measured before and after the forming process. Inset shows the fitting of the noisy data of the
fresh diode.
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threshold voltage was found to rise with the increasing N content of the diodes D0, D1, D2

and D3. If it was possible to measure the behavior of the I-V curve at higher voltages without

FP, the current densities of the fresh and the formed diodes would coincide at some voltage

around 20 V. In this regard, the physical properties of the fresh diode at these voltages may

partially remain unchanged during FP. This idea is supported by Fig. 5.3 of D0 where the

low voltage current density was drastically increased after FP, whereas the current density of

the formed diode D0 followed that of the fresh diode at higher voltages. Besides, the reverse

current, which is ∼1 order of magnitude higher than that of forward current, seems to be a

common factor of all diodes after FP (see Fig. 5.4-a). FP affected seriously the luminescent

properties of the diodes too. The EL spectrum of the diode D1 was measured at current den-

sity of 385 mA/cm2 by the PMT before and after FP (see Fig. 5.4-b). The diode D1 emitted

very weak light in the red-near infrared region before FP while the emission intensity in-

creased more than one order of magnitude and its energy distribution remain almost the same

after FP. When FP was completed, the light was uniformly emitted from the whole diode area

and could be easily perceived by the naked eye in the dark room.

The ultimate forming of D0 is achieved by the application of high enough forward voltage

(Fig. 5.3), which ensures the formation of the whole diode area within less than 2 seconds.

However, in the case of relatively lower forward stresses, the propagation of the formation

along the whole diode area may take a few minutes. For example in sample D2, the slow

formation process could be observed as shown in Fig. 5.5. In this figure, the evolution of

the current density (here measured current/whole diode area) with time is observed when a

forward voltage stress of 12 V is applied to a fresh diode. FP of the fresh diode begins just

after the bias stress application. At this time, the current density drastically increases up to 6

A/cm2 and the formed region is easily recognizable via the self-roughening of some portion of

the ITO top electrode surface. The initial area of the formed diode portion depends on both the

fabrication parameters and the applied voltage stress. For this diode, it is usually more than

half of the total diode area of 7.8×10−3 cm2 for voltages around 12 V. This phenomenon is

accompanied with visible light emission from the formed region. As time passes, the current

density slightly increases together with the lateral propagation of the formed diode portion.

Finally, the whole diode is formed at about 400 s and the current density saturates at about 9

A/cm2. Then, the visible light is uniformly emitted from the whole surface of the diode.

The structural modifications of the diodes due to FP was investigated by the XRD mea-

surements. As an example, the XRD spectra of glass/Cr/pin(D2)/ITO composite structure
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Figure 5.5: The current density versus time plot of D2 under a constant forward voltage stress
of 12 V. Arrows at the beginning of the measurement and at about 400 s indicate the times at
which the forming process starts and mostly ends, respectively.

before and after FP are provided in Fig. 5.6-(a). The intensity and position of the peak at 45°

does not change after FP. In order to interpret this behavior the XRD spectrum of a glass/Cr

structure alone was also taken (see Fig. 5.6-(b)). This spectrum has a single peak at 45° cor-

responding to the (110) peak of e-beam deposited Cr film [84]. Therefore, it is evident that

the peak located at 45° in the spectra of the ITO coated pin devices actually belongs to the

signal coming from the Cr film lying under the pin structure. After this determination, the

difference between the XRD spectra of the ITO coated pin devices before and after FP may be

more easily interpreted. The XRD measurement before FP was taken from a region of 1 cm2

area comprising of about 30 fresh diodes of 1 mm diameter each. In the XRD spectrum of the

fresh diodes, only the (400) peak of ITO can be clearly distinguished while the other peaks are

almost absent. In order to see the structural differences caused by FP, these 30 fresh diodes

were intentionally exposed to high forward voltage stress of 12 V until FP of each diode is

completed. As mentioned above, the completion of FP was verified by the macroscopic self-
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roughening of the whole surface of ITO. The XRD spectrum of these formed diodes exhibit

better crystallinity compared to that of the fresh diodes. The ITO XRD peaks (222), (411),

(440) and (622) have become easily discernable. The contribution of annealing treatment on

the crystallization of ITO is given in Fig. 5.6-(c) where the spectra were measured from an

glass/ITO structure. The as-deposited ITO film is mostly amorphous whereas, the transforma-

tion from the amorphous to the crystalline phase is experienced when the film is annealed at

473 K for 30 min. In this respect, the improvement of the ITO crystallinity during FP is likely

to stem from the thermal effects induced by Joule heating. The determination of the temper-

ature requires a high quality rapid thermal annealing system since FP lasts for few seconds.

However, it is safe to consider that the temperature rise is much higher than 473 K since the

crystallinity improvement during the thermal annealing at 473 K for 30 min is comparable to

that obtained after FP which is completed in much shorter time duration.

Considering the fact that the thermal conductivity of ITO (11 W/K·m) is lower than that

of Cr (94 W/K·m), the heat during FP may be stored at the ITO side and rather dissipated

at the Cr side in glass/Cr/pin/ITO structure. As a consequence, the temperature rise at the

n+/ITO interface is likely to be maximum and gradually decrease towards the Cr/p+ interface.

Similar to the crystallinity improvement of ITO during FP, the crystallization of the layers

below it may be expected [80, 81, 85, 86]. In parallel to the gradual temperature decrease,

the crystallite grain size must also reduce from n+ towards p+ layer. Since n+ and p+ layers

were already of nanocrystalline nature before FP, their crystallinity should just be enhanced

during FP. However, the more or less silicon rich intrinsic a-SiNx:H layer contained a-Si:H

islands before FP. Under high local temperature during FP, these amorphous islands must

transform to nanocrystalline grains by both several atomic rearrangements and release of H2

to the surroundings. The free carrier density and their mobility within the nc-Si clusters should

be increased by several orders of magnitude when compared to those within the amorphous

phase [85]. Moreover, some inactive fraction of the dopant atoms present in the doping layers

may diffuse into the intrinsic film and result in diffusion doping. These phenomena seems

to be the main factors behind the drastic increase of the current density after FP in the low

injection (ohmic) region of Fig. 5.3-a and Fig. 5.4-a. In these figures, the matching of the

I-V curves before and after FP at high forward voltages indicates that the current limiting bulk

series resistance effects remain almost unchanged during FP. Since the silicon rich portions are

interpreted to become highly conductive after FP, the structure of the residual highly resistive

a-SiNx:H matrix should be preserved. In Fig. 5.4-b, the energy distribution of EL after FP
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almost does not change, which implies that the luminescent centers are not seriously modified

during FP. Therefore, EL emission both before and after FP seems to be related mostly to a-

SiNx:H matrix. The enhancement of EL intensity after FP can be attributed to the efficient

carrier injection by nc-Si clusters towards a-SiNx:H matrix.

Taking all the above observations into account, the band diagram of the formed pin struc-

ture may be given as in Fig. 5.7. Here, the band diagram for the applied forward bias of 7

V is scaled using the electron affinities together with the energy gaps of the doping layers,

a-SiNx:H film and nc-Si clusters. The nc-Si grain size is shown to decrease from n+ side

towards p+ side; i.e. in the region d1, the nc-Si size is expected to be the largest due to the

highest local heating. The nc-Si grain size may be considered to be moderate in d2, while

7 V

3d 2d 1d

3R 2R 1R

electron

hole

1

2

3

4

3R2R1RaR = + +

Figure 5.7: Possible energy band diagram of the diode D2 after the forming process. The
quantum wells represent the nanocrystallites and the dashes are used for the energy levels. d1,
d2 and d3 are the regions from low to high crystallization corresponding to average resistances
R1, R2 and R3 respectively. The numbered arrows indicate possible recombination ways.
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their size in d3 should be relatively small or even negligible depending on the gradient of the

heat from n+ to p+ side (Fig. 5.7). The ground state energy level of the nanocrystallites, ∆Enc,

is determined by their sizes according to the quantum confinement effect, QCE. Possible re-

combination mechanisms are indicated by numbers in Fig. 5.7 with the order of decreasing

probability and are described as follows:

1. Since the volume of the amorphous tissue is the largest in d3, the charge carriers, mainly

the holes, should have the lowest mobility close to p+ layer. The holes injected from p+ layer

may recombine radiatively with the electrons that are injected from n+ layer and transported

with high mobility through the nanocrystallites toward d3.

2. Although the majority of the holes is expected to be accumulated at the p+/i interface,

some portion of them is transported towards n+ layer. Similar to the electrons, the hole mo-

bility is enhanced during their transport within the nanocrystallites. Therefore, the holes also

spend most of their transport times within the resistive a-SiNx:H matrix and recombination of

EHPs occurs whenever electrons and holes come across in the real space.

3. Even if the charge carriers spend much less time in the nanocrystallites during their

transport across the bulk of the intrinsic layer, the radiative recombination is also probable

in these islands. However, the indirect nature of c-Si must be kept in mind as another factor

increasing the radiative life time and decreasing the probability of the radiative recombination

therein despite the relaxation of the momentum conservation law by QCE.

4. The charge carriers may also recombine through the deep states of both a-SiNx:H and

nc-Si.

Indeed, the source(s) of luminescence in nanostructured materials like porous silicon (PS)

and nc-Si/dielectric is (are) in debate [44, 47, 87–91]. The main controversy is whether the

luminescence originates from the radiative recombinations within the nanocrystallites. Since

the charge carriers are confined in a finite volume, particle-in-a-box phenomenon suggests

that their band gap widens inversely proportional to the size of the nanocrystallite due to the

energy quantization. In relation to the confinement in real space, the momentum space eigen-

values become uncertain. However, this real space confinement in the nanocrystallites of size

>1.5 nm does not seem enough to cause sufficient momentum uncertainty that would break the

indirect nature of c-Si [90]. In addition, the radiative lifetime within nc-Si approaches to that

within c-Si (ms) when their size exceeds ∼2 nm [92]. The observation of visible luminescence

from PS even with 200 nm thick Si walls contradicts with the expectation of luminescence

from the Si crystallites due to QCE [88]. On the other hand, many researchers verified by
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TEM, Raman, ESR, X-ray diffraction and XPS measurements that the luminescing PS also

contains amorphous phase (see [88] and references therein). Heath et al. reported visible PL

from various samples containing 10-30 nm c-Si and/or a-Si nanoparticles and found that the

PL energy was independent of their size but depended on the crystalline/amorphous volume

ratio of the particles [93]. Furthermore, the Raman spectra of luminescing PS indicated the ex-

istences of both amorphous and crystalline phases, and Perez et al. concluded that the source

of PL was the amorphous layer [94]. Milewski et al. also observed a dual phase character in

nc-Si/a-SiOx systems [89]. High resolution TEM photograph of the Si nanoparticles exhibit

1.5 nm a-Si coating around the highly crystalline cores. They reported that the PL energy

was independent of the particle size. In order to investigate further, they dropped concentric

nitric acid on their samples. Nitric acid is known to react with the siloxene (Si6H6O3) species

while it does not react with Si. The unchanged PL spectra indicated that siloxene, which was

suggested to be a possible PL source, was not responsible for the emission. In the light of

their experiments, they believed that a-Si layer covering the nc-Si cores might be the suspect.

The above discussion implies that radiative recombination would be most probable in the

amorphous matrix considering the possible distribution and mobility of the charge carriers.

Since the refractive index decreases with increasing N content, the Coulomb interaction is

also enhanced between the electrons and holes in the amorphous matrix. This was shown to

reduce the radiative lifetime for the samples with higher N/Si ratio [44,47]. Moreover, density

functional theory (DFT) calculations showed that the lowest radiative lifetime and the highest

radiative recombination probability were reached when N bridges two Si atoms at the surface

of the clusters, replacing the Si-H bonds in silicon rich silicon nitride films [87].

The above interpretations deal with the measurements observed after FP. However, the in-

stant at which FP starts should also be considered for better understanding of the phenomenon.

Due to the well known columnar growth of the PECVD nc-Si:H films [95], the surface of the

50 nm n+ nc-Si:H should be rather rough. Since the multiatomic sputtered species of ITO at

room temperature have very weak surface migration, their step coverage on the rough n+ nc-

Si:H is not likely to be efficient. Therefore, the n+/ITO interface may be regarded as consisting

of many point contacts indicated by arrows in Fig. 5.8-a [96]. In addition, possible lateral

nonuniformity along the pin structure may render some regions of the film more defective.

The actual current density through the point contacts is not uniform. This microscopically

nonuniform current density may cause nonuniform heating of the diode. At some voltage

level (e.g. forward stress of 8 V), the local temperature at some of these regions rises so
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Figure 5.8: (a) Point contacts at n+/ITO interface due to the rough surface of n+ nc-Si:H. (b)
FP initiation at one of the point contacts followed by the formation of nc-Si islands within the
intrinsic layer. (c) The resistance of the formed region, Ra, is less than the parallel resistances
of the fresh parts of the diode, Rb#.
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much to allow possible transformation from amorphous (higher energy) to crystalline (lower

energy) phase of the a-Si:H islands present in the intrinsic layer (Fig. 5.8-b). The eventual

temperature rise in this work during FP was verified by the XRD measurements (Fig. 5.6).

The formation of nc-Si:H grains enhances both the mobility and the density of charge car-

riers when compared to those within a-Si:H islands. Consequently, the conductivity of the

formed region increases by several orders of magnitude. Considering the formed filamen-

tary conductive region and the residual fresh part of the diode as parallel resistors, the main

portion of the current would prefer to flow through the conductive line (Fig. 5.8-c). Then,

the current density at this region (Ra) would be drastically higher especially at low voltages

where Ohm’s law is valid (see forward I-V curves in Fig. 5.4-a). However, since the current

flow through the formed region (Ra) is space charge limited above ∼2 V, some fraction of the

injected carriers would be prevented from flowing through this conductive line. Instead, the

current density at high voltages would be distributed throughout the whole diode area (Ra and

Rb#). Still, the current flow would rather be concentrated around the initially formed region

as the improvement of the n+/ITO contact quality is prospective thereabouts (Rb3). When

the applied forward voltage stress exceeds ∼12 V, the current density close to the initially

formed region (Rb3) is high enough to induce sufficiently high temperatures and to create new

nanocrystalline conductive regions. Holding the high forward voltage stress on, the current

flow would again be concentrated around the previously formed regions (Rb4) due to the same

reasons. If the voltage stress is high enough, the process would continue until all the resistive

portions of the diode is transformed into the conductive nanocrystallites. Moreover, the heat

produced during FP propagates laterally to the surrounding regions and well contributes to

transform them since ITO is a relatively heat resistive material.

5.3.2 Electrical characteristics of formed pin diodes

5.3.2.1 Low field regime

The temperature scan of the forward bias I-V characteristics of a formed a-SiNx:H based pin

diode D2 between 140 K and 300 K is given in Fig. 5.9. Since the I-V curves are very

sensitive to any mechanical vibrations, the measurements were taken after the rotary pump

and the compressor of the cryostat were shut. Each temperature was always stabilized before

the measurements were started. The current transport is ohmic below 0.2 V. For each T , the

conductivity of the formed diode was found from the ohmic region of the I-V curves and its
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Figure 5.9: Temperature dependence of the forward I-V characteristics of the diode D2 after
the forming process. The inset shows the Arrhenius plot of the conductivity with two possible
activation energies indicated.

T dependence is given in the inset of Fig. 5.9 through the Arrhenius plot. The conductivity

is slightly temperature activated and the activation energy is temperature dependent. If linear

fits are imposed for this plot, the activation energy would be around 40 meV at low temper-

atures and around 220 meV at higher temperatures. At the first glance, on one hand, these

activation energies are too low for a wide gap a-SiNx:H. On the other hand, they are too high

for the consideration of hopping transport through the deep levels around the midgap. How-

ever, it should be noted that the energy gap of a-SiNx:H is invaded by tail and deep states.

Besides, new electronic states inside the forbidden gap might be introduced during FP due to

the formation of nanocrystalline silicon islands. A more generalized model for the hopping

transport, taking the occupation of the whole intraband states into account, can recover the

contradiction [97, 98]. In this respect, a charge carrier may tunnel from an initial localized

state Ei to an empty localized state E j with the transition rate ri j given as:
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ri j = ν0exp

(
−2αRi j

R0

)
exp



(
E j − Ei

)

kT

 i f Ei < E j (↑) (5.1)

ri j = ν0exp

(
−2αRi j

R0

)
i f Ei > E j (↓) , (5.2)

where ν0 is the attempt-to-escape frequency, Ri j is the distance between the aforementioned

localized sites, R0 is the characteristic localization length of the wavefunction around the trap

site as provided in Eq. 1.3. Together with the Fermi-Dirac statistics, the transition probabil-

ity is Pi j= f (Ei)[1 − f (E j)]ri j. The detailed balance requires downward and upward hopping

probabilities between any pair of localized states above EF to be equal at steady state. There-

fore, the equilibrium conductivity can be determined within a factor of 2 by the consideration

of only the downward transitions. In this regard, a charge carrier is thermally excited from an

occupied state around EF to an empty level of energy E. Then, it creates a current flux in the

direction of the applied field F by hopping downward to a nearest level of energy E′ such that

EF<E′<E<Eµ. The average concentration of such states available for transition is:

N =

∫ E

EF

N
(
E′

) [
1 − f

(
E′

)]
dE′, (5.3)

where N(E′) is the total density of energy states inside the forbidden gap: sum of the expo-

nential tail states and gaussian deep levels above EF . The differential current density with

respect to energy can be expressed as:

δJ
δE

∣∣∣∣∣
E

= qR
dr
dE

∣∣∣∣∣
E
∆n with ∆n = N (E) f (E) ∆E. (5.4)

Here, ∆E=qFR is the increase in the carrier energy due to the applied field and R=[ 4π
3 N]−1/3.

The differential transition rate dr
dE

∣∣∣
E is derived from Eq. 5.2 and Eq. 1.3 as:

dr
dE

∣∣∣∣∣
E

= rln
(

r
ν0

) 
4
√

4π
9

R3 (E) N (E) − R2
0m

~2

 i f R0 = R0 (E) (5.5)

dr
dE

∣∣∣∣∣
E

= rln
(

r
ν0

)
4
√

4π
9

R3 (E) N (E) i f R0 = constant. (5.6)

Finally, the differential conductivity follows from Ohm’s law as:

δσ

δE

∣∣∣∣∣
E

= q2R2N (E) f (E)
dr
dE

∣∣∣∣∣
E
. (5.7)

81



The above model may be applied to amorphous semiconductors, particularly of wide gaps,

in order to explain (or assess) the activation energies possibly lower than expected. The

current across these semiconductors may be transported through all the possible localized [97]

and/or deep states [98] with the probability defined by their density and occupancy. In the case

of the formed pin diodes, this model should be slightly modified.

The quasi-Fermi levels of p and n sides are, respectively, located closer to the valence

and conduction band tails of the intrinsic layer (Fig. 5.7). Also, considering QCE, the quasi-

Fermi levels should be in the proximity of the nanocrystallite fundamental levels. Therefore,

holes from p side and electrons from n side might be easily injected, respectively onto the

valence and conduction band fundamental levels of the crystallites. Once the carrier enters

the quantum well (QW), its mobility is enhanced and its real space wavefunction is more or

less delocalized. Then, by the effect of the applied field, this carrier may be assumed to reach

the QW/amorphous tissue boundary immediately, with very low probability of recombination.

Next, its transport through the localized states of the amorphous matrix is to be considered

with the hopping mechanism introduced above. This modified model is schematically de-

picted in Fig. 5.10-a for the electron transport of D2 (similar mechanism for holes should

be simultaneously present). The carrier may be directly injected to a deeper localized level

via step #1. It may be also injected to a moderately shallow level subsequent to a thermal

excitation, i.e. step #2. Furthermore, its thermal excitation to reach very shallow levels or

even the band edge is also possible, i.e. step #3.

The density of localized states in the case of formed diodes may consist of several kinds,

since all the bonds within the a-SiNx:H tissue should be affected due to the crystallization of

the Si rich regions at high local temperatures. Still, the exponential behavior may be assumed

as a convolution of all possible bond distortions from the band edge (most probable) through

deeper energies (less probable) (see Fig. 5.10-b).

The thermal excitation probability from the nanocrystallite to an empty localized state

reaches unity at deeper energy levels (Fig. 5.10-c). However, the tunneling between these

deeper localized states is very low as the hopping rate decreases exponentially with increasing

separation (Eq. 5.2). With a similar argument, although the hopping rate is higher at shallower

states, the probability of thermal excitation to these levels is very low since their occupancy

decreases exponentially with increasing energy difference from the occupied initial state. In

this regard, the differential conductivity is expected to give a maximum slightly above the

fundamental level of the nanocrystallite.
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With plausible values of conduction band edge DOS (hc
0), subgap absorption tail (E0)

and fundamental level energy (E f und), the model was applied to the diode D2 for various

temperatures (Fig. 5.10-d). Instead of Fermi-Dirac distribution, Boltzmann factor was used

for occupancy in Eq. 5.7, since the energy levels of interest are well above the intrinsic EF

of the sample. At low T , the Boltzmann factor decays so fast that the carrier is not likely to

be excited to the higher levels. At elevated temperatures, the decay of the Boltzmann factor

weakens and the occupancy of the higher energy levels increases.

The conductivity can be found by the integration of the differential conductivity with

respect to energy, i.e. the area under the curves of Fig. 5.10-d. The calculated conductivity is

given in Fig. 5.10-e via the Arrhenius plot. The good agreement of the calculation with the

measurement implies that such low and temperature dependent EA may be explained by this

band-tail hopping model.

The same calculation procedure was applied to the diode D3 whose I-V characteristics

are provided in Fig. 5.11. The T dependent behavior of the I-V curve is similar to that of

D2, where the thermally activated ohmic transport at low bias gradually transforms into field

enhanced carrier emission mechanism(s) and finally, almost T independent SCLC becomes

dominant. The ohmic region of D3 is valid until higher bias (≤0.5 V) than that of D2 (≤0.2

V). The current density at a particular voltage is higher when compared with D2. The T

dependence of the activation energy of D3 seems to be weaker with a value EA≈45 meV,

which almost coincides with the lowest EA of D2.

Since the nitrogen amount in the intrinsic layer of D3 is greater than that of D2 (see Table

5.1), the resistivity of D3 is expected and was verified experimentally to be higher than that

of D2 before FP. Therefore, the local Joule heating during FP should be higher in D3. This

induces nanocrystallites of larger sizes especially near the n side of the D3 intrinsic layer

when compared with D2. Hence, contrary to the situation before FP, the Ohmic resistivity of

D3 after FP would be lower than that of D2 as measured. Taking the slightly T dependent

low EA of D3 into account, DOS induced during FP might be larger in D3. The result of the

band-tail hopping calculations for D3, where slightly greater hc
0 and E0 were used, is given in

appendix F.

5.3.2.2 Intermediate field regime

The I-V characteristics of the diode D2 in Fig. 5.9, deviating from the ohmic behavior, were

tested by several conduction mechanisms (e.g. Poole-Frenkel emission, Fowler-Nordheim
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Figure 5.11: Temperature scan of the forward I-V characteristics of the formed a-SiNx:H
based pin diode D3. The temperature dependence of its conductivity through the Arrhenius
plot is given in the inset.

tunneling, space charge limited current (SCLC), etc.). In the region between 0.2 V and 5

V, the following field enhanced conduction, which is usually referred to as Poole-Frenkel

emission, seems dominant [99]:

J ∝ Faexp

−
q
[
Φb −

√
(qF/πε)

]

kT

 , (5.8)

where a=±1
2 or 1, Φb is the potential depth of the trap level and ε is the electrical permittivity

of the semiconductor. The exponent a is related to the behavior of the detrapped carrier

prior to its retrapping by one of the next trap centers. For instance, in the 3D model of

Jonscher [99], the probability of the charge carrier to escape not only in the direction of the

applied field, but in all directions was considered and a was found to be -1
2 . This value of

the exponent was also found when a detrapped charge carrier was assumed to be captured

by the first trapping center [100]. If the detrapped carriers travel a distance proportional to

the applied field (Ohm’s law) as in the crystalline (or semi-crystalline) semiconductors, Eq.

5.8 becomes the widely used Poole-Frenkel equation with the exponent a=1 [99, 101]. For
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amorphous semiconductors, where the random diffusion process may be assumed, the velocity

of a detrapped carrier is proportional to F1/2 with 1
2 being the exponent a in this case [101].

The field dependence in the exponential factor of Eq. 5.8 is taken as F1/2, which is asso-

ciated with the barrier lowering of a Coulomb potential under the applied field F. Coulomb

potential requires an empty charged state like a donor or acceptor. However, it would be

improper to assume the existence of donor-like sites within the band tails. Jonscher [99]

discusses that it would be sufficient if the external ‘hill’ of the potential can be taken as

Coulombic, while the inner well is kept steeper. He also suggests that the Poole-Frenkel

emission from a trap is not necessarily into the relevant band, but rather into the higher en-

ergy band tails. This suggestion resembles the field assisted hopping of a charge carrier out

of a neutral empty level to the localized band tails followed by its subsequent downward hop-

ping [102, 103]. In the model of Apsley et al., a mobility definition was introduced using

the hopping probability to the nearest neighbor available site. The conductivity expression

was reached by the integration of this mobility over energy. With the assumption of flat and

uniform DOS, the exponential field dependence of conductivity was found to be F2 at low

fields and F1/4 at very high fields. It was mentioned that F1/2 dependence would be expected
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at intermediate fields [104]. The F1/2 dependence in the diodes D2 and D3 is valid around

105 Vcm−1, which is in the limit of intermediate/high fields (for D2 see Fig. 5.12; for D3 see

Fig. 5.13). Although the band tail DOS can not be considered flat, it is rather slowly varying,

since the characteristic energy E0 is higher than 0.4 eV in these diodes.

In this respect, F1/2 dependence in Fig. 5.12 and Fig. 5.13 may arise either from detrap-

ping out of a potential well exhibiting Coulombic behavior at least around the external ‘hill’,

or from hopping out of a neutral empty level. The latter seems to be the probable case, since

the empty band tails are neutral states which present Dirac potential and it is difficult to admit

any Coulombic behavior therein. Furthermore, the coincidence of the apparent activation en-

ergy EA determined from the Ohmic region, and the barrier height qΦb inferred from Eq. 5.8,

points out that the current is limited by the carrier emission out of the same kind of energy

levels at low and intermediate fields, i.e. phonon and field assisted tunneling from E f und to

the band tails.

5.3.2.3 High field regime

The current densities in Fig. 5.9 tend to match on a single curve at higher fields for all T . In

other words, when the thermal activation of the current density is considered, it is gradually
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reduced with increasing voltage (see [104] for a similar behavior in a-C films). The high

field I-V characteristics of D2 is given in Fig. 5.14 via the Fowler-Nordheim plot, whose

linear slope supplies the effective barrier for the carriers to tunnel [105]. The linearity is

observed only at lowest temperatures of T=140 K, 160 K and 180 K with respective barrier

heights of qΦFN=15 meV, 17 meV and 19 meV (at higher temperatures, the current is rather

space charge limited with negligible thermal activation). The field enhancement of the current

density may be associated with easier carrier emission from the traps or with improved carrier

mobility. As indicated in the inset of Fig. 5.14, both are possible. Due to the huge band

bending at high applied fields, the potential energy of the empty localized states to be hopped

onto decreases relative to E f und of the occupied potential well. In this case, the thermal

excitation energy to hop onto the band-tail states is lowered when compared to the case of

low/intermediate fields; i.e. easier carrier emission. Moreover, once the carrier hops out of

the potential well, DOS of the empty localized states of the same potential energy increases
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with position. In other words, the separation between the available sites of same energy

decreases as the carrier transport progresses. Consequently, the hopping rate increases each

time the carrier tunnels to the nearest neighboring state; i.e. enhanced mobility. The effective

barrier height slightly increases with temperature arising from the same reasons mentioned

for the ohmic EA in Fig. 5.10.

The above field-enhanced barrier lowering effect is not observed at higher temperatures

(T>180 K) in the high field regime. Due to the better carrier injection efficiency in this case,

the density of injected carriers may become comparable to that of the available density of

empty energy levels. In the steady state, the space charge accumulated within the bulk of the

film would impede the transport of the behindhand carriers. If the transport is limited by the

space charges of a single energy level Et, the measured current would be proportional to the

square of the applied voltage, i.e. J∝V2. Instead, if the space charge accumulation occurs at

exponentially distributed band tails, the I-V relation is obtained as J∝Va with a≥2 [106]. The

latter is the case observed in the formed pin diodes at hand (see Fig. 5.4-a, 5.9 and 5.11 where

a≥2 above ∼2 V). This is consistent also with the band-tail hopping model proposed for low

and intermediate field regimes.

5.3.2.4 Memory effect in the formed pin diodes

As it was shown above, the current density increases after the diode FP is over. In addition,

under the forward bias, the intense light emission from the formed diodes is easily observed

by naked eye in the dark room conditions. In the reverse bias regime, there is no visible light

emission. Also, the I-V measurement sequence affects the diode characteristics in a way that

in some cases under the forward bias there is no light emission and the current is similar

to that of the reverse bias regime. To clarify these phenomena and to observe any possible

memory effects, the I-V measurements have been taken in a systematic way. In Fig. 5.15,

the I-V curves of the formed a-SiNx:H based pin diode (D2) can be seen. The measurements

in the forward bias regime (forward-1) have been found to be repeatable and visible light

emission always accompanies. However, the diode exhibits hysteresis when the measurement

is taken in the reverse bias regime, such that the current density for decreasing reverse bias

(reverse-3) is about two orders of magnitude higher than that for the increasing case (reverse-

2) especially below 1 V. It is interesting to note that the diode remembers its past when taking

a forward measurement (forward-4) subsequent to reverse-3. The I-V curve of forward-4

shows almost the same ohmic behavior with that of reverse-3 and the visible light emission
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Figure 5.15: Forward and reverse I-V characteristics of a-SiNx:H based pin diode (D2) after
the forming process. The measurement sequence and the directions of the measurements are
indicated by the numbers and the dashed arrows, respectively.

is absent until ∼6 V. At this voltage, the current density suddenly drops down and the visible

light emission starts. Beyond this voltage, the I-V curve of the original forward measurement,

forward-1 and the light emission characteristics are restored. When a subsequent forward

measurement (forward-5) is taken, the diode is verified to turn back to its initial state and

reproduces the original curve of forward-1. This phenomenon was observed each time the

above measurement procedure is repeated and is valid for all formed diodes.

In the previous Fig. 5.15 on the I-V characteristics of a formed a-SiNx:H based pin diode

(D2), a sudden drop in the current density was observed when taking a forward bias mea-

surement subsequent to a reverse one. In Fig. 5.16, the kinetics of this drop was studied as a

function of the applied forward voltage stress. The measurement was systematically repeated

in the dark room for each data point as follows: first, the formed diode got through the charged

state by applying a reverse current stress of 6.4 A/cm2 for 2 min. Then, it was kept away from

any current or voltage stresses for 1 min. Finally, a forward voltage stress was applied. The
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Figure 5.16: (a) Current versus time curve of a formed a-SiNx:H based pin diode (D2) carry-
ing out the charging/discharging moment under a forward bias of 5.05 V. (b) Forward biasing
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current was followed in time and the discharging moment was determined by a computer pro-

gram. An output of this program is given in Fig. 5.16-a. The current density in the charged

state is always higher than that in the discharged state. In addition, the discharging event may

be regarded as a sudden phenomenon when the measurement is taken in the time scale of

seconds. Therefore, the instant at which the current density suddenly drops was termed as the

‘time of discharge’. In Fig. 5.16-b, the time of discharge has a logarithmic dependence on

the applied forward voltage stress below 5.50 V. While the discharging event occurs in less

than 10 s after the application of voltage stresses above 5.00 V, it takes up to 1 hour when

the voltage stress is reduced down to about 3.50 V. As for the voltage stresses above 5.50 V,

the time of discharge seems to have a linear dependence on the voltage stress. Above 6.30

V, the time of discharge could not be determined by the present measurement system as the

diode is discharged instantaneously just after the program is run. A possible explanation on

this memory effect in formed pin diodes can be as follows.

In Fig. 5.17, the energy band diagram near p nc-Si:H/a-SiNx:H heterojunction interface,

where the crystallization after FP is rather weak (region d3 of Fig. 5.7), is depicted. At

equilibrium, in the neutral region, all the gap states below EF are occupied by electrons. In

the depletion region, the states above EM are vacant of electrons, where EM is determined

by thermal emission rates for electrons and holes toward the relevant band edges (Fig. 5.17-

(a-1) and (a-2)). Across the depletion region, the free carrier densities may be neglected due

to the drift phenomenon by the built-in electric field. Consequently, the occupancy, ft, of a

gap state with energy E is determined in terms of the electron and hole emission rates en and

ep, respectively: ft = ep/(ep + en). The occupancy/unoccupancy boundary, E = EM, within

the mobility gap corresponds to ft = 1/2, which leads to en = ep. Using the well known

expressions en = νnexp(−(EC − E)/kT ) and en = νpexp(−(E − Ev)/kT ), the demarcation

level EM may be expressed as:

EM = EC − EG

2
+

kT
2
ln

(
νp

νn

)
, (5.9)

where EC - conduction band edge, EV - valence band edge, EG - mobility gap, νp and νn

are the attempt-to-escape frequencies for holes and electrons, respectively. If νp ≈ νn, then

EM is equal to the midgap. At forward bias, excess electrons, injected into intrinsic layer

from n-side, propagate (probably by hopping across the localized tail states) towards p-side,

while excess holes, injected into the intrinsic layer, propagate along the opposite direction.
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During the first stage of forward bias application (after reverse one), carriers, partly trapped by

localized states, partly recombine through them. As holes are relatively slower, the majority

of the recombinations (electron/hole meeting) occurs near p/i interface mainly through tail-

to-empty dangling bonds (DBs) mechanism (mechanism 1 in Fig. 5.17-b). As time passes,

trapped electrons raise the electron quasi-Fermi level, EF,n towards the conduction band edge

(Fig. 5.17-c), probably above the doubly occupied DB level E−D (Fig. 5.17-d). At steady

state, as the majority of DBs is saturated by electrons, they can not capture further electrons.

Consequently, tail-to-DB recombination is attenuated and electron-hole recombination occurs

through tail-to-tail mechanism (mechanism 2 in Fig. 5.17-c) leading to visible light emission.

Parallelly, the injected holes near p/i interface may form a net positive space charge, which

create a barrier against the further hole transfer, i.e. a space charge limitation of holes is

expected (Fig. 5.17-c). If a dc reverse bias voltage is applied, the previously trapped electrons

will be progressively detrapped towards conduction band edge (Fig. 5.17-e). At steady state

(Fig. 5.17-f), all localized states are emptied up to the demarcation level EM and the reverse

current is established through the neutral DBs generation without visible luminescence as

shown in Fig. 5.17-f. Experimentally, after this steady state reverse bias regime, a forward

bias voltage was applied and the kinetics of the current (current versus time) was followed as

shown in Fig. 5.16-a. After a critical time duration, the current was reduced to a lower value.

Before the switching time, the diode may only radiate through mechanism 1 in the near IR

region. After the switching, the diode emits throughout the whole visible region including

near IR by mechanisms 1 and 2, as depicted in Fig. 5.17-c. This last situation is preserved

as long as the diode remains under forward bias. The critical time duration has been found

exponentially applied forward bias dependent, as given in Fig. 5.16-b. This behavior is at

least qualitatively expected, since large forward biases speed up both the building of positive

space charge and the filling of localized states from EM up to the final EF,n.

5.3.3 Electroluminescence from formed pin diodes

In Fig. 5.18, the normalized EL spectra of a-SiNx:H based formed pin diodes (D1) can be

seen. The diodes have the same pin structure as they were produced in the same deposition

set. The only difference is their window electrodes, i.e. Cr (80 nm), Al (80 nm) and ITO (300

nm). Since ITO is also a semiconductor having a band gap of 3.9 eV, one may doubt whether

visible light emission is possible from this commonly used transparent window electrode or

its interface with n+ nc-Si:H. Therefore, this experiment has been performed to make sure
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Figure 5.18: (a), (c), (e) Uncorrected and (b), (d), (f) corrected (for the PMT responsivity,
appendix D) normalized EL spectra after the forming process of a-SiNx:H based pin diodes
(D1) having different window electrodes: Cr, Al, ITO, respectively.
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that the emission source is not ITO related. The EL spectra measured from the diodes having

Cr and Al window electrodes have almost the same wavelength dependence. However, these

spectra differ from that of the diode with ITO electrode. In order to interpret this difference,

the optical paths of the emitted light and the emission characteristics through the window

electrode surfaces should be considered. ITO has been deposited much thicker than Cr and

Al, since it was found that the light emission is uniformly distributed along the whole diode

area more easily when the ITO thickness is increased from 100 nm to 300 nm. Considering

180 nm thickness of the pin structure, the total thickness of the ‘pin/ITO’ composite is 480

nm which may cause several interference fringes when visible light emission is transmitted.

Similar interference fringes might be expected also from the 260 nm ‘pin/Cr’ and ‘pin/Al’

composites. However, the emission characteristics through the surfaces of ITO and the metal

window electrodes are not the same. The light emission through ITO is uniform, whereas, in

the case of the metal window electrodes, the area through which the light is emitted cannot be

expanded. In the latter, the light seems to be emitted through some small spots created on the

metal surface by thermal damage. The emitted light should experience multiple reflections

between the bottom and top metal electrodes which may be self-roughened as a result of FP.

Therefore, the coherence of the light may be lost prior to its escape from the small spots.

Although EL could be detected using different window electrodes like Al and Cr as shown

in Fig.5.18, the formed region is successfully propagated only when ITO is used as the top

electrode. This is believed to be due to the difference between the thermal conductivities

of metals and ITO. It has been verified by the XRD measurements of Fig. 5.6 that FP is

a temperature related phenomenon. Therefore, the quality of FP should depend on whether

the heat is stored in the system or dissipated towards the surroundings. In the case of the

metal top electrodes which have very high thermal conductivities, e.g. 94 W/K·m for Cr

and 234 W/K·m for Al, the heat produced within the pin diode during FP is likely to be

dissipated. In this respect, the heat storage in the system does not seem to be successful.

The formed region remains point-like and further forming is prevented by the dissipation

of the excess heat through these point-like regions easily. As for the ITO electrode, it is a

transparent semiconductor with high electrical conductivity. On the other hand, its thermal

conductivity of 11 W/K·m is much lower when compared with the metals. Instead of the

vertical dissipation of the heat towards the air, it may be stored in the system and distributed

along the whole diode. Consequently, the excess heat of the system can be used to carry on

FP until the diode is completely formed.
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Figure 5.19: Lateral propagation of the formed region along the ITO electrode of the sample
with the highest emission energy (D3) followed in time from (a) to (h) with ∼10 s intervals.

The lateral propagation of the formed region throughout the whole ITO area has been ob-

served and recorded by a commercial semi-professional camera. The photographs have been

taken in a moderately illuminated room and reported here without any software modifications.

Fig. 5.19-a illustrates the diode before the application of the voltage stress and Fig. 5.19-(b-h)

exhibit the photographs of this diode under the forward voltage stress of 12 V taken at regular

time intervals of about 10 s. In Fig. 5.19-b, the forming initiates at a small area which is not

necessarily just under the measuring probe. Then, the formed region expands starting from

this initial small area until the forming of the whole diode is completed in Fig. 5.19-h.

The temperature dependence of the EL spectra has been investigated; a typical example,

that of the diode D2 is given in Fig. 5.20. As-measured EL spectra given in Fig. 5.20-a

are a bit noisy due to the limitation on the current density when the measurement is per-

formed under vacuum. The spectra corrected for the PMT responsivity using the as-measured

data resulted in high fluctuations especially at wavelengths above 800 nm where the PMT

responsivity is low. Therefore, the as-measured spectra were fitted by smooth lines and the

corrections were performed using these smooth lines of each measurement (Fig. 5.20-b). The

spectral distribution of the EL intensity seems to remain constant at different T . However, the

total intensity slightly decreases at higher T . The thermal quenching of the EL intensity is not

strong, as it is expected for wide-gap a-SiNx:H alloys [14].

The EL spectra of the formed diodes D0, D1, D2 and D3 are given in Fig. 5.21. The
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Figure 5.20: EL spectra at various temperatures for the diode D2. (a) As-measured EL data
with their corresponding smoothing curves. (b) EL spectra corrected for the PMT responsivity
using the smoothing curves of (a).
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spectral ranges of EL emission of all the samples are broader than the responsivity range of

the PMT at hand. The responsivity curves of several photodetectors used throughout this

work can be seen in appendix D. In this regard, the data were collected by both PMT and

Si photodiode to report the EL spectra from 300 nm to 1150 nm. The data measured by

the Si photodiode was slightly noisy which resulted in high fluctuations in the corrected EL

spectra especially at wavelengths above 1000 nm where the responsivity of the Si detector is

low. Therefore, the spectra taken with the Si detector have been reported by the fitted smooth

lines as shown in the inset of Fig. 5.21. After the corrections of the as-measured data for

the responsivity of each detector, the EL curves obtained from different detectors have been

matched by simple multiplication. The final spectrum of each diode was normalized for better

comparison of their wavelength dependence. The interference fringes are due to the multiple

reflections of the emitted light prior to its escape from the diode structure. The main thing to

be recognized in Fig. 5.21 is that the peak wavelength of the emission is blueshifted when
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Figure 5.21: Corrected EL spectra of the formed diodes D0, D1, D2 and D3 produced with
r=0, 2, 4 and 9, respectively. Symbols are the data measured by the PMT and the lines are the
fitted data taken with the Si photodiode. The fitting for the spectra of D0 is given in the inset.
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D2 D1 D3 

Figure 5.22: The photographs of the formed diodes D1, D2 and D3 during their light emission
under application of the forward bias of ∼11 V.

the ammonia to silane flow ratio in the intrinsic layer of the pin diode was increased. The EL

spectrum of the homojunction diode D0 lies within the near infrared region, hardly including

red color, but it is still invisible to the human eye. As for the heterojunction diodes D1, D2

and D3, the EL spectra has shifted to the full visible region, where the emissions can be easily

perceived in the dark room as red-orange, orange-yellow and white-blue, respectively.

The photographs of the formed diodes D1, D2 and D3, taken with a commercial camera,

is supplied in Fig. 5.22. The clarity of the photos is not as successful as that in Fig. 5.19 since

manual focusing option was not available in this camera. However, it is clear that the EL

emission blueshifts gradually from red-orange towards white-blue when r is increased from 2

towards 9.

It should be noted that besides the visible light emission, the diodes also emit in the

near/mid infrared region. As an example, the EL data of the diode D1 was measured with

different photodetectors in order to obtain the whole spectrum as given in Fig. 5.23. The data

collected by the Si and Ge photodiodes was noisy; therefore, fitted smooth curves were used

here for clear presentation (similar to Fig. 5.21). The normalized spectra in the visible-near

infrared region measured with PMT, Si and Ge photodiodes were matched by simple multipli-

cation. The emission in the near/mid infrared region decayed to zero intensity before reaching

that in the visible-near infrared region. In this regard, the data of the near/mid infrared region

measured by PbS was normalized independently since quantitative comparison between the

emissions in each region was not possible. The emission around 2750 nm was absorbed by

the CO2 molecules present in the air.

The total electroluminescence intensities of the diodes were measured for different current

densities. The plots for the diodes D0 and D2, given in Fig. 5.24, were normalized for their
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Figure 5.23: Normalized full EL spectrum of the diode D1 measured with different photode-
tectors. The band around 2750 nm is the absorption due to CO2 molecules present in the
air.

maximum brightness in order to make a better comparison between their behaviors. For the

homojunction diode D0, the exponent m of the current density J in its proportionality with the

brightness (B ∝ Jm) is around 2 until the current density of 1 A/cm2 is reached. The exponent

m is reduced to about 1 when the current density exceeds 1 A/cm2. The dual character in the

exponent was checked and verified via repeating the measurement in the opposite direction.

As derived in section 1.6, m ≈2 corresponds to the bimolecular radiative recombination of

EHPs. Below 1 A/cm2, the applied field (F < 1× 105 V/cm) may be considered intermediate.

In this regime, the density of electrons and holes within the intrinsic layer can be assumed

to be more or less comparable, so the bimolecular recombination dominates. Passing toward

the high field regime, the current is space charge limited and the transport is supposed to be

controlled by the capture and emission of the carriers out of the traps [77]. This process is

possibly slower for the holes, considering the weaker crystallization towards p-side together

with the lower hole mobility when compared to electrons. In this respect, the recombination
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Figure 5.24: Normalized brightness versus current density plot of the diodes D0 and D2.

is determined by the hole being the minority carriers within the intrinsic layer, i.e. m ≈ 1.

As for the diode D2, the exponent m remains the same at about 1.4 for the whole current

density range. The EL emission in the heterojunction diodes is detectable in the high field

regime (F > 5 × 105 V/cm). Similar to the high field case of the homojunction diode D0, the

hole space charge may be rather accumulated near p-side and the electron space charge would

extend throughout the whole intrinsic layer. The recombinations might be again concentrated

close to p/i interface. However, the m value for D2 is rather higher, when compared with

that of D0. It is probably associated with the higher band tail widths (i.e. αc and αv) in D2

case, where E0 of the intrinsic layer was determined to be larger than that in D0 (see sections

2.3 and 4.3). The larger band tail width enhances the contribution of both hole and electron

densities to the recombination process. Thus, this increase in E0 together with the high F

result in m ≈ 1.4, which is an intermediate between the monomolecular and bimolecular

cases.

102



5.4 Conclusion

The electrical and luminescent properties of a-SiNx:H based pin diodes change drastically

after their forming under high electric field at room temperature. XRD measurements verified

that very high local temperatures were reached during FP. The temperature rise was sufficient

for the transformation of the silicon rich regions in the intrinsic layer from amorphous to

nanocrystalline phase. FP begins within a dimension of atomic orders. However, when ITO

is used as the window electrode instead of metals, forming propagates throughout the whole

diode area. Low heat conductivity of ITO prevents the produced heat from escaping to the air

and contributes to the successful propagation of the forming.

The fresh diodes have good junction quality as concluded from high current rectification

ratio. After FP, current density at low electric field increases several orders of magnitude,

which is an expected result of crystallization at high local temperatures.

The thermal activation of conductivity after FP was explained via the band-tail hopping

model with a slight modification. Instead of thermal excitation of the carriers from the

midgap, their emission from Si nanocrystallites’ fundamental energy level was assumed. At

intermediate field regime, the field-enhanced carrier transport is limited by either detrapping

from a Coulombic site or hopping out of a neutral empty state, latter being the probable case

in this work. The high field current transport at low temperatures is assisted by both easier

carrier emission from the potential wells and improved carrier mobility. At elevated temper-

atures of the high field regime, the density of injected carriers becomes comparable to the

density of available states. In this case, the current is limited by the space charge accumulated

in the exponentially distributed localized states.

The formed diodes experience a memory effect probably due to the rearrangement of the

potential energy distribution within the intrinsic layer, arising from the charging/discharging

phenomena of the deep traps for opposite polarities of the applied voltage.

The EL efficiency of the diodes is very poor before the forming. After FP is over, the

EL intensity is improved by at least 30 times and the emission becomes easily perceivable

by the human eye from the whole diode area. The EL energy distribution is temperature

independent, while its intensity exhibits a weak thermal quenching. The emission spectra

depend on the initial nitrogen content of the intrinsic layer. For nitrogen free homojunction

pin diode, the maximum energy of the emitted light is ∼2 eV with the low energy side of

the spectrum extending towards the near infrared region. As the nitrogen is incorporated, the
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emission energy blue-shifts. Although the spectra are broad for the time being, the emission

color was adjusted from orange-red to white-blue via increasing the nitrogen content of the

intrinsic layer.
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CHAPTER 6

SUMMARY

The modern technology of electronics is based on a single material, silicon (Si). With the

maturity of several decades, much information is known about Si processing and mass pro-

duction of electronic devices. In addition, research and development centers are continuously

investing on Si-based electronics. Therefore, it seems almost impossible to replace Si with

other materials. On the other hand, the human interface of the electronic devices are fab-

ricated with bright light emitting display systems, whose surface area is preferred to be as

large as possible. Nowadays, either liquid crystal displays (LCDs) or organic light emitting

diodes (OLEDs) are used in these display systems. However, none of these light sources are

compatible with the complementary metal oxide semiconductor (CMOS) processing technol-

ogy; their production requires high cost hybrid techniques. In order to produce very low cost

display systems on very large areas, Si-based efficient light sources should be obtained.

With this motivation and in the light of literature, Si-rich hydrogenated amorphous silicon

nitride (a-SiNx:H) thin films were fabricated in a plasma enhanced chemical vapor deposition

(PECVD) chamber at different r=NH3/SiH4 gas flow ratios in the range 2<r<9 corresponding

to 0.68≤x≤1.32. The PL emission was controlled by the gas flow ratios and its intensity

was high enough to be perceived at dark room by the naked human eye. The recombination

properties were studied via considering both PL and optical absorption spectra. The behavior

of the PL peak energy and PL FWHM with respect to the optical constants (optical gap and

subgap absorption tail) indicated that band tail recombination is the dominant mechanism.

A semiquantitative approach was introduced to estimate the band tail DOS among which the

radiative recombination is promoted over the non-radiative processes. It was proposed that the

carriers thermalize to some energy, i.e. PL peak energy, at which the band tail DOS reduces

to ∼1% of the relevant band edge DOS prior to their radiative recombination.
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The PL intensities of different samples were compared after their correction for the ab-

sorbed light fraction of the PL excitation source. The result was in agreement with the band

tail recombination model, where PL efficiency exponentially increased as the subgap absorp-

tion tail gets wider.

In this respect, a-SiNx:H films seem suitable to be used as the luminescent active layer of

Si-based LEDs. But beforehand, efficient electron and hole injections from either side of the

intrinsic a-SiNx:H film must be ensured. The most efficient way of opposite charge injections

may be sandwiching the intrinsic layer between oppositely doped, p- and n-type layers to

form a pin diode. The doping efficiency of the doped layers should be improved since the

emission intensity is directly proportional to the injected carrier number. For this purpose,

p-type nanocrystalline silicon (nc-Si:H) doping efficiency was optimized by systematically

changing the growth conditions. The dark resistivity as low as 8 Ωcm was achieved, however,

these films possessed high degree of nonuniformity along the PECVD electrode. With a little

sacrifice from the lowest dark resistivity, fairly uniform films were obtained with the resistivity

in the order of 101-103 Ωcm. The optical gap of the optimized film was 2 eV, which is wide

enough to transmit most of the emitted light.

The junction properties of the doped layers were tested in homojunction pin diodes. For

this purpose, the optimum deposition conditions were determined as: B2H6/SiH4≈0.34% for

p-type nc-Si:H layer and H2/SiH4≈5 for intrinsic a-Si:H layer. The ideality factor of the op-

timized pin diode was 1.7 and its rectification ratio exceeded 4×106 at 1.2 V. The thermal

activation energy of the intrinsic layer was 830 meV, such that the Fermi level was slightly

above the midgap in agreement with the n-type nature of undoped a-Si:H films. The energy

distribution of DOS, deduced from SCLC method and CPM, exhibited the well known char-

acteristic feature of a-Si:H, where DOS has a minimum around 0.5 eV below the conduction

band edge. Consequently, the assumption of flat bands along the doped layers seems to be

valid, pointing out that their free carrier densities are high enough for LED applications.

Although a-SiNx:H films exhibit high PL efficiency at room temperature, their EL effi-

ciency is below the technological limit of acceptance. The main bottleneck in the LEDs based

on amorphous Si alloys is the difficult current transport through the wide band tails. As a

solution, the nanocrystal silicon islands may be formed within a-SiNx:H matrix. Then the in-

creased free carrier density and mobility in the nanocrystallites would enhance the electrical

transport. The usual crystallization methods require high annealing temperatures and/or so-

phisticated setups, e.g. laser irradiation, causing high cost and complex fabrication. Instead,
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electro-forming at room temperature is promising for very low cost crystallization without

the addition of any more fabrication steps. In this regard, good quality heterojunction pin

diodes were electro-formed under high electric field; next, their I-V and EL characteristics

were investigated in detail.

After the forming process (FP), the low field current density of all diodes increased by

several orders of magnitude while high field regime I-V curve remained unchanged. The

thermal activation energy was temperature dependent and was neither low enough for hopping

conduction around the midgap nor high enough for thermal excitation towards the bands. On

the other hand, band-tail hopping model seemed to account for these phenomena. In this

respect, the carriers were assumed to be easily injected towards the nanocrystallites from

quasi-Fermi levels of the doped layers. Then, they would be thermally excited to a band tail

state followed by their subsequent downward hoppings.

The EL intensity was very weak before FP. A point-like light emission originated from an

arbitrary region on the diode surface when FP started. If ITO was used as the window elec-

trode, this region propagated throughout the whole diode area in seconds. After, strong and

uniform light emission could be easily perceived in a moderately illuminated room. Although

the EL band was broad, the emission color was adjustable from orange-red to white-blue by

increasing the nitrogen content of the luminescent active layer.
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APPENDIX A

PHOTOMETRY

The visual sense of brightness is the main concern of photometry which differs from radiom-

etry in dealing only with the visible spectrum. Therefore, the relevant concepts are usually

derived from the Latin word lumen, meaning light and shine. The performance of a light

source is usually considered via its brightness (or luminance), luminous efficacy and quantum

efficiency. These quantities and their conventional units should be introduced to get familiar

with the terminology before comparing various LEDs.

The luminous flux, Φν is the power corresponding to the visible part of a radiant flux, Φe

received by human eyes. The human eye response to the radiation is introduced in 1924 by the

International Commission on Illumination (CIE) through the normalized luminous efficiency

function, V(λ) which is defined in the visible range of 380-780 nm. The luminous flux is given

in lumens (lm) and mathematically expressed as:

Φν = 683 lm/W ×
∫

ΦeλV(λ) dλ, (A.1)

where Φeλ ≡ dΦe/dλ is the spectral density of the radiant power and 683 lm/W is the Watt-

to-lumen conversion constant for the peak value of V(λ) at 555 nm.

The luminous intensity, Iν is the luminous flux emitted from a surface area A per unit solid

angle:

Iν = dΦν/dΩ = 683 lm/W ×
∫

IeλV(λ) dλ, (A.2)

where Ieλ ≡ dIe/dλ is the spectral density of the radiant intensity. The SI unit of the luminous

intensity is candela (cd). Being directly proportional to the device area, the luminous inten-

sity is not applicable to the light sources having finite dimensions; such that larger sources

might have higher intensities even with very weak emission. Usually, LEDs are described by

brightness B, which is the visibility of a light source by human eyes independent of both the
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device area and the solid angle of the target (or eyes):

B = d2Φν/(dΩ dA cos θ) ≡ dIν/dA′, (A.3)

where dA′ is the projected area observed by an angle θ. The SI unit of brightness is candela

per meter squared (cd/m2; sometimes called nits). The brightness of a light source should

be more than 10 cd/m2 for a completely photopic vision where the color distinguishing cone

receptors on the retina of the eye are susceptive. Otherwise, mesopic and then scotopic visions

dominate by the color insensitive rod receptors. The brightnesses of the sun and the moon

from the sea level are approximately 1.6 × 109 cd/m2 and 2500 cd/m2, respectively [1]. The

commercial liquid crystal displays (LCDs) are as bright as 50-500 cd/m2.

The capacity (or ability) of the radiant flux to produce a visual effect is called the luminous

efficacy. Mathematically, it is the luminous-to-radiant flux ratio with the unit of lm/W:

K = 683 lm/W ×
∫ 780

380 ΦeλV(λ) dλ
∫ ∞

0 Φeλ dλ
. (A.4)

The efficacy takes its maximum value of 683 lm/W for a monochromatic radiation at 555 nm,

creating the highest possible visual effect per radiant flux on the human eyes.

In addition to the characteristics of the emitted light, the power consumed during this

process should also be taken into account. In an ideal LED, each electron-hole pair (EHP)

injected into the luminescent active layer recombines radiatively and creates one photon with

the quantum efficiency of unity. However in reality, electrons and holes may also be captured

by non-radiative recombination centers. Furthermore, they can reach the relevant electrodes

(anode and cathode, respectively) without any recombinations. In this respect, the internal

quantum efficiency is defined as:

ξint =
radiant flux produced within the LED

total number of EHPs present in the active region per second
. (A.5)

The photons created within the luminescent layer should escape into the free space to

contribute the brightness. However, several possible loss mechanisms prevent the photons

from leaving the LED. The emitted light might be reabsorbed by the substrate and the metal

contacts or even by the semiconductor itself. In addition, the difference between the refractive

indices of the layers may lead to internal reflections reducing the escape probability of the

light. After all, more than half of the photons cannot escape from a typical LED without

complex and costly fabrication processes [9]. The extraction efficiency is the useful fraction
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of the optical power produced via the radiative recombinations of the injected EHPs:

ξextraction =
radiant flux emitted into free space

radiant flux produced within the LED
. (A.6)

The numbers of electrons and holes injected into the luminescent active region are usually

different, which may stem from the differences between their densities (n and p, respectively),

mobilities (µn and µp, respectively) and the heights of the notch barriers (or band discontinu-

ities) present in the heterostructures. However, their numbers are desired to be equal within

the active region, such that the excess ones would reach the contacts without recombination

and lead to uneconomical power consumption. In typical pn junctions, the light is extracted

from only one region (e.g. p region) by engineering the depletion width with an appropriate

doping (ND � NA). Hence, the already present holes of the p region are expected to recom-

bine with the injected electrons. In this respect, the injection efficiency is the fraction of the

injected minority carriers into the active region [1]:

ξ′inj =
Iminority

I
, (A.7)

where I is the total current passing through the LED. If the active layer is intrinsic as in

pin and MIM devices, the currents of both carriers are expected to be equal for an efficient

injection:

ξinj =
Icarrier−1

Icarrier−2
; with Icarrier−2 ≥ Icarrier−1 . (A.8)

The overall quantum efficiency of LEDs is obtained by the product of extraction, injection

and internal quantum efficiencies. The external quantum efficiency is defined as the ratio of

the number of photons emitted into the free space to the number of charge carriers injected

into the LED (per second):

ξext = ξint × ξextraction × ξinj =
Φe/hν̄

I/q
, (A.9)

where hν̄ is the mean energy of a single photon and q is the elementary charge (1.6×10−19

C). The mean energy, hν̄ of the emitted photons are not necessarily equal to the energy, qV

of the injected EHPs acquired from the power supply, where V is the voltage drop across

the LED. Then, the photon energy might be reduced if the radiations occur via multiphase

recombinations within the forbidden gap of the semiconductor. The energy difference is given

out by phonon emissions, heating up the device. The energy of the photons might also be

higher than that of the supply in the presence of higher thermal energy electrons. The photons

with energies hν > qV take away some portion of the heat from the device. The ratio of the
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mean radiant energy to the electrical energy supplied by the power source is called the feeding

efficiency:

ξ f =
hν̄
qV

. (A.10)

The power efficiency, which is also called the wall plug efficiency, is the amount of radiant

flux emitted into the free space in exchange for the supplied power:

ξpower = ξext × ξ f =
Φe

IV
. (A.11)

The above efficiency relations are independent of the wavelength of the radiation. If only

the visible spectrum is to be taken into account, then these relations need to be multiplied by

the luminous efficacy, Eq. A.4 to obtain the corresponding luminous efficiencies.
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APPENDIX B

LITERATURE REVIEW CHARTS FOR THE LUMINESCENT

PROPERTIES OF a-SiNx:H THIN FILMS

The literature review on PECVD grown a-SiNx:H based LEDs, that was started in section 1.6,

is listed in the charts below (see Fig. B.1-B.5). The sources (1-14) numerated in the ‘Year’

column correspond to the references [107, 46, 52, 108, 43, 45, 109, 110, 111, 112, 113,

114, 42, 115], respectively. The sequence of the sources is arranged with respect to the year

in order to provide easier chronological follow of the research. ‘Post deposition treatment’

column is particularly given since the use of the thermal treatment adds an expensive step to

the fabrication and consequently increases the production cost. ‘Comments’ column describes

the observations and results on the luminescent properties of a-SiNx:H films and/or LED

devices obtained in each study. Note that: RF power density is given if possible and RT

denotes ‘room temperature’.
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APPENDIX C

SPECTRAL RESPONSIVITIES OF THE PHOTODETECTORS
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Figure C.1: The normalized spectral responsivities of the PMT, CCD, Si, Ge and PbS detec-
tors.

The photodetector to be used in the luminescence experiments should be chosen correctly

for the best results. Each detector given in Fig. C.1 has its own characteristic responsivity

curve. For the emissions in the visible region, the PMT should be preferred due to its high

sensitivity and suitable spectral responsivity. CCD is a must for fast and/or time resolved
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measurements. However, the intensity of the emission needs to be high enough as the sen-

sitivity of a CCD is much lower when compared to PMT. The Si photodiode can be used if

the spectrum of the visible luminescence exceeds about 800 nm. When the emission energy

is low in the near-infrared region, Ge photodiode and PbS should be utilized. The sensitivity

of the non-cooled Ge photodiode is low whose output is noisy when the emission intensity is

moderate. The PbS used in this work is cooled down to about 243 K in order to reduce its

dark current and to enhance its sensitivity. For luminescence spectra of energy lower than 1

eV (i.e. wavelengths longer than about 1200 nm) PbS may be a good choice.
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APPENDIX D

DERIVATION OF THE TOTAL ABSORBED LIGHT

FRACTION USED IN PL INTENSITY CORRECTION

Fig. D.1 shows the intensity changes of the incident light (I0, 325 nm line of a HeCd UV laser

used as the excitation source in PL measurements) at the air/film, film/Si wafer interfaces

during its multiple internal reflections. Here T f , R f and RS i are the air/film transmission,

air/film reflection and film/Si wafer reflection coefficients, defined as follows:

T f =
4nairn f ilm(

nair + n f ilm
)2 ,

R f =

(
nair − n f ilm

)2

(
nair + n f ilm

)2 ,

RS i =

(
n f ilm − nS i

)2

(
n f ilm + nS i

)2 . (D.1)

The exponential term in Fig. D.1 includes α - the absorption coefficient of the film at the

excitation energy and d - the film thickness. As it is described in section 2.3, the as-measured

PL intensity should be divided by the fraction of the absorbed intensity, A, in order to compare

quantitatively the PL output of the different films. AI0 is found by extracting the light intensity

at the film/Si wafer interface from that at the air/film interface and vice-versa following the

path of Fig. D.1. So, A is defined as:

A =
(
T f − T f e−αd

)
+

(
T f RS ie−αd − T f RS ie−2αd

)
+

(
T f RS iR f e−2αd − T f RS iR f e−3αd

)
+

(
T f R2

S iR f e−3αd − T f R2
S iR f e−4αd

)
+

(
T f R2

S iR
2
f e
−4αd − T f R2

S iR
2
f e
−5αd

)
+

(
T f R3

S iR
2
f e
−5αd − T f R3

S iR
2
f e
−6αd

)
+ ... (D.2)
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Figure D.1: The schematic representation of the path followed by a ray of light incident on
the air/film interface and the modifications in its intensity during its travel within the bulk of
the film.

Each of the parentheses has the common term
(
1 − e−αd

)
so that the above expression is

grouped as:

A = T f
(
1 − e−αd

)
(1 + RS ie−αd + RS iR f e−2αd + R2

S iR f e−3αd +

R2
S iR

2
f e
−4αd + R3

S iR
2
f e
−5αd + ...). (D.3)

Next, the common term
(
RS ie−αd

(
1 + R f e−αd

))
in the second parenthesis of equation D.3 is

grouped as:

A = T f
(
1 − e−αd

) (
1 + RS ie−αd

(
1 + R f e−αd

) (
1 + RS iR f e−2αd + R2

S iR
2
f e
−4αd + ...

))
. (D.4)

The term
(
1 + RS iR f e−2αd + R2

S iR
2
f e
−4αd + ...

)
has a form of Σ =

(
1 + x + x2 + x3 + x4 + ...

)
,

where x = RS iR f e−2αd. Using the short formula for Σ = 1
1−x the equation D.4 is modified as

following:

A = T f
(
1 − e−αd

) 1 +
RS ie−αd

(
1 + R f e−αd

)

1 − RS iR f e−2αd

 . (D.5)

The second parenthesis in the above equation is simplified and
(
1 − R f

)
is written instead of

T f to obtain the final form of A:
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A = T f
(
1 − e−αd

) 
1 − RS iR f e−2αd + RS ie−αd + RS iR f e−2αd

1 − RS iR f e−2αd

 =

=
(
1 − R f

) (
1 − e−αd

) ( 1 + RS ie−αd

1 − RS iR f e−2αd

)
. (D.6)
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APPENDIX E

SPACE CHARGE LIMITED CURRENT SPECTROSCOPY

The energy distribution of DOS below the conduction band edge of the intrinsic layer (a-

Si:H) of the diode #5 was deduced from the experimental diode I-V data at room temperature.

In this purpose, the space charge limited current (SCLC) spectroscopy was utilized for the

region that deviated from the extrapolated linear fit in the diode I-V curve, as shown in Fig.

4.5. The derivation of the formula used in this DOS calculation is provided below through the

‘differential method’ [73, 116].

Since the doping efficiency and the majority carrier mobility of the n−layer are much

higher than those of p-layer, the current transport may be assumed to be dominated by the

electrons in a-Si:H based homojunction pin diode. Therefore, only the electron transport is

considered in the following derivations. Neglecting the diffusion current, the current-voltage

characteristics of a semiconductor are given by the set of equations:

J = eµn f (x)F(x) (E.1)
dF(x)

dx
=

e
ε

[
n f (x) + nt(x)

]
(E.2)

−
∫ d

0
F(x)dx = V (E.3)

where J is the current density, µ-drift mobility, n f -free carrier density, F-electric field, ε-

electric permittivity, nt-trapped carrier density, d-film thickness, V-voltage. Here, n f and nt

are by described Boltzmann and Fermi-Dirac distribution functions, respectively:

n f (x) = Nbexp

(
−E f (x)

kT

)
(E.4)

nt(E, x) =
h(E)

1 + exp
([

E − E f (x)
]
/kT

) (E.5)
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where h(E) is the distribution of trap levels within the forbidden gap, defined as:

h(E) =
dnt(x)

dE
. (E.6)

The electric field and the voltage drop at the anode (Cr) are related by:

F(d) = κ1
V
d
, (E.7)

where κ1 is a dielectric dependent constant with value between 1 and 2.

Then, the Fermi level at the anode may be estimated after the substitution of Eq. E.4 and

E.7 into E.1:

EF(d) = −kTln
d

κ1Nbeµ
− kTln

J
V
. (E.8)

The above equation supplies the dependence of the Fermi level on the I-V characteristics

of the diode, which in turn permits the trap occupancy analysis at the anode.

Now, let us consider the derivative of total-to-free carrier ratio (θ−1) with respect to the

energy EF(d):

d
(
lnθ−1

)

dEF(d)
=

d
[
ln

n f (d)+nt(d)
n f (d)

]

dEF(d)
. (E.9)

The ratio θ−1 can be modified in the following way:

n f (d) + nt(d)
n f (d)

=

[
n f (d) + nt(d)

]
eµF(d)

n f (d)eµF(d)

=

[
n f (d) + nt(d)

]
eµ e

ε d
[
n f (d) + nt(d)

]

J

=

e2d2

ε2

[
n f (d) + nt(d)

]2 µε
d

J
=

F2 µε
d

J

=
F2d2 µε

d3

J
=
κ2

1µε
V2

d3

J
=

JM

J
(E.10)

To make use of Eq. E.2 in the second line of the above equation, the carrier density

throughout the sample is assumed to be constant. Eq. E.7 is applied for the last simplification.
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JM is the Mott’s current derived from his SCLC model. As a result, Eq. E.9 can be rewritten

as:

d
[
ln

n f +nt
n f

]

dEF
=

d
[
ln JM

J

]

dEF
. (E.11)

After taking partial derivatives, the left hand side of Eq. E.11 can be modified as:

d
[
ln

n f +nt
n f

]

dEF
=

1
n f + nt

(
dnt

dEF
+

nt

kT

)
. (E.12)

In parallel, using the differential form of Eq. E.8, the right hand side of Eq. E.11 can be

simplified as follows:

d
[
ln JM

J

]

dEF
=

a − 2
kT (a − 1)

, (E.13)

where a is the differential slope of the I-V curve in the log-log scale (d[lnJ]/d[lnV]).

Equating Eq. E.12 and Eq. E.13, the following is obtained:

dnt(
n f + nt

)
d (−EF/kT )

=
1

a − 1
− θ. (E.14)

For nt � 0 or θ � 1 the above equation is reduced to:

d (ln(nt))
d (−EF/kT )

=
1

a − 1
. (E.15)

The energy states below the quasi-Fermi level should be totally filled in the steady state

condition, i.e. nt ≈ Nt. Eq. E.6 at the Fermi level can be obtained using Eq. E.15:

h(EF) =
dnt

dEF
= − nt

kT (a − 1)

= − n0

kT (a − 1)
exp

(
1

kT

∫ EF

E0

1
a − 1

dEF

)
, (E.16)

where n0 and E0 are the boundary values. Here, the integral variable EF can be changed into

V using Eq. E.8 and can be solved to give out:
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h(EF) =
AV

kT (a − 1)
, (E.17)

where A = n0/U0 and U0 is the lowest applied voltage. To determine the constant A, the

h(EF) should be normalized as:

Nt =

∫ ET FL

E0

h(EF)dEF , (E.18)

where ET FL is the trap filling limit of the quasi-Fermi level for the occupancy of the whole

trap states. By making use of Eq. E.8 and Eq. E.17 this integration is solved as:

Nt = n0

(
U − U0

U0

)
, (E.19)

where U = 2UT FL with UT FL = (eNtd2)/(εκ1κ2) is considered to be the upper limit for the

voltage corresponding to ET FL [106]. Since UT FL � U0, the constant A in Eq. E.18 can be

extracted and the final form of Eq. E.17 becomes:

h(EF) =
εκ1κ2

2ed2

V
kT (a − 1)

, (E.20)

where 1
2 ≤ κ2 ≤ 1 is a constant accounting for the non-uniformity in the electrical properties

of the film.
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APPENDIX F

BAND-TAIL HOPPING RESULTS FOR D3
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Figure F.1: (a) Differential conductivity of D3 versus energy measured from the conduction
band edge. (b) Arrhenius plot of calculated and measured conductivity data. In the calcula-
tions, hc

0 and E0 are taken as 7×1022 and 600 meV, respectively.
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