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ABSTRACT

NETWORK STRUCTURE BASED PATHWAY ENRICHMENT SYSTEM TO ANALYZE
PATHWAY ACTIVITIES

Işık, Zerrin

Ph.D., Department of Computer Engineering

Supervisor : Prof. Dr. Mehmet Volkan Atalay

Co-Supervisor : Assoc. Prof. Dr. Rengül Çetin Atalay

February 2011, 122 pages

Current approaches integrating large scale data and information from a variety of sources to

reveal molecular basis of cellular events do not adequately benefit from pathway information.

Here, we portray a network structure based pathway enrichment system that fuses and exploits

model and data: signalling pathways are taken as the biological models while microarray and

ChIP-seq data are the sample input data sources among many other alternatives. Our model-

and data-driven hybrid system allows for quantitatively assessing the biological activity of a

cyclic pathway and simultaneous enrichment of the significant paths leading to the ultimate

cellular response.

Signal Transduction Score Flow (SiTSFlow) algorithm is the fundamental constituent of the

proposed network structure based pathway enrichment system. SiTSFlow algorithm converts

each pathway into a cascaded graph and then gene scores are mapped onto the protein nodes.

Gene scores are transferred to en route of the pathway to form a final activity score describing

behaviour of a specific process in the pathway while enriching the gene node scores. Because

of cyclic pathways, the algorithm runs in an iterative manner and it terminates when the
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node scores converge. The converged final activity score provides a quantitative measure

to assess the biological significance of a process under the given experimental conditions.

The conversion of cyclic pathways into cascaded graphs is performed by using a linear time

multiple source Breadth First Search Algorithm. Furthermore, the proposed network structure

based pathway enrichment system works in linear time in terms of nodes and edges of given

pathways.

In order to explore various biological responses of several processes in a global signalling

network, the selected small pathways have been unified based on their common gene and

process nodes. The merge algorithm for pathways also runs in linear time in terms of nodes

and edges of given pathways.

In the experiments, SiTSFlow algorithm proved the convergence behaviour of activity scores

for several cyclic pathways and for a global signalling network. The biological results ob-

tained by assessing of experimental data by described network structure based pathway en-

richment system were in correlation with the expected cellular behaviour under the given

experimental conditions.

Keywords: Signal Transduction, Score Flow Algorithm, Multiple Source BFS, Pathway

Enrichment, Cyclic Pathways, Biological Graph Merge, Microarray, Chip-seq
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ÖZ

YOLAKLARIN AKTİVİTESİNİN ANALİZ EDİLMESİ İÇİN AĞ TABANLI YOLAK
ZENGİNLEŞTİRME SİSTEMİ

Işık, Zerrin

Doktora, Bilgisayar Mühendisliği Bölümü

Tez Yöneticisi : Prof. Dr. Mehmet Volkan Atalay

Ortak Tez Yöneticisi : Doç. Dr. Rengül Çetin Atalay

Şubat 2011, 122 sayfa

Moleküler tabanlı hücre olaylarını ortaya çıkarmak için farklı kaynaklardan gelen geniş kap-

samlı veri ve bilgileri birleştiren yaklaşımlar biyolojik yolak bilgisinden yeterli derecede fay-

dalanmamaktadır. Bu çalışmada veriyi ve modeli kaynaştıran ve kullanan ağ tabanlı yolak

zenginleştirme sistemi tanımlıyoruz: yolaklar biyolojik modeler olarak kullanılırken, mikrodi-

zi ve ChIP-seq verileri ise girdi verisi olarak alınmıştır. Model ve veri tabanlı olan melez

sistemimiz döngüsel yolakların biyolojik aktivitelerini nicel olarak değerlendirmesine olanak

tanır ve temel hücresel tepkilere yol açan anlamlı patikaların eşzamanlı olarak zenginleştirme-

sini sağlar.

Sinyal Aktarımlı Skor Akışı (SiTSFlow) algoritması geliştirilen ağ tabanlı yolak zenginleştir-

me sisteminin temel yapıtaşıdır. SiTSFlow algoritması her yolağı kademeli bir çizgeye dönüş-

türür ve gen puanları protein düğümlerine değer olarak verilir. Biyolojik süreçlerin tepki-

lerini ifade eden son aktivite puanı, gen puanlarının yolak içindeki topolojik akışa göre ak-

tarılmasıyla oluşturulur. Döngüsel yolaklar nedeniyle, algoritma yinelemeli olarak çalışır ve

düğümlerin puanları yakınsadığı zaman sonlanır. Verilen deneysel koşullarda anlamlı olan
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biyolojik süreçlerin değerlendirmesinde, bu yakınsamış son aktivite puanı niceliksel bir ölçüt

sağlamaktadır. Döngüsel yolakları kademeli çizgeye dönüştürme işlemi doğrusal zamanda

çalışan çok kaynaklı sığ öncelikli arama (Breadth First Search) algoritması ile gerçekleştiril-

mektedir. Ayrıca, geliştirilen ağ tabanlı yolak zenginleştirme sistemi de yolakların içerdiği

düğüm ve kenar sayısına göre doğrusal zamanda çalışmaktadır.

Seçilen küçük sinyal yolakları ortak gen ve süreçler taban alınarak, evrensel sinyal ağındaki

farklı süreçlerin verdiği çeşitli biyolojik tepkileri araştırmak için birleştirilmektedir. Yolakları

birleştirme algoritması da yolakların içerdiği düğüm ve kenar sayısına göre doğrusal zamanda

çalışmaktadır.

Yapılan deneylerde, SiTSFlow algoritması biyolojik aktivite puanlarının yakınsama duru-

munu döngüsel yolaklarda ve evrensel sinyal ağında ispatlamıştır. Deneysel verilerin geliştiri-

len ağ tabanlı yolak zenginleştirme sistemi ile değerlendirilmesiyle elde edilen biyolojik

sonuçlar, verilen koşullar için beklenen hücresel tepkilerle ilişkilidir.

Anahtar Kelimeler: Sinyal Aktarımı, Skor Akışı Algoritması, Çok Kaynaklı BFS, Yolak

Zenginleştirme, Döngüsel Yolaklar, Biyolojik Çizge Birleştirme, Mikrodizi, Chip-seq
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CHAPTER 1

INTRODUCTION

1.1 Motivation

High-throughput biological experiments are designed to analyze biological responses of thou-

sands of genes or proteins under specific experimental conditions. Due to huge data producing

capacity within short time, massive output of high-throughput biological experiments is de-

scribed as large scale data. Gene expression by microarray, proteomics and metabolomics

data by mass spectrometry, and protein-DNA interaction by chromatin immunoprecipitation

sequencing are the popular types of large scale data sources. In the last decade, large scale bi-

ological data sets have become publicly available for whole genomes and for several species.

The ultimate goal of bioinformatics as a research field is to analyze and integrate different

types of large scale data sources to understand complex biological phenomena.

Two examples of popular large scale data sources are microarray gene expression and chro-

matin immunoprecipitation (ChIP) sequencing experiments that provide large scale transcrip-

tome data about the biological responses of genes for specific experimental conditions. Mi-

croarray gene expression experiments enable to access the expression profiles of several genes

simultaneously under a particular condition. The result of traditional microarray analysis

methods is generally list of significant genes that are assumed to be related with the partic-

ular condition of the experiment. The second transcriptome data source is combination of

the chromatin immunoprecipitation and high-throughput sequencing (ChIP-seq) technologies

that detect the location of DNA binding sites which lead to explore functional elements in the

entire genome. Thus, huge amount of DNA-protein association data provided by ChIP-seq

experiments may help to understand the observed changes in gene regulations for the entire

genome.
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A biological network represents several types of experimental interactions in the form of

node-edge structured graph. Biological networks have several types: gene regulatory, protein-

protein interaction, signal transduction, and metabolite. Pathway is a term used to indicate a

subset of biological networks. A process in a pathway describes a small specific unit per-

forming well-defined biological event(s). In graph structure, processes are represented by

leaf nodes that might be referred as final nodes of a graph. A pathway might contain several

processes that generally work collectively. For example, Apoptosis is the process of cell death

and it may occur with coordination of several pathways. In the computer science terminol-

ogy, pathways might be described as directed cyclic graphs. A particular set of pathways

are signalling pathways that represent an abstract information about the collective working

mechanism of proteins and other chemical compounds to transfer special cell signals. Signal

transduction between biological processes provides a cascaded topology for signalling path-

ways. Therefore, cascaded topology facilitates the modeling of a biological process with a

dynamic nature. Pathway analysis yields molecular level interaction information about genes.

Large scale transcriptome data projects instant biological responses of genes during the exper-

iment, while pathways model dynamic flow of various biological events that work collectively.

When large scale transcriptome data and pathways are combined, such a data and model in-

tegration is called pathway enrichment. If a pathway enrichment is realized for a disease

treatment experiment, both process interactions at the molecular level and gene responses of

applied treatment are combined, hence enrichment simplifies the understanding of complex

disease progression mechanisms. Thus, computational enrichment approaches might yield

more realistic and successful drug designs based on in silico experiments.

1.2 Problem Definition

Transcriptome data analysis methods provide a list of significant genes that are assumed to be

related with experimental conditions or disease treatments. At this point of the analysis, the

essential issue is to determine how to map a set of significant genes identified in transcriptome

experiments onto pathway models. In order to upgrade the analysis to system level, pathway

enrichment methods contemplate to incorporate pathway topological information and tran-

scriptome data.

2



The main problem addressed in this thesis is the incorporation of large scale biological data

and pathway models to evaluate biological processes or pathways which are activated under

given experimental conditions. Merging of several small pathways constructs a comprehen-

sive network which would effectively explain the relations between various biological pro-

cesses previously computed independently. Therefore, the second problem addressed in this

thesis is the unification of small biological pathway models to provide a broader perspective

to complex biological phenomena.

1.3 State of Pathway Enrichment in Literature

Pathway enrichment tools provide interpretation of the gene expression profiles by either iden-

tifying major genes or pathways based on traditional statistical tests or allowing visualization

of gene expression data on molecular pathways. Pathway enrichment methods can be clas-

sified into three types of approaches: Significant Gene Set Analysis, Gene Set Enrichment

Analysis, and Network Structure Based Analysis.

The pioneer enrichment approach Significant Gene Set Analysis (SGSA) is based on identifi-

cation of significant function annotations. SGSA takes differentially expressed genes as input

and then iteratively checks the existence of significant functional annotations for the input

genes by using public annotation databases. p-value for each identified functional annotation

is computed by applying known statistical methods. The main drawback of this approach is

the dependence of the enriched annotations to the initially given differentially expressed gene

list, since the method used in analysis of significant genes and cutoff thresholds highly affect

the result of final enrichment analysis.

Gene Set Enrichment Analysis (GSEA) calculates an enrichment score (ES ) according to the

matching of input genes in a pre-built gene list. The input genes list is ordered according

to a difference metric, such as fold-change or gene expression difference. Pathway database

of GSEA has several pre-built gene lists that contain an ordered gene list in which genes

are member of previously known pathways. Matching between input list and pre-built gene

lists is performed to find out their correlations. If the input gene set is correlated with a

biological process or pathway, the input genes appear usually in the top or bottom of the

pathway gene list and ES will be very high. The main benefit of GSEA is the usage of all
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genes from a microarray experiment without applying a gene selection method and cutoff

threshold. However, the drawback of GSEA is the dependence of the enrichment score to the

ordering of the input gene list. Furthermore, GSEA approach does not incorporate pathway

topology.

Network Structure Based Analysis (NSBA) approach aims to compute a sort of pathway ac-

tivity score by utilizing network topology and differentially expressed gene set information.

Pathway interactions and gene information are integrated by applying different probabilistic

approaches. However, the dependence on the given differentially expressed gene list also

exists in the initialization step of some NSBA methods, since the genes not having high ex-

pression levels might have more interesting biological functions in the work flow of a pathway

topology. Additionally, none of the recent methods has managed to derive a quantitative mea-

sure for assessing biological activities of specific cellular processes in a pathway.

1.4 Contributions

Current approaches integrating large scale data and information from a variety of sources to

reveal molecular basis of cellular events do not adequately benefit from pathway information.

Here, we portray a network structure based pathway enrichment system that fuses and exploits

model and data: signalling pathways are taken as the biological models while microarray

and ChIP-seq data are the sample input data sources among many other alternatives. Our

model- and data-driven hybrid system allows to quantitatively assess biological activity of a

specific cellular process simultaneously identifying significant paths leading to the process.

The fundamental constituent of network structure based pathway enrichment system is the

Signal Transduction Score Flow (SiTSFlow) Algorithm. We first convert a signalling pathway

into a cascaded graph structure and then map the individual gene scores onto the nodes. The

gene scores are transferred over the nodes by traversing the path until a pre-defined target

biological process is attained. The score flow simulates signal transduction inside the cell.

Because of cyclic pathways, we carry out iterations and when the scores converge, a final

activity score is assigned to the pre-defined target biological process. The final activity score

provides a quantitative measure to assess the biological significance of a process under the

given experimental conditions. Transcriptome data is integrated by taking the rank products

of individual scores of the employed data sources.
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Our hybrid system based on pathways and transcriptome data is a novel approach to quantita-

tively evaluate biological activities of cyclic signalling pathways as well. SiTSFlow algorithm

shows convergence behavior for biological cyclic graphs. Several gene knockout operations

have been performed on a manually curated pathway. In order to observe the effects of gene

knockout operations on the final activity scores of processes, SiTSFlow algorithm was run on

the new knockout pathways as well.

In order to explore various biological responses of several processes in a global network,

the selected small signalling pathways have been merged based on their common nodes e.g.,

genes and processes. As the result of iterative unification operations, a global signalling

network for the human cell was constructed and it has been assessed by using SiTSFlow

algorithm. In order to test the statistical significance and sensitivity of each final activity score,

several permutation tests are designed and performed. Furthermore, SiTSFlow algorithm was

implemented as Cytoscape plug-in to interactively visualize pathways and perform systematic

analysis in a well known environment.

The main contributions of this thesis are as follows:

• Development of a network structure based pathway enrichment system incorporating

pathway topological information and transcriptome data;

• Development of a signal transduction score flow algorithm to assess biological activity

of a process in a signalling pathway;

• Merge of several signalling pathways to effectively analyze the biological activities in

a global signalling network of the human cell;

• A visualization and analysis tool including signal transduction score flow algorithm in

Cytoscape environment.

From the computer science perspective, we have achieved several contributions. Instead of

identifying of cycles in a pathway, we convert each pathway into a cascaded or levelized

graph form by using a linear time multiple source Breadth First Search Algorithm. The time

complexity of a cycle identification algorithm is higher than the linear time levelization algo-

rithm, thus we do not aim to detect cycles in a pathway. The proposed SiTSFlow algorithm

has also linear time complexity, therefore it is very suitable to run on pathways of bigger sizes
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having more than 1000 nodes. In our experiments, unification of small size pathways results

in a broader global network composed of 450 nodes and 650 edges. Thus, application of the

proposed network structure based pathway enrichment system on a global signalling network

has been successfully performed.

1.5 Organization of the Thesis

We present a brief introduction to analysis of transcriptome data and biological networks, and

importance of pathway enrichment methods in the analysis of large scale data in this chapter.

Chapter 2 gives basic computational and biological background and literature information.

Information about biological pathways, analysis methods for microarray and ChIP-seq tech-

nologies, and computational approaches for graph models reported in literature are discussed

in Chapter 2. Chapter 3 describes the details of the proposed network structure based pathway

enrichment system and it corresponds three papers published during the course of this study

[3, 4, 5]. Data processing steps and details of SiTSFlow algorithm are explained in Chapter 3.

Chapter 4 provides experimental results of proposed system on several data sets. The results

are discussed from both biological and computational perspectives. Chapter 5 corresponds

to graph merge algorithm for unification of individual pathways. Constructed global network

is analyzed by using several data sets. Biological results obtained in this global network are

discussed in more detail. Chapter 6 concludes the thesis and gives some future directions for

pathway assessment and enrichment procedures.
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CHAPTER 2

BACKGROUND INFORMATION ON BIOLOGICAL AND

COMPUTATIONAL ASPECTS

In this chapter, we first present biological pathways that constitute models of the proposed

system. Characteristics of large scale transcriptome data is then explained. Several compu-

tational analysis methods and tools for transcriptome data are given in detail. Finally, graph

models and algorithms are discussed from the computer science perspective.

2.1 Biological Pathways

There are several types of biological networks. Protein-protein interaction networks represent

interconnection between the proteins during the biological working mechanism of the cell.

On the other hand, pathways are the abstract representations of gene interactions and chem-

ical reactions within the cell. Hence, pathways deal with molecular and signalling levels of

working mechanism of cellular processes. Signalling pathway is a special type of pathways

that captures functional relationships between the genes, chemical compounds and biological

activities. They are usually represented by directed graphs. Nodes of the graph represent a

gene, gene product, chemical compound, small molecule or biological activity. Edges rep-

resent functional relations between the nodes. There are three conceptual types of edges:

activation, inhibition, and neutral. The rest of relations on edges might be transformed into

one of these main relation types.

There are several publicly available biological pathway resources. Kyoto Encyclopedia of

Genes and Genomes (KEGG) is the pioneer study for online pathway databases [6]. It con-

tains the collection of manually drawn pathways which represent the knowledge on interaction
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and reaction networks. The major focus of KEGG database is for yeast, mouse, and human

metabolic and signalling pathways. Reactome is another open access, manually curated, peer-

reviewed pathway database containing cell metabolic and signalling pathways [7]. It contains

pathways for 22 species including human, rat, and mouse. Pathway representation in Reac-

tome is based on the reaction definition that describes many biological events for example,

binding, activation, and degradation. Information in the database can only be modified by

expert biologist researchers. The are other commercial databases containing cell signalling

pathways, such as BioCarta [8], Ingenuity Pathways Knowledge Base [9], Ariadne ResNet

[10]. Most of the databases provide download facility for pathway graph - relation data. Al-

though each pathway database uses its own data format, there are some common formats e.g.,

SBML, BioPAX that become widespread as the data standard in the pathway databases.

For biological analysis, various computational approaches are applied to explore system be-

havior in complex networks. Global properties of the pathways are identified by performing

topological analysis of the network. Functional units, such as hub, minimal cut, loop, or

motif are predicted by applying classical graph theory approaches, since these units deter-

mine the global behavior of a network. On the other hand, local and more specific behaviors

of the system are identified by performing dynamical analysis of the pathways. Dynamical

analysis requires complex reaction parameters, initial conditions, and differential equations as

contrast to topological analysis [11], therefore it is applicable only on small-sized networks.

Application of dynamical analysis to large pathways is computationally very expensive and

inefficient.

2.2 Microarray Technology and Analysis

Microarray technology is based on nucleic acid hybridization method that provides informa-

tion about which genes are active in a tissue under certain experimental conditions. In a gene

expression profiling experiment, expression levels of thousands of genes are monitored to

explore the effects of a specific treatment or disease on gene expression. Gene expression

profiling can be applied to identify genes whose expression has changed by a high amount

between for example in a cancer tissue by comparing its gene expression level with a normal

tissue.
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Microarray Experiment

Image Analysis

Expression Quantification
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Significance
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ClusteringPrediction

Pathway  Analysis
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Gene
Sets

Figure 2.1: Microarray analysis steps. Experimental design is performed based on the biolog-
ical question. RNA extraction, RNA labeling and hybridization steps are then performed in
laboratory environment. Image analysis, quantification of gene expression and normalization
are the main steps of data pre-processing. Application of significance tests, clustering and
prediction are performed in computational analysis step. Finally, a differentially expressed
gene set is constructed. Pathway analysis could be applied to explore the biological function
of this gene set. Alternatively, network construction might be performed based on this gene
set.
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Experimental design is the first step of a microarray experiment as shown in Figure 2.1. Every

experiment considers the biological question asked in the design step. Therefore, the setup of

each experiment is specific to its conditions e.g., ribonucleic acid (RNA) samples, replicate

number, cell type etc. After properly completing of microarray experiment in laboratory

environment, the pre-processing step of microarray data analysis is applied. Scanned image

containing many colored spots is first processed and converted into a raw data. This raw data

is quantified by applying spot discrimination and summarization processes. Raw numerical

data is normalized to remove channel variability and array heterogeneity. Then, statistical

analysis steps can be applied on the normalized array data.

2.2.1 Analysis Methods

Normalized gene expression data can be analyzed in several ways to extract useful biological

information. Much of the analysis research has focused on identification of differentially

expressed genes or a gene set sharing similar expression profile.

Statistical analysis methods, such as t-test, Fisher-exact test, analysis of variance (ANOVA),

False Discovery Rate (FDR) are applied to generate differentially expressed genes by compar-

ing two or more samples. Threshold parameters to select significant gene sets have been set

to very strict values e.g., 0.001, eventually, these methods apply a kind of over-representation

analysis for microarray data. Alternatively, several clustering methods e.g., hierarchical clus-

tering, k-means clustering, or Self Organizing Maps (SOM) can be applied for extracting

expression patterns across samples. The genes in the same cluster may not be differentially

expressed genes, however identification of genes representing similar expression behaviors

under the same experimental conditions might be more challenging, since these set of genes

might be functioning in a specific biological pathway. Analysis result obtained from either a

clustering or a significance test approach is the significant gene set. The gene set can form a

basis for the network reconstruction or pathway analysis.

The main difficulty in microarray analysis is the biological interpretation of a significant gene

list. Understanding functions of individual genes on a list of significant genes is difficult

especially when it is done by a human expert. Functionally related genes in a ranked list

(ordered by gene expression levels) may not be located on top or bottom of the list.
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For instance, a cluster contains genes with similar expression profiles, all genes in this cluster

may not have a function on the same biological pathway. Therefore, recent efforts focus on

the discovery of biological pathways rather than individual gene function [12]. Even though

only small numbers of differentially expressed genes appear in a pathway, they would be asso-

ciated with a specific biological event that could related with the conditions of the microarray

experiment. Therefore the output of a microarray experiment is utilized either in pathway

enrichment analysis or network reconstruction process.

2.2.2 Pathway Enrichment

Generally, enrichment tools aim to provide interpretation of the gene expression profiles by

either identifying major genes or pathways based on traditional statistical tests or allowing

visualization of gene expression data on molecular pathways. Pathway enrichment methods

can be classified into three categories:

1. Significant Gene Set Analysis

2. Gene Set Enrichment Analysis

3. Network Structure Based Analysis

Significant Gene Set Analysis (SGSA) is the first attempt for gene enrichment. SGSA takes

differentially expressed genes as input and then iteratively checks the existence of signif-

icant genes in function annotation databases. p-value of enrichment analysis is computed

by known statistical methods e.g., Chi-square, Fisher’s exact test, Hypergeometric distribu-

tion etc. p-value for enrichment analysis represents the number of genes in input list that

match known function annotations as compared to random assignment of function annota-

tions. Onto-Express [13], GoMiner [14], EASE [15], and FatiGO [16] apply SGSA to as-

sociate initially identified differentially expressed genes to known functional terms. There

are two main drawbacks of SGSA methods: the first one is that the output enriched annota-

tions highly depend on initially given differentially expressed gene list. The method for the

identification of differentially expressed gene set and cutoff threshold settings highly affect

the result of enrichment analysis. The second drawback is providing large amount of output

annotations that should be post-processed by a human expert to find out exact answers for the

asked questions in the experiment.
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Gene Set Enrichment Analysis (GSEA) method determines if the members of an input gene

list exist in predefined pathway gene sets. Input gene list is ordered by a measure of expression

i.e., fold-change measure or p-value of t-test. If the input gene exists in the pathway of interest,

the enrichment score (ES) is increased; if the gene does not exist in the pathway, the score is

decreased. Finally, if the input gene set was correlated with a biological process or pathway,

the input genes appear usually in the top (or bottom) of the pre-defined pathway gene set

and ES will be very high. In order to compute p-values for the ES for a pathway, the input

gene list is shuffled randomly and ES is calculated thousands of times. The main benefit

of GSEA tools is the usage of all genes from a microarray experiment without applying a

gene selection method and cutoff threshold. Thus even the genes not having very significant

expression changes may provide a contribution for the enrichment analysis. Some example

tools adopting this strategy are GSEA [17], FatiScan [18], PAGE [19], and Go-Mapper [20].

However, ES highly depends on the ordering of the input gene list and if the order of this

gene list is reversed, the same enrichment may not be observed towards the bottom of the list.

Many genes placed at the top of the ordered input list may not exist in a pathway, therefore

ES gets very low value. The genes having high or low expression measures highly affect

ES calculation, since ES is highly affected by the extreme points i.e., up or down regulated

genes of the ordered list. However, the genes in the middle of the ordered list may have more

interesting biological functions in the cell environment. Both SGSA and GSEA methods do

not consider genes in the middle of the gene list. Furthermore, over-representation analysis

limits the accurate identification of perturbed pathways for a specific experiment, since these

methods could not incorporate relations of known gene interactions in a pathway.

Network Structure Based Analysis (NSBA) methods have been developed to estimate the ef-

fects of specific experimental perturbations i.e., gene expression changes on the biological

process of pathways. In this context, there are a couple of methods to compute a sort of

pathway activity score by utilizing network topology and differentially expressed gene set in-

formation. Signalling Pathway Impact Analysis (SPIA) method was developed by Tarca et al.

to estimate the impact of experimental perturbations on pathways [21]. Biological perturba-

tion is the alteration of gene or pathway function by applying various environmental changes.

SPIA firstly computes the over-representation of selected genes in a pathway, then identifies

the perturbation amount of that pathway by forwarding gene expression changes through net-

work topology. The method combines these two inputs into one global probability value, PG,
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which provides a measure to rank pathways based on their perturbation amounts. Signalling

pathways can be used to interpret phenotype descriptions of complex diseases. Efroni et al.

performed oncogenic phenotype prediction by incorporating gene expression and network

topological information [22]. Their method computes a pathway activity score by taking

average likelihood of the pathway’s individual interactions that are activated at given gene

states. Lee et al. developed a new classification method based on identification of pathway

activities by using gene expression samples of each patient [23]. For each pathway, an ac-

tivity level is computed from the gene expression levels of specific conditions, this pathway

activity score is then used to build classifiers for predicting the disease phenotypes. Pathway

Recognition Algorithm using Data Integration on Genomic Models (PARADIGM) was de-

veloped by Vaske et al. to indicate patient-specific gene activities by integrating pathway and

gene information [24]. A gene is modeled by a probabilistic graph model i.e., factor graph

which uses set of interconnected variables to represent expression, activity, and products of

the gene. PARADIGM aims to identify which pathway activities are changed in a patient

by applying a probabilistic inference. The problem of dependence of the results to the given

differentially expressed gene list still exists in the initialization step of some NSBA methods.

The genes that are not differentially expressed may also have interesting biological functions

related with critical pathways. Hence, the entire gene information extracted from transcrip-

tome data should be incorporated with topological pathway information. Additionally, none

of the recent methods has managed to derive a quantitative measure for assessing biological

activities of specific cellular processes that are specific to a disease or treatment applied in the

experiment.

2.2.3 Network Construction

Construction of a biological network requires to learn network structure de novo from the

expression values of the genes. The approaches used to construct networks include Boolean

networks [25, 26], Bayesian networks [27, 28], and differential equation models [29, 30].

Boolean network approach constructs an abstract gene network in which a gene state is set

to either 0 or 1. Bayesian network provides a graph structure based on conditional probabili-

ties of genes given in microarray data. Differential equation model creates a gene network by

computing a set of differential equations considering the gene rate changes. By applying these

approaches, the global properties of a biological network are predicted. However the predic-
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tion process of huge networks is computationally very expensive. Additionally, the quality

of constructed network is highly dependent on the quality, experimental design and noise

of microarray data. So, the predicted gene network may contain incorrect gene regulations.

The use of several biological data sources e.g., protein-protein interactions, sequences of the

binding site of the genes, literature etc. empowers de novo prediction quality of the proposed

approaches. However, the main objective of this thesis is not developing a de novo network

construction. The proposed system aims to assess existing biological pathways to provide

an easier interpretation method for the biological pathways under the effect of experimental

conditions formed by transcriptome data.

2.3 ChIP-Sequencing Data and Analysis

2.3.1 ChIP Technologies

DNA binding factors e.g., histones and transcription factors and their associated cofactors

e.g., coactivators and corepressors are the dynamic regulators responsible for utilizing ge-

nomic information by controlling the transcriptional gene regulation. However, we are still

missing genome-wide mapping of their binding sites. A global binding map would allow us

to determine which, when, and how genes might be regulated by these factors at a genomic

scale. Chromatin Immunoprecipitation (ChIP) technology is applied to identify whether pro-

teins e.g., transcription factors are associated with a specific genomic region of a living cell or

tissue. ChIP followed by either genome tiling array analysis (ChIP-chip) or massively paral-

lel sequencing (ChIP-seq) enables transcriptional regulation to be studied on a genome-wide

scale.

ChIP-chip provides genome-wide localization analysis of DNA binding factors, cofactors,

and histone marks. The experimental design steps of ChIP-chip and ChIP-seq technologies

are shown in Figure 2.2. ChIP-chip integrates specific immunoprecipitation of genomic DNA

fragments that are associated with specific proteins or histone marks (ChIP) and DNA mi-

croarray analysis (chip). Specific chromatin fragments are isolated using antibodies specific

to a feature of interest. Then isolated fragments are amplified to produce fluorescently la-

belled DNA. After performing hybridization to DNA microarrays, the microarray probes are

mapped to the genome to produce genomic coordinates. However, there are several technical
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Figure 2.2: Comparison of ChIP-chip and ChIP-seq technologies. A ChIP sample is prepared
to represent genome samples for protein-DNA bindings. In ChIP-chip technology, the ChIP
sample is hybridized to a microarray that investigates entire genome by using probes. In
ChIP-seq technology, the ChIP sample is sequenced from both ends to construct millions of
short reads using massively parallel sequencing. Control samples are used to remove data
biases in computational analysis (adapted from Ji et al. [1]).
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challenges related with whole genome ChIP-chip analysis. These are potential bias intro-

duced by a global polymerase chain reaction (PCR) amplification step, low resolution and

low sensitivity, high input material requirements in most approaches, uninformative results

on repetitive sequences, and expensive microarrays. The main reasons for limited usage of

ChIP-chip technique by researchers are the complexity of raw data (thousands of cofactors,

histone marks) and variety of cell types and cellular conditions.

On the other hand, in ChIP-seq technology the conventional ChIP assays are combined with

the Illumina Genome Analyzer using massively parallel Solexa DNA sequencing technology.

This technology permits high resolution, highly sensitive, and less expensive genome-wide

mapping of protein-DNA associations as shown in Figure 2.2. Therefore, ChIP-chip is re-

placed by ChIP-seq in genomic scale discovery of transcription factor binding sites. ChIP

technique permits a library of target DNA binding sites of given transcription factor. Solexa

Sequencing identifies isolated DNA sites from ChIP. This massively parallel sequence anal-

ysis provides analysis of interaction pattern of any protein with DNA. The Illumina Genome

Analyzer identifies the sequences of ChIP-isolated DNA fragments to mark and quantify the

sites bound by a protein of interest.

2.3.2 Raw Data Processing

Mining information from the huge data sets generated by these high-throughput technologies

is a very complex task. Computational analysis steps of a ChIP-chip experiment are data

exploration, normalization, binding region detection, providing gene annotation, and finding

enriched sequence motifs. In the past few years, a number of tools performing each step have

been developed. We briefly explain some of these tools in the following paragraph.

Quantile normalization is widely applied in the tiling array analysis [31]. MA2C which is

a model-based normalization approach based on the guanine-cytosine content of probes, is

developed for two-color tiling arrays [32]. Tilescope is a web-based data processing software

to analyze tiling arrays [33]. The approaches for detecting binding regions using normalized

array data are hidden Markov models [34, 35], moving windows based methods [36, 37],

hierarchical mixture models [38], regression and kernel deconvolution methods [39, 40, 41].

Ringo is a R-Bioconductor package for ChIP-chip analysis [42]. The popular motif discovery

tools are MEME [43] and Gibbs Motif Sampler [44]. The tools Galaxy and CEAS have been
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developed to retrieve gene annotations [45, 46].

The major analysis steps of a ChIP-seq experiment are aligning reads to the reference genome

and finding read enriched regions. The locations containing high number of DNA fragment

reads are called as peak or read enriched regions. The predicted peak regions are used for

motif discovery and annotation retrieval analysis. ELAND software was developed to align

millions of reads to the reference genome allowing up to two errors per match [47]. Se-

qMap, fast sequence mapping software, is developed for ChIP-seq read mapping [48]. It is

the first algorithm allowing insertion or deletion detection. In order to estimate FDR for one

or two-sample ChIP-seq data, a Poisson model is used. In the post-processing step, it uses

the advantage of the separation between the forward strand and reverse strand reads to refine

binding region boundaries. By applying boundary refinement step, it can greatly improve the

resolution of binding region detection. Recently, other (RMAP, SOAP, ZOOM) read align-

ment tools have also been developed to align reads generated by ChIP-seq [49, 50, 51].

2.3.3 Analysis Tools

Recently, in order to detect peak regions, comprehensive tools with easier user interface have

been developed: GeneTrack [52], QuEST [53], SISSRs [54], and CisGenome [1]. Regions

having high sequencing read density are called as peaks in ChIP-seq data. Given the aligned

reads as input, the pioneer ChIP-seq analysis tools used their own analysis pipelines to detect

DNA-binding regions.

GeneTrack applies a Gaussian smoothing procedure to represent signals with a continuous

curve across the genome, a peak region is then identified by finding maximum point of the

curve. GeneTrack tool does not compute a false discovery rate (FDR) estimation. QuEST

uses a Gaussian kernel density estimation approach to identify DNA-binding regions. It gen-

erates peaks by utilizing of main attributes of the data, such as directionality of reads and size

of fragments. By comparing original and negative control samples, QuEST computes FDR

estimation. One drawback of QuEST tool is that it does not convert peak region scores into

p-values. SISSRs uses the direction of reads to estimate the average length of DNA frag-

ments. It combines the fragment length, read directionality, and background model to bound

the binding sites within tens of base pairs. In the case of only a ChIP-seq sample is available,

the method uses a Poisson model to estimate FDR.
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CisGenome is designed to provide all essential needs of ChIP data analysis: visualization, data

normalization, peak detection, false discovery rate computation, gene-peak association, and

motif analysis [1]. It is a standalone system that biologists can use to analyze their own data

on their personal computers. CisGenome incorporated a new version of TileMap [35] as the

internal ChIP-chip peak caller. Motif discovery Gibbs motif sampler is provided for de novo

motif discovery [44]. CisModule is provided for novel cis-regulatory module discovery [55].

Given a genome and a list of binding regions, CisGenome provides a function to generate

matched genomic control regions.

Computational analysis of raw ChIP-seq data sets employed in this thesis is performed by

using CisGenome software. Therefore we give more detail about the analysis steps of ChIP-

seq data in CisGenome software. The analysis starts by providing the DNA-reads as the

input to the software. CisGenome accepts mapped reads of SeqMap. Peak detection unit

identifies the peak regions having sufficient DNA-binding reads with small FDRs. Therefore,

the genome is divided into non-overlapping windows with length w (i.e., 100 base pairs (bp))

for FDR computation from a only one ChIP sample. The number of reads (ni) within each

window i is counted. Poisson model is used to model binding regions. The background

model for read counts is modeled by negative binomial distribution. For this purpose, negative

binomial distribution is fitted to the number of windows with a small number of reads (two

or fewer). Then the estimated null distribution is used to compute the FDR estimates for

each level of ni. Observed ni is compared with the expected read counts estimated by the

null model, then the ratio between the two count is reported as FDR estimate. When two

samples exist (negative control and ChIP sample) for an experiment, the genome is divided

into non-overlapping windows length of w. For each window i, the number of reads extracted

from the ChIP sample (s1i), the number of reads in the control sample (s2i), and the total read

number (ni = s1i + s2i) are computed. The expected sampling ratio between the ChIP and

the negative sample for non-binding regions is estimated by using the windows containing

small number of reads: r0 =
∑

s1i/
∑

s2i. Then the windows are grouped according to ni. For

each group (n = 0, 1, 2, , . . . ,), the observed distribution of s1i is compared to its expectation

model by Binomial distribution (n, p0 = r0/(1 + r0)). Finally, FDR value is computed by

using s1i/ni ratio. Final step of peak detection operation is scanning of entire genome with

a sliding window of width w to detect all windows with FDR smaller than a cutoff. If there

exists overlapping windows, they are merged into one region. Figure 2.3 shows an example of
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a peak region at human chromosome 14 between 23700178 and 23700299 genome positions

which is identified from STAT1 data set [2] by using CisGenome software. The genes ISGF3G

and RNF31 are in TSS-upstream and TES-downstream of this peak region.

The significant peak regions with small FDRs might be used in the gene-peak association or

motif analysis. In this thesis, gene-peak association unit is applied to identify neighboring

genes of significant peak regions. By using gene-peak association unit, the neighboring lo-

cation e.g., 10000 bp to both upstream and downstream sides of each significant peak region

is scanned. If there exists a gene in this distance range, it is marked as a neighboring gene.

The constructed set of such genes is reported as the output of the computational analysis of

ChIP-seq data.

Figure 2.3: An example of peak region at chromosome 14 between 23700178 and 23700299
positions. The genes ISGF3G and RNF31 are in TSS-upstream and TES-downstream of this
peak region. ChIP-seq data is STAT1 data set [2].
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2.4 Graph Models and Computational Approaches

Biological pathway is one type of graph model representing cellular events by an abstract

form. Various graph modeling and analysis approaches originated from classical graph theory

have been applied for de novo discovery or modeling of pathways. In the context of this thesis,

a pathway constitutes the fundamental structure for the underlying biological events. Nodes

and edges of a pathway mainly determine dynamic elements of the event. The flow direction

and attribute of an event is provided by directed and signed edges. Due to nature of biological

phenomena some pathways may contain cycles in the graph. Therefore, a biological pathway

used in this thesis is represented by a directed cyclic graph model. Here, we give a general

graph notation and then discuss graph traversal approaches and explicit cycle identification

methods.

2.4.1 Notation

A graph G = (V,E) is a structured model which is composed of set of nodes V and edges

E. The total number of nodes and edges are represented by n and e, respectively. In a bi-

ological graph, a node represents gene, gene product, chemical compound, small molecule

or biological activity. An edge represents functional relations between the nodes. If an edge

e = (x, y) is directed from node x to node y; then x and y are called the tail and head of the

edge, respectively. The graph composed of directed edges is called directed graph. A cyclic

graph contains one or more cycles, meaning that some of nodes are connected in a closed

chain. A directed acyclic graph (DAG) is a type of directed graph without any cycles. There

are three conceptual types of edges: activation (+), inhibition (-), and neutral. Other com-

plex biological relations on edges might be transformed into one of these main relation types.

Edges are associated with a weight or number in a weighted graph. Edges are represented by

various data structures.

• Adjacency Matrix is defined by an nxn matrix in which:

axy =


1 if there is a directed edge from x to y

0 otherwise
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If we have a weighted graph G = (V,E,S):

sxy =


s if there is a directed edge from x to y

0 otherwise

Adjacency matrix representation uses O(n2) storage space and operations on matrix

generally run in O(n2) time.

• Adjacency List method uses an array A[1 . . . n] to keep pointers to lists of adjacent

nodes. For example, A[t] points to the list of nodes adjacent to t. This type of storage

provides flexibility and requires O(n + e) space.

In this thesis, due to space and time efficiency Adjacency List notation is applied for node-edge

relation representation. More specifically, we define outAd j(x) to denote the out-adjacency

list of a node x, that is outAd j(x) = {y : (x, y) ∈ E}. Similarly, inAd j(x) denotes the in-

adjacency list of node x, that is inAd j(x) = {y : (y, x) ∈ E}.

2.4.2 Graph Traversal

Traversal algorithms identify the visiting order of each node in a graph. Algorithm starts from

a root node and then visits all nodes which are reachable from the root node. The visiting

order information might be used as input of other graph search problems, e.g., topological

labeling, graph connectivity, shortest path, cycle identification etc.

2.4.2.1 Depth First Search

Depth First Search (DFS) is one of the basic recursive traversal algorithms. DFS can be

applied on acyclic graphs and trees. Initially all nodes are marked as unvisited. DFS visits

the neighbors of a selected node recursively, then it continues the selection of new neighbors

in deeper direction of the graph until reaching a node has not any unvisited neighbor. This

recursive algorithm records a visiting path from the root to the currently processed node. The

time complexity of DFS is linear in terms of total node and edge numbers. A call to DFS is

made exactly once for each newly visited vertex, DFS is called O(n) times. For a call of each

vertex v, the number of operations executed is equal to the number of edges incident on and
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it is the length of Ad jacency(v). So, the for-loop runs in totally O(e). Therefore final time

complexity of DFS becomes O(n + e).

Algorithm 1 : DFS (v)

visited(v)
pre-visited(v)

for each node x ∈ Ad jacency(v) do
if NOT visited(x) then

parent[x] = v
DFS (x)

post-visited(v)

2.4.2.2 Breadth First Search

Another traversal algorithm is Breadth First Search (BFS) which starts with an unvisited node

u and spans to its children, i.e., first visiting u, then all children of u, then the children of those

children and so on. The difference of DFS and BFS algorithm is based on the selection of

next neighbor of a visited node. DFS visits neighbors recursively, it burrows deeper into of

selected neighbor node until reaching a goal node. However, BFS visits each node in order of

their breadth, another words it broadens visited nodes of a graph. Generally, BFS algorithm

uses queue data structure to store traversal information. The traversal information obtained

with BFS algorithm may be useful in solving of problems based on the distance between

specific nodes, e.g., path-length finding.

When queue data structure is used in BFS algorithm, each node in graph is enqueued and de-

queued at once. Each queue operation takes O(1) and the total time spent for queue operations

in while-loop takes O(n). The for-loop is run degree(u) times for every node v, so the total

time spent for scanning adjacency lists is O(e). The total time complexity of BFS becomes

O(n + e).

In the scope of this thesis, classic BFS algorithm is modified to identify visiting order of a

graph. The multiple source BFS algorithm gives a level number to each node by propagating

visiting orders of nodes starting from initial nodes. By using this level information, a pathway

is transformed into well defined cascade graph.
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Algorithm 2 : BFS (u,G)

unvisited(u ∈ G)
Create an empty queue Q
ENQUEUE(Q, s)

while Q , ∅ do
u = DEQUEUE(Q)

for each node v ∈ Ad jacency(u) do
if NOT visited(v) AND v < Q then

visited(v)
ENQUEUE(Q, v)

2.4.3 Cycle Detection

General graph traversal algorithms, DFS and BFS, can run on acyclic graphs and trees. How-

ever, there may be cycles on biologic signal transduction pathways. The detection of cycles

in a graph is the essential work to apply a graph-based search or scoring algorithm on that

graph.

The simplest way for detecting cycles in a directed graph is to modify the classic DFS algo-

rithm. The basic idea of this modification is to apply a node coloring scheme that provides

identification of back edges. If there exists an edge for which a node is visited a second time

before all of its neighbors have been visited; that edge is called as a back edge and this graph

must contain a cycle. For this purpose, initially all nodes in graph are marked white. A node is

marked grey while its neighbors are being explored. If a node with grey color is encountered,

there is a back edge in the graph. We mark nodes with black color when its all neighbors are

completely examined.

The pseudo-code of ModifiedDFS algorithm is given in Algorithm 3. Existence of back edges

is checked in DFS function. CycleDetect function traverses each vertex of a given graph and

uses DFS function to check back edges. Therefore, the time complexity of this two-phase

algorithm is combination of CycleDetect and DFS functions. Complexity of DFS function is

O(n + e) which is the same with the classic DFS algorithm. CycleDetect function runs for

each node in G, so it iterates O(n) times. Final time complexity of cycle detection algorithm

is O(n2 + ne).

Although, there are several cyclic pathways in our model set, we have not aimed to apply

a cycle detection algorithm. We need to provide convergence of node activity scores even
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if in cyclic graphs. Therefore our ultimate goal is to develop an algorithm which satisfies

score convergence criteria for all nodes in a cyclic graph. Besides, time complexity of a basic

cycle detection algorithm might be quadratic on the nodes of a graph. Therefore, we applied

a graph levelization approach to cyclic pathways. Signal transduction score flow algorithm is

iteratively processed all nodes for each level. After running several iterations on entire graph,

activity scores of nodes successfully converged. Hence, we have managed to develop a linear

time score flow algorithm converging in limited number of iterations on a cyclic graph.

Algorithm 3 : ModifiedDFS

function boolean CycleDetect (G)

for each node v ∈ G do
color(v) = white

for each node v ∈ G do
if color(v) == white then

if DFS (v) then
return(TRUE) {Cycle exists}

return(FALSE) {No cycle exists}

end function

function boolean DFS (G, v)
color(v) = grey

for each node x ∈ Ad jacency(v) do
if color(x) == grey then

return(TRUE) {back edge detected}
if color(x) == white then

DFS (G, x)

color(v) = black
return(FALSE)

end function
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CHAPTER 3

NETWORK STRUCTURE BASED PATHWAY ENRICHMENT

SYSTEM

3.1 System Overview

The network structure based pathway enrichment system fuses and exploits biological data

and model effectively benefiting from topological information brought in by pathway models.

The fundamental constituent of proposed system is the Signal Transduction Score Flow (SiTS-

Flow) algorithm that is based on flowing of individual gene scores obtained from transcrip-

tome data on the biological pathway models. A pathway is converted into a cascaded graph

structure and the individual gene scores are mapped onto the nodes of the graph. Gene scores

are transferred to en route of the biological pathway to form a final activity score describing

biological behavior of a specific process in the pathway. Diagram of our system is shown in

Figure 3.1. The proposed system consists of two main phases: data integration and pathway

scoring. Initially, we perform the integration of large scale heterogeneous transcriptome data.

Individual score of a gene is obtained by taking products of the rank scores extracted from

microarray expression and ChIP-seq data. In pathway scoring phase, signalling pathways se-

lected from KEGG PATHWAY Database or user created networks are used as the models of

SiTSFlow algorithm. Each node transmits scores to its child nodes and by traversing the path,

this flow continues until a node representing the pre-defined target biological process is met.

The output of the algorithm is final activity score of a process that provides the identification

of significant biological events related with the given input transcriptome data. By this way,

user can find out related paths that would respond biological questions enquired at the design

stage of microarray and ChIP-seq experiments.
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Figure 3.1: Diagram of the proposed system. Transcriptome and ChIP-seq data are combined
to obtain integrated scores of genes. In the pathway scoring phase, pathways activated un-
der experimental conditions are identified by exploring scores of each pathway. SiTSFlow
algorithm computes the activity score of each process that is represented as output.
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SiTSFlow algorithm has an iterative structure, hence it is applicable to cyclic biological path-

ways as well. For this purpose, original cyclic pathway is converted into cascaded graph

topology by applying a linear-time graph cascading algorithm. We perform iterations of the

algorithm over the cascaded graph until the convergence of individual node scores. The pro-

posed iterative score computation algorithm has successfully managed to provide convergence

of activity scores for every cyclic pathway.

3.2 Data Processing

Data processing is the initial operation before applying other phases of the proposed system.

In this section, the pre-processing steps of employed data sources are explained in detail. The

proposed system was experimented on three different data sets: HeLa cells under oxidative

stress, Estradiol (E2) treated MCF7 cells, and Estrogen Receptor (ER) beta treated U2OS

cells. We have applied data processing for each data set. Processing is composed of three

basic operations:

1. Peak detection in ChIP-seq data

2. Gene mapping in ChIP-seq data

3. Microarray analysis

Computational analysis of transcriptome data frequently requires using the order rank of

scores, such as read count of peak regions in the case of ChIP-seq data and expression value

in the case of microarray data. If r(x) indicates the order of the score x when all of the scores

are ordered in the ascending order, then rank of x, R(x) is given by

R(x) =
r(x)
TS

, (3.1)

where TS is the total number of scores. R(x) score ranges from 0 to 1.

Analysis of ChIP-seq data involves peak detection and gene mapping operations. For this

purpose, CisGenome framework was used to perform these analysis stages on ChIP-seq data

[1]. In the first phase of the analysis, we run peak detection method of CisGenome tool to

detect the significant peak regions in raw data. Peak detection method essentially searches the

entire genome with a sliding window (width=100, slide=25) and determines regions with read
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counts greater than 10. Our ultimate goal in ChIP-seq analysis is to identify the genes that

correspond to neighboring regions of the significant peak regions. This phase of the analysis

is called as gene mapping. In other words, the distance between transcription start site (TSS)

and a peak region is set to ±10000 base pairs, and then the genes within this distance range

are marked as neighboring genes. r(x) is set to 1 for the gene x, which is located in the

neighboring region of the most significant peak region. Hence, R(x) of gene x is very close to

0.

On the other hand, microarray analysis starts by processing of microarray .cel file that contains

the image data of gene expressions. A normalization operation is then applied on the raw

expression data. The genes might be represented by multiple copies, i.e., probes in microarray

chip. Therefore, such copies are unified into one single expression value by taking median of

all copies. All these operations are performed on R-Bioconductor environment. Finally, if it

is applicable, the expression difference between control and experiment is calculated and this

difference value is converted into a rank score by applying Equation 3.1. If a gene x has a

high differential expression value, R(x) of this gene becomes very close to 0.

3.3 Data Integration

We initiated the proposed system with the integration of large scale heterogeneous data. Gene

scores are calculated by the product of individual ranks extracted from various heterogeneous

data sources. Breitling et al. had used this technique to identify genes which were differ-

entially expressed under different conditions [56]. The ranks are assumed to be independent

among the experiments. We adapt the rank product method to combine individual ranks of

different biological measurements.

RP(x) =

N∏
s=1

Rs(x), (3.2)

where Rs(x) is the rank value of gene x coming from the data source s, and N is the total

number of heterogeneous data sources. In order to integrate rank scores of genes extracted

from individual ChIP-seq and gene expression data set, we apply Equation 3.2 to obtain the

product of individual ranks. In Equation 3.2, R1(x) and R2(x) represent the individual ranking

values of ChIP-seq and microarray experiments for the gene x, respectively. For example,

if a gene x has a high differential (up or down) expression value in a microarray experiment
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and it is significant in the other data sources, RP(x) value will be very close to 0. Therefore,

this score can be interpreted as the p-value of gene x by considering individual rankings.

RP(x) is normalized to provide better interpretation during the scoring of pathways as given

in Equation 3.3.

S (x) = (1 − RP(x)) ∗ 100. (3.3)

In the rest of the paper, S (x) is referred to as the self-score of the gene x.

3.4 Pathway Scoring by SiTSFlow Algorithm

At the pathway scoring phase, activity scores for pathways, which control biological pro-

cesses are computed. For this purpose, we use KEGG pathways as the model to derive cell

signalling scoring. A KEGG pathway is converted into a directed graph G = (V,E) by us-

ing KEGG Markup Language (KGML) files of KEGG PATHWAY Database. A node in the

graph represents a gene product, or a target process linking current signal to another KEGG

pathway. Edges represent the relations (i.e., activation, inhibition) between the nodes. In G,

let outAd j(x) denote the out-adjacency list of node x, that is outAd j(x) = {y : (x, y) ∈ E}.

Let inAd j(x) denote the in-adjacency list of node x, that is inAd j(x) = {y : (y, x) ∈ E}. If an

edge (x, y) from node x to y is labeled as activation, the total score of node x is then directly

transferred to node y. If edge (x, y) is inhibition, the total score of node x is transferred with a

negative value to as a score of node y (Figure 3.2). If gene x has no self-score, S (x) is set to

zero.

In order to consider processing order of the genes in actual pathway map, the directed graph

is converted into a cascade form by applying multiple source Breadth First Search (BFS)

algorithm which effectively propagates BFS levels starting from nodes of zero in-degree. Al-

gorithm 5 displays BFS-based cascading algorithm used for this conversion. The crucial point

of cascading algorithm is that G should include at least one node having zero in-degree as a

start node. In the initialization phase of Algorithm 5, the nodes having zero in-degree are

marked with BLACK color and their level are set to 0 and they are enqueued. Other nodes are

marked with WHITE color. The ordinary BFS algorithm is run in the levelization phase. Ev-

ery time a node x is dequeued and its neighbors are processed until obtaining an empty queue.

For every node y in outAd j(x) with WHITE color, its level is stored, it is marked with BLACK

color and enqueued. The level order information of each node is returned as the output of

Algorithm 5.
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Figure 3.2: Score flow of integrated microarray and ChIP-seq scores to a target process, Anti-
apoptosis, for HeLa cells under oxidative stress condition. The blue number on each node
represents self-score of the gene. Red and green edges represents activation and inhibition
properties, respectively. The out-score of a parent node is distributed to all of its children
according to the magnitude of their self-scores. An activation edge directly partitions the out-
score of the parent between the children nodes. However, a negative score is transferred by
the inhibition edges to the children nodes.
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Algorithm 4 : Signal Transduction Score Flow Algorithm

Input:

Directed graph G stored in-adjacency and out-adjacency list format
S core: indicates self-score of each node calculated by our system
outS core: contains out-score of each node
outAd j(x): out-adjacency list of node x
sign : keeps edge types: activation (1) or inhibition (-1)
P = {p}: set of biological processes
T (p): set of target nodes representing process P in G
Levelization informationV0,V1,V2, . . . ,VL−1 obtained by running Algorithm 5.

Initialization:

for each vertex x ∈ V do
outS core(x) = S core(x)
totOutS el f S core(x) = 0
for each vertex y ∈ outAd j(x) do

totOutS el f S core(x) = totOutS el f S core(x) + S core(y)

Score Computation:

while not converged do
for each level ` = 0, 1, 2, . . . , L − 1 do

for each vertex x ∈ V` do
for each vertex y ∈ outAd j(x) do

outS core(y) = outS core(y) + sign(x, y) ∗ outS core(x) ∗ S core(y)
totOutS el f S core(x)

Output:

for each biological process p ∈ P do
TotalS core(p) = 0
for each target node t ∈ T (p) do

TotalS core(p) = TotalS core(p) + outS core(t)

return {TotalS core(p)}p∈P
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Algorithm 5 : BFS-based algorithm for cascading graph G

Input:

Directed graph G stored in-adjacency and out-adjacency list format
outAd j(x): out-adjacency list of node x

Initialization:

for each vertex x ∈ V do
if indegree(x) = 0 then

color(x) = BLACK
d(x) = 0
ENQUEUE(Q, x)

else
color(x) = WHIT E

Levelization:

while Q , ∅ do
x = DEQUEUE(Q)
for each vertex y ∈ outAd j(x) do

if color(y) = WHIT E then
color(y) = BLACK
d(y) = d(x) + 1
Vd(y) = Vd(y) ∪ {y}
ENQUEUE(Q, y)

return (V0,V1,V2, . . . ,VL−1)

Let V0,V1,V2, . . . ,VL−1 denote the node levels of this cascade form of G, where V0 de-

notes the set of nodes with zero in-degree. This cascade form enables us to solve the score

convergence problems of some cyclic graphs. The proposed algorithm adopts an iterative

process which updates the score of the nodes in a level-wise fashion. At each iteration of

the algorithm, the nodes of the graph are processed in level order, i.e., nodes in level ` are

processed before the nodes in level ` + 1. The processing of a node refers to transferring its

score to the nodes in its out-adjacency list. At iteration k, a node x transfers its S k
out(x) to each

node y in its out-adjacency list according to following equation:

f k(x, y) = sign(x, y) ∗ S k
out(x) ∗

S (y)∑
z∈outAd j(x) S (z)

. (3.4)

As seen in Equation 3.4, the out-score of node x is divided among the nodes in outAd j(x)

according to the self-scores of those nodes. The distribution of out-score of a parent node is

called partitioned score transfer method that divides the score of effector (parent) node on the

children according to the score of the child node. Thus, the nodes with small self-scores will

get small share of S k
out(x) compared to the nodes having large self-scores. Note that the edge

type between x and y is defined by sign(x, y) where sign(x, y) = 1 denotes activation and -1

denotes inhibition. Hence, the out-score of a node x is updated at each iteration k by summing
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up the out-score transfers from the nodes in its in-adjacency list as:

S k
out(x) = S (x) +

∑
z∈inAd j(x)

f k(z, x). (3.5)

Algorithm 4 describes general steps of the biological activity score computation for each

pathway. In Algorithm 4, the for-loop inside the initialization for-loop computes the sum of

the self-scores of the nodes in out-adjacency of each node, which is equal to the denominator

term of Equation 3.4. The scheme adopted in the while-loop of the score computation phase

enables in-place accumulation of the contributions of the out-score of a given node x to the

out-scores of the nodes in its adjacency list. Thus the scheme avoids the need for maintaining

a flow value (see Equation 3.4) for each edge of graph G. The reason of the iterative algorithm

is the existence of cyclic signalling pathways in KEGG database, because out-scores of the

nodes in a cycle need to be computed many times to get the stable node scores in the cycle.

For this purpose, we execute the while-loop until obtaining converged out-scores for all nodes

in the graph. The convergence on out-score of a node x is defined as:

S k
out(x) − S k−1

out (x) ≤ ε, (3.6)

where ε is the error threshold for convergence criteria and set to 10−6. Note that the proposed

algorithm does not necessitate expensive cycle detection process in graph G. Instead, we pass

over the entire graph level by level (as indicated in pseudo-code) to achieve the converged

out-scores for all nodes.

The graph G represents an overall pathway containing one or more biological processes. In

G different biological processes are represented by a different subset of target nodes where

the distinguishing property of a target node is having zero out-degree. Let P denote the

set of biological processes in G and let T (p) denote the subset of target nodes representing

biological processes p ∈ P. Total activity score for a biological process p is computed by

taking the sum of all possible biological processes leading to p in G, which is the target

biological process linking current pathway to the other pathways in KEGG database.

S tot(p) =
∑

t∈T (p)

S out(t). (3.7)

S tot(p) might be referred to as the final activity score of a process p.
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3.5 Gene Knockout and Its Evaluation by SiTSFlow Algorithm

There exists genes with high activity scores and they can be evaluated as hub-proteins in

a pathway. We furthermore assess the lethality of hub-proteins for the life cycle of a cell

by using SiTSFlow algorithm and gene knockout operations on a network. The proposed

hypothesis is that the scores of target processes would be highly affected by the deletion of

particular hub-proteins. For this purpose, we have constructed Akt pathway called as original

Akt pathway by integrating of known Akt related genes in literature. The constructed pathway

contains 83 gene nodes, 6 target process, DNA repair, Translation, Migration, Angiogenesis,

Apoptosis, and Cell Cycle nodes, and 160 edges, 105 activation type, and 55 inhibition type.

We selected Akt pathway related microarray data set (called as KRas data) from GEO database

(GSE12398). There are certain biological reasons to choose KRas data from the literature.

The first reason is that, activating mutations in the small guanosine triphosphate-binding pro-

tein Ras, such as G12Asp and G12Val mutations, lead to constitutive downstream signalling

and transfection of cell lines with the mutant Ras makes them tumorigenic [57]. Indeed, these

Ras mutations have different effects on carcinoma cells due to their structural differences [58].

Another literature review has been performed to explore related processes and genes with

KRas data. The serine or threonine kinase Akt is a critical signalling node promoting cell

survival and it has been shown to be constitutively expressed in a variety of human tumors [59,

60, 61]. Activated Akt is known to regulate cell survival, cell cycle, translation, DNA repair,

apoptosis, migration, invasion and angiogenesis processes [62]. Akt and Ras pathways have

been shown to interact with each other and activating mutations in both pathways promote

tumor cell growth [63, 64]. The transcription factor (TF) p53 is another important hub-protein

in cell signalling regulating pathways, such as apoptosis, cell cycle, and DNA repair. p53

promotes apoptosis through its pro-apoptotic targets Bcl2, Puma, Noxa, and Bax [65, 66].

Based on these experimental results obtained in these studies, we decided to remove Akt,

p53, and both Akt-Erk genes from the original Akt pathway. After application of knockout

operations, new pathways are called as Akt knockout, p53 knockout, and Akt-Erk double-

knockout. The meaning of double-knockout is that indicated genes and their adjacent edges

are simultaneously deleted from the pathway. In order to identify the most affected biological

processes from knockout operations, the scores obtained for knockout pathways are compared

to the scores of original Akt pathway.

34



The application of a knockout operation is explained as follows.

1. Select a gene x from original Akt pathway.

2. Delete the node of x and all edges originating from node x, called this new graph as x

knockout.

3. Run SiTSFlow algorithm on new x knockout graph.

4. Compute the activity score of each process of x knockout graph.

3.6 Calculation of Significance and Sensitivity of Activity Scores

Permutation tests are generally designed to determine whether the observed result e.g., final

activity score, calculated by a proposed method is different between control and experiment

classes of input data. For this purpose, a comparison measure to represent difference between

the sample classes and a null hypothesis are designed. In order to evaluate significance and

sensitivity of final activity scores obtained by SiTSFlow algorithm, a comparison measure is

constructed as follows:

Rtrue =
S tot(pcontrol)

S tot(pexp)
, (3.8)

where S tot(pcontrol) and S tot(pexp) are the total activity scores of a biological process p ob-

tained with original control and experiment data, respectively. Rtrue value is crucial to identify

which experimental condition has more effect on the activity of a specific process. In permu-

tation procedure, Rtrue is computed after every shuffle operation on data and Rtrue is referred

as ratio score. The null hypothesis Hn is designed as follows:

Hn =
S tot(pcontrol)

S tot(pexp)
= 1. (3.9)

The procedure for a permutation test considering the actual graph structure is performed as

follows.

1. Randomly select a gene, shuffle data of that gene between control and experiment

classes. Perform shuffling until reaching 50% of entire data set.

2. Run SiTSFlow algorithm on new shuffled data set.
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3. Compute the ratio score of a process for control and experiment classes by using shuf-

fled data set.

4. Repeat steps 1, 2, and 3 for N times.

The new ratio scores obtained with permutation test generate new resampled data. This resam-

pling provides to estimate the sampling distribution under the condition that Hn is false. The

position of the Rtrue value on the resampled distribution is determined to assign a significance

value, αvalue, for the calculated activity score.

αvalue =
T H

N + 1
, (3.10)

where T H represents how many times the ratio score of resamples is greater than or equal to

Rtrue, and N is the total number of iterations performed in permutation procedure and set to

1000.

We also performed a sensitivity analysis to determine how the described system is affected

by the variation of inputs. This technique observes the effects of parameter change on the

outputs of the model. We used new ratio scores obtained with permutation test explained

above to compute sensitivity of Rtrue. For this purpose, the sample variance of new ratio

scores is calculated.

σ2 =

∑M
i=1 Rnewi − µ

N − 1
, (3.11)

where Rnew represents the new ratio score obtained with new shuffled data, µ is the mean of

Rnew samples, and N is the total number of iterations performed in permutation procedure and

set to 1000. We applied Equation 3.12 to convert variance σ2 value into a sensitivity value.

σvalue =
σ2

Rtrue
. (3.12)

σvalue indicates that how much an activity score is affected by 50% shuffling of input data. If a

process has a consistent activity score, σvalue should be very small, i.e., between 0-1. In other

words, even if for high percent shuffling on input data, a consistent activity score should able

to preserve its original value differentiated in small variances.
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3.7 Computational Complexity of SiTSFlow Algorithm

In order to consider processing order of the genes in a pathway G, the BFS-based cascading

Algorithm 5 transforms the directed graph into a cascade form. In the initialization step of

Algorithm 5, initial or root nodes of the graph are identified and put in a processing queue. The

initialization for-loop iterates over entire node set, so it runs O(V) times. In the levelization

step of Algorithm 5, the topological order of each node starting from the initial nodes is

explored. The while-loop runs until the queue becomes empty, therefore it iterates over entire

node set and runs O(V) times. The for-loop of this part runs for each edge of the graph, so

total time spent in this part is O(E). Final running time for Algorithm 5 is in linear-time in the

size of the pathway G, that is O(V + E).

Algorithm 4 performs the score flow computation on given cascade form of G. The initializa-

tion for-loop of Algorithm 4 makes a single scan over all nodes and edges of G, so it runs for

O(V + E) times. The while-loop of Algorithm 4 runs until obtaining converged node activity

scores. The inside for-loop processes each node once thus processing each edge only once by

following the topological ordering, hence it takes O(V + E) time. The entire SiTSFlow algo-

rithm can be considered as a linear-time (O(V+E)) algorithm if constant number of iterations

suffices for convergence. Experimental results given in Chapter 4 proves that small number

of iterations are needed for convergence.

Linear-time SiTSFlow algorithm may be applicable even if for huge cyclic graphs. It does not

aim to detect cycles in such a huge graph, since the detection of cycles in such graphs is very

expensive process. The cascaded graph form enables to solve the score convergence problems

of some cyclic graphs and it runs in linear time. We have managed to obtain converged node

activity scores even if cyclic graphs by using cascaded graph forms and applying an iterative

score flow algorithm.

3.8 Convergence Analysis of SiTSFlow Algorithm

We explain in this section how the proposed algorithm provides the convergence of activity

scores for every cyclic pathway. During the development of SiTSFlow algorithm, one objec-

tive was to provide convergence of activity score of each node even for a cyclic pathway. The
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aim was not direct identification of cycles in a graph. For this purpose, we applied a graph

levelization method to cyclic pathways in the first phase of system (Algorithm 5). By using

levelization information, the nodes are processed from first level to last level. An example of

iterative score computation in a cyclic pathway is given in Figure 3.3. The nodes and edges

that belong to a cycle are marked by yellow color (Figure 3.3a). After completion of first

iteration of scoring stage over entire graph, the activity scores of nodes and Anti-apoptosis

process are given in Figure 3.3a. After first iteration, the scores of nodes which are mem-

ber of the cycle are not stable yet. After running 10 iterations of scoring for-loop, activity

scores of nodes converged and while-loop finished. The converged score of nodes and Anti-

apoptosis process are represented in Figure 3.3b. The comparison of activity scores of nodes

and Anti-apoptosis process is given Table 3.1. The activity scores of initial nodes having zero

BFS-level show a constant curve feature during 10 iterations, since these nodes are not actual

member of the cycle. However, the nodes in other BFS-levels are directly affected by the

cycle, since their activity score curves demonstrate up and down characteristics until reaching

stable values. Due to nature of given cycle, the converged scores are lower than the scores

of first iteration. The usage of the first iteration scores may cause some misleading biologic

interpretations about the activity of Anti-apoptosis process, so the iterative algorithm should

be essentially applied.

The crucial point of iterative algorithm providing convergence is the use of the partitioned

score transfer method between the nodes. This method divides the score of effector (parent)

node on the children according to the score of the child node. In other words, each child node

receives a partitioned score from the parents based on its self-score S (y). In other words, the

nodes with small self scores do not share the same parent score with the nodes of high scores.

Hence the out-score of a parent node (S out(x)) is distributed to all of its children according to

the magnitude of their self-scores S (y). When partitioned score transfer method is combined

with the iterative algorithm, the proposed system yields more approximate activity scores for

each iteration. Finally, the out-score of each node reach to a saddle point in which convergence

is satisfied. Therefore, there are three necessary conditions for the score convergence: given

graph has at least one starting node having zero in-degree, target process nodes have zero

out-degree, and partitioned score transfer is applied between the nodes.
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Table 3.1: The activity scores of nodes and Anti-apoptosis process. The scores are calculated
after running of 1st and 10th iterations of SiTSFlow algorithm. The initial and converged
scores are represented in 1st iteration and 10th iteration columns of table, respectively.

Node Name BFS-Level Activity Scores
1st iteration 10th iteration

CBL 0 14 14
PTPN6 0 0 0
CSF3 0 200 200
CSF2 0 156 156
IL24 0 108 108
EPO 0 64 64
JAK1 1 1380 786
IL22RA2 1 1289 851
P101-PI3K 2 965 654
STAT1 2 877 594
AKT3 3 1038 727
NAP4 3 102 696
Anti-apoptosis 4 1038 727

The convergence of SiTSFlow algorithm can be explained based on the convergence control

statement given in Equation 3.6. We rewrite this control statement by using Equation 3.5.

S (x) +
∑

z∈inAd j(x)

f k(z, x) − S (x) −
∑

z∈inAd j(x)

f k−1(z, x) ≤ ε. (3.13)

Equation 3.13 can be expanded by using Equation 3.4 and then it is arranged.∑
z∈inAd j(x)

[
sign(z, x) ∗

S (x)∑
m∈outAd j(z) S (m)

]
∗
[
S k

out(z) − S k−1
out (z)

]
≤ ε. (3.14)

The first term of the summation given in Equation 3.14 is a constant term and it does not

change during iterating of the algorithm. However, the second term of the summation should

converge to threshold ε. It is clear that we could expand the right side of the summation,

similar to Equation 3.13, until reaching the root nodes in level 0.∑
z∈inAd j(x)

[
sign(z, x) ∗

S (x)∑
m∈outAd j(z) S (m)

]
∗
[ ∑

y∈inAd j(z)

f k(y, z)−
∑

y∈inAd j(z)

f k−1(y, z)
]
≤ ε. (3.15)

Let assume that node y is one of the root node of the given pathway and it is also the parent of

node z. The root nodes of a given pathway place in the level 0 and they have zero in-degrees.

Therefore, the out-score of a parent node, S out(y), is always equal to its self-score, and it

is partitioned between its children. The partitioned score of parent y to child z is given by

f (y, z). The out-score of the parent node is not affected by the iterations of the algorithm, so it
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is assumed as a constant term. Thus, for the level 0, the terms f k(y, z) and f k−1(y, z) become

equal and Equation 3.15 converges to ε.

The iterative score computation algorithm has successfully managed to provide convergence

of activity scores in a cyclic graph. Even for huge graphs, the iterative algorithm provides the

score convergence. The experimental results of score convergence are explained in detail in

Chapter 4.
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(a) The out-scores of nodes after first iteration.
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Figure 3.3: Activity score calculation for the cyclic target process (Anti-apoptosis) by using
integrated gene scores. The number on each node (gene) represents self-score of the gene.
Red and green edges represent activation and inhibition properties, respectively. The nodes
and edges belong to a cycle are marked by yellow color.
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CHAPTER 4

EXPERIMENTAL RESULTS OF NETWORK STRUCTURE

BASED PATHWAY ENRICHMENT SYSTEM

This chapter provides experimental results of network structure based pathway enrichment

system on several data sets. Described system was implemented on various KEGG pathways

with three different sets of microarray and its complimentary ChIP-seq data obtained from

HeLa cells under oxidative stress, Estradiol (E2) treated MCF7 cells, and Estrogen Receptor

beta treated U2OS cells. We applied SiTSFlow algorithm on manually curated Akt pathway

with transcriptome data from Colo741 cells transfected by two KRas mutations and experi-

mented gene knockout operations on the curated Akt pathway. The state of the art methods

were also experimented with our data sets. KRas expression data was applied on both SPIA

and GSEA methods. Similarly, the data of HeLa cells under oxidative stress was applied on

kegArray tool. Finally, the comparisons of technical capabilities of these pathway enrichment

tools are provided as well. The experimental results are discussed in both biological and

computational perspectives.

4.1 Data Sets

We experimented SiTSFlow algorithm on four different data sets: HeLa cells under oxi-

dative stress, Estradiol (E2) treated MCF7 cells, Estrogen Receptor (ER)

beta treated U2OS cells, and KRas data.

First data set of HeLa cells under oxidative stress was obtained from NCBI GEO

database (GSE14283, GSE4301). The ChIP-seq data by Kang et al. is performed to determine

transcription regulation role of OCT1 transcription factor (TF) on HeLa cells under oxidative

42



stress condition [67]. Raw ChIP-seq data of OCT1 TF includes approximately 3.8 million

reads. After performing peak detection phase, we identify 5080 putative peak regions for

OCT1 ChIP-seq data. Then gene mapping phase is applied, and finally, 268 neighboring

genes are identified as significant. The rank value of each significant gene is computed by

using Equation 3.1. The microarray data set related with OCT1 TF was selected from HeLa

cells having control and oxidative stress experiments [68]. In the microarray analysis part, we

compute fold-change ratio of two channel data for control and oxidative stress experiments.

Fold-change value of each gene is converted into a rank value by using Equation 3.1. Total

number of genes ranked in microarray chip is 12854 and all of them are used during data

integration part.

Data set of E2 treated MCF7 cells was obtained from NCBI GEO database (GSE19013,

GSE11352). The ChIP-seq data by Hu et al. is performed to determine transcription reg-

ulation role of estrogen receptor (ER) transcription factor on MCF7 breast cancer cell line

[69]. ER is a hormonal transcription factor that plays important roles in breast cancer. It

functions primarily through binding to the regulatory regions of target genes containing the

consensus ERE motifs. In order to identify ER target genes and redefine the ERE motifs we

perform ChIP-Seq analysis of ER in MCF7 breast cancer cell line. After completing peak de-

tection phase for ChIP-seq data, we identify 1906 putative peak regions. As the result of gene

mapping phase, 485 neighboring genes are identified as significant. The rank value of each

significant gene is computed by using Equation 3.1. We selected a microarray data set exper-

imented on MCF7 breast cancer cells as well [70]. Experiments are performed on Affymetrix

U133 Plus 2.0 GeneChip. The aim of microarray experiment is to identify E2-responsive

genes in the ER positive MCF7 breast cancer cell line. Therefore, the samples are collected

at 12, 24, and 48 hours. In the microarray analysis part, raw data is normalized by Robust

Multi-array Average (RMA) pre-processing method [71]. Then, expression levels of 12 and

48 hours are compared to observe time dependent expression changes under E2 effect.

∆(x) = x48h − x12h, (4.1)

where x12h and x48h represent gene expression samples collected at 12 and 48 hours, respec-

tively. ∆(x) value of gene x is converted into a rank value by using Equation 3.1. Total number

of genes ranked in microarray chip is 20271.

43



Data set of ER beta treated U2OS cells was also selected from NCBI GEO database

(GSE21790) [72]. In order to understand how ER beta regulates genes, Vivar et al. identify

genes regulated by the unliganded (doxy) and liganded (doxy E2) forms of ER beta in U2OS

cells by applying ChIP-seq experiments. Unliganded form of ER beta is set as control sample

for the ChIP-seq analysis. Similarly, liganded form of ER beta is set as experiment sample.

After completing peak detection phase for ChIP-seq data, we identify 4400 and 9869 putative

peak regions for the unliganded and liganded form of ER beta, respectively. As the result

of gene mapping phase, 851 and 116 neighboring genes are identified as significant for the

unliganded and liganded form of ER beta, respectively. The rank value of each significant

gene is computed by using Equation 3.1. We used the Illumina beadchip microarray data

included in GSE21790 data set. The experiments are performed for 3 conditions: ER beta

transfected without doxycycline (nodoxy), ER beta transfected with doxycycline (ERb-doxy),

and ER beta transfected with doxycycline and E2 treated (ERb-doxyE2). In the microarray

analysis part, raw data is analyzed by using R-Bioconductor “lumi” package. The expression

levels of ERb-doxy and ERb-doxyE2 are compared with that of control sample (i.e. noDoxy)

to observe E2 dependent expression changes of the genes.

∆ERb(x) = xDoxy − xnoDoxy (4.2)

∆E2(x) = xDoxyE2 − xnoDoxy,

where xnoDoxy, xDoxy, and xDoxyE2 represent the gene expression samples of control, ERb-

doxy, and ERb-doxyE2 experiments, respectively. ∆E2(x) (i.e., E2-liganded) and ∆ERb(x)

(i.e., control-unliganded) values of each gene are converted into the rank values by using

Equation 3.1. Total number of genes ranked in microarray chip is 25186.

KRas data set was used during the gene knockout operations. We could not find Ras gene

related ChIP-Seq experiment from public databases, therefore this data set only contains mi-

croarray experiments. In this experiment, the adenocarcinoma cell line Colo741 is selected

to produce stable transfectants for two mutant forms of KRas (Gly12Asp and Gly12Val) and

experiment control [73]. In the microarray analysis part, we performed a row-wise normal-

ization on raw data. In order to consider the expression effects of Gly12Asp and Gly12Val

mutations over control sample, we compute differences between control and mutated expres-
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sion levels of genes.

∆G12A(x) = xcontrol − xG12A (4.3)

∆G12V (x) = xcontrol − xG12V ,

where xG12A, xG12V , and xcontrol represent gene expression samples of Gly12Asp, Gly12Val,

and control experiments, respectively. Then the ranking scores of the genes according to their

expression changes (i.e., ∆G12A(x) and ∆G12V (x)) are computed by applying Equation 3.1.

Total number of genes ranked in microarray chip is 20098.

Table 4.1 provides summary information about total number genes identified in peak detection

and gene mapping phases applied for ChIP-seq data analysis. After performing microarray

analysis phase, the total number of remaining genes in a chip is given in the rightmost column

of Table 4.1.

Table 4.1: The details of employed data sets. Peak Detection column represents total number
of significant peak regions identified in peak detection phase. Gene Mapping column repre-
sents total number of neighboring genes found in gene mapping phase. Microarray analysis
column represents total number of genes in a chip after completing microarray analysis phase.

Experiment Peak Detection Gene Mapping Microarray Analysis
HeLa cells under oxidative stress 5080 268 12854
E2 treated MCF7 cells 1906 485 20271
ER beta treated U2OS cells 9869 851 25186
KRas data - - 20098

4.2 KEGG Pathways

Pathways are set as the model to derive cell signalling scoring by applying SiTSFlow algo-

rithm. Therefore, we selected several signalling pathways from KEGG PATHWAY Database:

Apoptosis, Cell cycle, ErbB signalling, Focal adhesion, Insulin signalling, Jak-STAT sig-

nalling, MAPK signalling, mTOR signalling, Pathways in cancer, P53 signalling, Regulation

of actin cytoskeleton, TGF-β signalling, and Wnt signalling pathways. Table 4.2 summarizes

the total number of nodes, genes, and processes contained for each pathway.
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Table 4.2: The details of selected pathways from KEGG PATHWAY Database. The total
number nodes, edges, and processes contained in each pathway are listed.

Pathway Name # of Nodes # of Edges # of Processes
Apoptosis 67 71 3
Cell cycle 112 80 3
ErbB signalling 71 93 6
Focal adhesion 66 94 5
Insulin signalling 69 91 5
Jak-STAT signalling 26 35 4
MAPK signalling 136 189 5
mTOR signalling 31 35 4
Pathways in cancer 223 275 6
P53 signalling 69 95 7
Regulation of actin cytoskeleton 76 87 3
TGF-β signalling 65 54 4
Wnt signalling 69 79 4

4.3 Application of SiTSFlow with HeLa Cells Under Oxidative Stress

Gene ranking scores obtained from microarray and ChIP-seq experiments of HeLa cells under

oxidative stress were integrated to compute the self-score of each gene. These gene self-scores

were mapped onto several pathways selected from KEGG PATHWAY Database: Pathways in

cancer, Cell cycle, P53 signalling, Insulin signalling, Regulation of actin cytoskeleton, Jak-

STAT signalling, Apoptosis, TGF-β signalling, MAPK signalling, mTOR signalling, and Wnt

signalling. These pathways have 2-6 target cellular processes and include several cycles.

Therefore, SiTSFlow algorithm might run 5-10 times over the entire cyclic graph until veri-

fying the convergence threshold.

When the total activity scores of target biological processes were compared, MAPK signalling

process in Regulation of actin cytoskeleton pathway produced a score of 4551 under the ox-

idative stress condition (Table 4.3). If the confidence threshold of αvalue was set to 0.1, there

were only 5 significant processes (Apoptosis, Resistance to chemotherapy, Focal Adhesion,

Survival, and Regulation of autophagy) out of 45 target processes. Based on σvalue assessment

criteria, almost all of the processes have remained their score consistencies even if for 50%

shuffling of the input data. The significant biological processes were specific to biological

function of a given pathway, which is more in correlation with the cellular machinery. The

response of a cell to a condition either normal or stressed was expected to be differential;

therefore as a result of our analysis, some of the target processes were activated whereas oth-
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ers were down-regulated. When compared with the previous results of our study [3], the new

cycle computation algorithm computed more realistic activity scores provided with signifi-

cance σvalue and sensitivity αvalue values.

In the biological perspective, under oxidative stress condition, gene expression responses of

HeLa cells indicated a decrease in Apoptosis (given in first row of Table 4.3), Resistance to

chemotherapy (in second row), and Focal Adhesion (in fifteenth row) processes and an in-

crease in Survival (in eleventh row) and Regulation of Autophagy (in eighth row) processes.

This indicated that as a response to oxidative stress, HeLa cells stimulate autophagy opposed

to apoptosis to increase cell survival. It has been shown that hypoxia induces cells to as-

semble cytoplasmic stress granules as a major adaptive defense mechanism, so that apoptosis

is inhibited and survival is enhanced through induction of autophagy [74]. However, when

autophagy is prolonged, it can switch from being a cell-survival mechanism to a cell-death

mechanism and this can render cells sensitive to chemotherapy [75].
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4.4 Application of SiTSFlow with Estradiol Treated MCF7 Cells

ER is a hormonal transcription factor that plays important roles in breast cancer. It functions

primarily through binding to the regulatory regions of target genes containing the consensus

ERE motifs. By using integrated gene scores obtained from ER treated MCF7 cells, we ap-

plied SiTSFlow algorithm to several KEGG pathways: Pathways in cancer, Cell cycle, P53

signalling, Insulin signalling, Regulation of actin cytoskeleton, Jak-STAT signalling, Apopto-

sis, TGF-β signalling,, MAPK signalling, mTOR signalling, Wnt signalling, ErbB signalling,

and Focal adhesion pathways (see Table 4.4). These pathways have 2-7 target cellular pro-

cesses and include several cycles. The algorithm might run 5-8 times over the entire cyclic

graph until verifying the convergence threshold. If the confidence threshold of αvalue was set

to 0.1, there were only 6 significant processes (Resistance to chemotherapy, Glucose home-

ostasis, Ubiquitin mediated proteolysis, Apoptosis, Degradation, and Cell cycle) out of 53

target processes. If we consider σvalue criteria, almost all of the processes have remained their

score consistencies even if for 50% shuffling of the input data.

We observed an increase in Proliferation process (given in seventh row of Table 4.4) in re-

sponse to E2 treatment in the estrogen-receptor positive MCF7 breast cancer cell line. This is

in correlation with the proliferative effect of E2 on MCF7 cells as demonstrated by previous

studies [76, 77, 78]. In agreement, Cell cycle process (given in eighth row) was increased

significantly in MAPK signalling. E2 treatment was shown to increase E-cadherin in ER-

alpha over-expressed ERalpha-negative cell lines and to become more proliferative and less

invasive [79]. There was a significant increase in Glucose Homeostasis process (given in

twentieth row) in E2 treated cells. This is in correlation with the data demonstrating the reg-

ulatory role of estrogen stimulated ERalpha on metabolic homeostasis and lipid metabolism

[80, 81]. Ubiquitin mediated proteolysis process (given in seventeenth row) was significantly

down-regulated in Jak-STAT signalling pathway in E2 treated cells. It is known that proteaso-

mal degradation functions to limit E2-induced transcription through down-regulating ERalpha

levels upon E2 binding [82]. Although the molecular mechanism of this receptor degradation

is not known, our analysis suggests that Jak-STAT signalling might be involved. Further-

more, Resistance to chemotherapy process (given in second row) was significantly increased

in E2 treated cells, consistent with the resistance of ER-positive cells like MCF7 to paclitaxel,

probably through a mechanism involving Bcl-2, compared to ER-negative cell lines [83].
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4.5 Application of SiTSFlow with Estrogen Receptor Beta Treated U2OS Cells

ER beta has potent anti-proliferative and anti-inflammatory properties, suggesting that ER

beta-selective agonists might be a new class of therapeutic and chemo-preventative agents.

To understand how ER beta regulates genes, the experiments were performed for unliganded

(ERb) and liganded (E2) forms of ER beta [72]. Unliganded and liganded form of ER beta

were set as control and main experiment for the ChIP-seq analysis, respectively. After com-

pleting computational analysis of microarray and ChIP-seq data, gene ranks are integrated

to construct self-score of each gene. We applied SiTSFlow algorithm by using self-scores

obtained from ER beta treated U2OS cells to the same KEGG pathways with the previous

experiment (see Table 4.5). When the total activity scores of target biological processes were

compared, MAPK signalling process in Regulation of actin cytoskeleton pathway produced a

score of 7011 under Erb condition (Table 4.5). If the confidence threshold of p-value was set

to 0.1, there were only 5 significant processes (Resistance to chemotherapy, Sustained angio-

genesis, MAPK signalling, Cell cycle, Regulation of autophagy) out of 56 target processes. If

we consider σvalue criteria, almost all of the processes have remained their score consistencies

even if for 50% shuffling of the input data.

In E2 treated U2OS cells expressing ER Beta, Resistance to chemotherapy process (given in

second row of Table 4.5) was significantly increased as in the E2 treated MCF7 cells, consis-

tent with the resistance of ER-positive cells to paclitaxel compared to ER-negative cell lines

[83]. In agreement with the induced autophagy with 2-methoxyestradiol in MCF7 cells, we

observed an increase in Regulation of autophagy process (given in seventeenth row) through

mTOR pathway [84]. Both MAPK signalling (given in fifteenth row) and Cell cycle processes

(given in eighth row) were decreased. In MCF7 cells, it was previously shown that hyperactive

MAPK down regulates ERalpha expression and inhibition of this hyperactive MAPK restores

ERalpha expression [85, 86]. Therefore, we suggested that in E2 treated cells, reduced MAPK

signalling may induce ERalpha signalling as well. The observed increase in Sustained angio-

genesis process (given in sixth row) in E2 treated cells was also shown that E2 increases the

expression of key angiogenic proteins, VEGF and TSP-1, through transcriptional activation

[87, 88].
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4.6 Scores from Individual Data Scorings

We compared the final activity scores of the processes based on only microarray or ChIP-seq

rank scores, since we aimed to investigate the effect of individual data scores. So far, SiTS-

Flow algorithm has used integrated gene scores to compute activity score of processes. How-

ever, computation of activity scores based on individual ranks might help us to understand

which data source is more useful to explore activated biological events under experimental

conditions. For this purpose, SiTSFlow algorithm is run by considering only microarray or

ChIP-seq rank scores obtained from Erb and E2 experiments in U2OS cells. The summary

of results are given in Table 4.6 which contains four different pathways: Pathways in cancer,

Jak-STAT signalling, MAPK signalling, and mTOR signalling.

It is clear that, the activity scores obtained with microarray ranks are dominant on the in-

tegrated gene score results, since microarray data contains approximately 25000 genes that

number is much more than 850 genes extracted from ChIP-seq data. However, ChIP-seq

rank scores also provided significant activity scores for some processes, such as Resistance

to chemotherapy, Sustained angiogenesis (given in second and sixth rows of Table 4.6). It

proved that very small number of data extracted from ChIP-seq experiment is also very valu-

able to evaluate biological activities of processes. Therefore, integration of microarray and

ChIP-seq rank scores provides more significant activity scores during evaluation of biological

activities.
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4.7 Effect of Gene Knockout on Pathway Enrichment

The proteins residing at central positions in network topology and having many interactions

with other proteins are called hub-proteins. Our aim during the gene knockout operations was

to prove the lethality of such hub-proteins for the life cycle of the cell. We expected that the

scores of target processes in a signalling cascade would be affected by the deletion of such

hub-proteins. For this purpose the Akt pathway was manually created by using known gene

interactions in literature. Original Akt pathway is scored by applying SiTSFlow algorithm

based on control sample, G12Asp, and G12Val mutation samples of KRas data see Figure

4.1. While applying knockout operation, the selected knockout gene and its connecting edges

to its neighbors are removed from the original Akt graph. The activity score of each target

process in the new pathways i.e., Akt knockout, p53 knockout, and Akt-Erk double-knockout

is calculated by using SiTSFlow algorithm and same samples of KRas data. In order to

identify the most affected biological processes from knockout operations, the scores obtained

for knockout pathways are compared to the scores of original Akt pathway.

According to scoring results, the most affected biological process after performing of Akt,

p53 and Akt-Erk double knockout operations was Apoptosis (see results in Table 4.7 and Ta-

ble 4.8). As expected, final activity score of Apoptosis process was reduced in G12Asp and

G12Val mutations compared to control sample in the original scoring. The score decrease of

Apoptosis process was more prominent in p53 knockout pathway. In both Akt knockout and

Akt-Erk double-knockout pathways, final activity score of Apoptosis increased and this result

was consistent with the anti-apoptotic, proliferation-stimulating role of Akt gene. Compar-

ing Akt-Erk double-knockout pathway to Akt knockout pathway indicated score increase in

Apoptosis, which was supporting the survival promoting role of Erk gene. p53 knockout path-

way resulted in very high decrease (-65.1%) in Apoptosis in control sample, so it proves that

p53 is the most important regulator of Apoptosis process (see Figure 4.2-a). In Akt-knockout

pathway, the activity score of Angiogenesis was reduced for all samples compared to original

scores of Akt pathway. G12Val mutation of Ras has been shown to induce MAPK, invasion

and angiogenesis and to be more tumorigenic than G12Asp mutation [89, 90]. Our analysis

showed that Angiogenesis was higher in G12Asp mutation of Ras in BRAF mutated colorectal

cancer cells (compare scores given in D and V columns of Akt knockout section in the first

row of Table 4.8). Angiogenesis was increased in G12Asp and G12Val mutations compared to
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control sample. This result is also in correlation with the increase in PI3K activity in G12Asp

mutated cells. On the other hand, Cell cycle process had no any activation in all pathways,

except p53 knockout pathway, in which the final activity score of Cell cycle was reduced in

mutations compared to control sample (Figure 4.2).

As a novel outcome of our analysis, we could infer that BRAF mutation could be associated

with G12Asp mutation of Ras and the co-existence of these two mutations can enhance an-

giogenesis and render colorectal carcinoma cells more aggressive [73, 91, 92]. Furthermore,

by using SiTSFlow, we showed that the processes like Angiogenesis and Apoptosis were reg-

ulated similarly in both mutations of Ras, but through different genetic combinations. This

strengthens the importance and the necessity of integrating genetic networks and target pro-

cesses and visualizing the signal transduction score flow as a whole with the interactions of

genes leading to the target processes.

In a typical microarray experiment, genes are ranked according to their differential expression

between the analyzed samples, such as tumor vs. healthy or drug-treated vs. untreated. How-

ever, the differentially expressed gene analysis cannot truly present the changes in cellular

processes, since these processes are regulated by parallel or alternative signalling pathways

that are interconnected to each other. For example, given the high score of the survival-

promoting genes Akt and NFKB1 in a gene list of the analyzed Ras data, one would expect

a low score in apoptosis. Analyzing the same data with tools that analyze gene sets, such as

Gene Set Enrichment Analysis, will indicate an increase in apoptosis. With the visualization

of the signalling network that is scored with SiTSFlow algorithm, it is possible to see not only

that apoptosis has a high score but also which genes indeed are regulated in colorectal cancer

cells with mutated BRAF and Ras so that these processes are affected, since a slight increase

in most of the genes regulating a process can have a more prominent effect on a target process

than a great increase in a single gene (Figure 4.2-c). Moreover, SiTSFlow algorithm can be

used to predict process-level and global impacts of single or multiple gene knockouts. Use

of our algorithm as a tool for in silico knockout analysis enables analysis and interpretation

of the effect of genes of interest on a diverse range of cellular processes. In addition, it can

be used to analyze the effects of knockout two genes from a single pathway, such as Akt and

mTOR, or from parallel or alternative pathways, such as Akt and Erk at the same time, pro-

viding a useful tool for the development of combination drug therapies based on molecular

mechanism of cancer cells.
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SiTSFlow algorithm allows the visualization of the impact of inhibiting the targeted kinases

not only on the first downstream proteins of their related signalling pathways, but on the

global transcriptome and the various cellular processes, such as Apoptosis or Angiogenesis. It

is possible to visualize the side-effects of inhibiting one protein, since its influence on target

processes other than the expected ones is demonstrated as well. It would be of great value to

be able to predict the drug combination that can not only increase the activity of Apoptosis in

cancer cells but also decrease the activity of Angiogenesis process. These in silico analyses

can suggest hypothesis on the molecular mechanism of action of the drug of interest and

predict synergistic effect of different kinase inhibitors.
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A

B

C

Figure 4.2: Cytoscape view of Apoptosis and Cell cycle processes in p53 knockout pathway by
using KRas data. Activity scores of Apoptosis and Cell cycle processes for control sample (A),
for G12D (B), and for G12V (C) in Colo741 cells are given in Table 3. Down-regulated and
up-regulated genes or processes are represented in color tones of green and red, respectively.
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4.8 Comparison of Initial and Final Scores

This section explains the comparison of initial activity scores and final i.e., converged, scores

of biological processes. The signalling pathways in KEGG database mostly contain several

cycles. Due to signal transfer regulations of biological events, cycles are used in many times

in a signalling pathway. Therefore, SiTSFlow algorithm has been developed to provide con-

vergence of activity score of each node for cyclic pathways.

The activity score convergence graphics of processes for three pathways: Apoptosis, Jak-STAT

signalling, and Pathway in cancer; and for three data sets are given in Figure 4.3, Figure 4.4,

and Figure 4.5, respectively. Generally, all activity scores converge after running of SiTSFlow

algorithm for 5-10 iterations. The score curve of each biological process is very similar for all

data sets. In other words, the convergence behavior of a process is similar even if for different

data sets. This fact proves that convergence of an activity score is only dependent to cycle

structure of a pathway.

The score convergence curves of biological processes are changed according to whether their

parent nodes are member of a cycle or not. In other words, if a node presents in a cyclic path,

its children would be definitely affected by the score convergence phase of this node. For ex-

ample, Apoptosis pathway contains three biological processes: Degradation, Apoptosis, and

Survival. For three data sets, Survival process has a constant activity score. However, Degra-

dation and Apoptosis processes represent increasing score trends. This shows that while the

parent nodes of Survival process does not belong to a cycle, the parent nodes of Degradation

and Apoptosis processes are members of cyclic paths. Apoptosis process is the most activated

process for its pathway, since it has always highest score between other processes, for three

data sets. Due to nature of cycles in Apoptosis pathway, the converged scores are higher than

the scores of first iteration. However, the usage of the first iteration scores may cause some

misleading biologic interpretations about the activity of processes in Apoptosis pathway.

Jak-STAT signalling pathway is composed of four different processes. Based on their activity

score graphics, all of processes are member of cycles in this pathway, since their score curves

are not constant. This pathway has the smallest pathway based on its total node and edge

numbers. However, the convergence of activity scores in this pathway gets 6-10 iterations,

that is the longest run of SiTSFlow algorithm for all experiments. Anti-apoptosis process is
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Figure 4.3: Convergence graphics of activity scores for the biological processes of Apoptosis,
Jak-STAT signalling, and Pathway in cancer pathways by using control sample in HeLa cells.
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Figure 4.4: Convergence graphics of activity scores for the biological processes of Apoptosis,
Jak-STAT signalling, and Pathway in cancer pathways by using control sample in MCF7 cells.
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Figure 4.5: Convergence graphics of activity scores for the biological processes of Apoptosis,
Jak-STAT signalling, and Pathway in cancer pathways by using control sample in U2OS cells.
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the most activated process for this pathway due to its highest score for three data sets. Due

to nature of cycles in Jak-STAT signalling pathway, the converged scores are lower than the

scores of first iteration.

Pathway in cancer contains six different processes. The activity score curves of Proliferation,

Evading apoptosis, and Sustained angiogenesis processes have increased for all data sets.

However, Block of differentiation, Resistance to chemotherapy, and Apoptosis processes have

constant activity score curves. Proliferation process is the most activated process for this

pathway due to its highest score for three data sets. Due to nature of cycles in Pathway in

cancer pathway, the converged scores are usually higher than the scores of first iteration.

The total number of iterations for convergence depends on the number of nodes in cycles. If

the number of cyclic paths and the nodes contained in such paths is large, the convergence

time of algorithm becomes high. This fact was proved in Jak-STAT signalling pathway, since

almost all of nodes in that pathway present in cyclic paths. Although, in terms of total number

of nodes and edges, Jak-STAT signalling pathway is the smallest pathway, it has the highest

convergence time among other pathways. Finally, we might derive that convergence of scores

depends on the number nodes present in cyclic paths rather than total number of nodes and

edges of a pathway.

4.9 Cytoscape Plug-in

SiTSFlow algorithm assists end users to obtain quantitative measure to identify the most ef-

fected cellular process under the experimental setup. We have implemented the transduction

score flow algorithm as Cytoscape plug-in to allow users to interactively visualize pathways

and perform systematic analysis in a well known environment [93]. There are various func-

tional plug-ins in open source Cytoscape software platform. The main plug-in categories

in Cytoscape platform are as follows: analyzing existing networks, inferring new networks,

functional enrichment of networks, and importing networks and attributes. If a user imple-

ments its algorithm in a Java based environment that would easily run on Cytoscape platform.

The Java classes of developed plug-in can access the core data structures and windows of Cy-

toscape API. The pre-built classes and their methods in core API provide easy development

of visual interfaces especially for complicated networks. The programmer might assign any

70



type of shape, color, or value to each node, similarly sets weight, arrow, name features of each

edge. Such node and edge properties might be dynamically updated according to the results

of the user’s algorithm. If someone wants to make its plug-in publicly available, who can

upload .jar file of its plug-in in Cytoscape web site as well. Briefly, Cytoscape provides very

comprehensive software platform for visualize and analyze very complex network structures.

Therefore, we have decided to implement the SiTSFlow algorithm in Java-based Cytoscape

environment.

In our Cytoscape plug-in, user can load the original pathways by using online KGML database

of KEGG PATHWAY. Additionally, user can create a simulated network structure. The target

processes or genes are marked by the user. An example to explain the attributes of nodes and

edges is shown in Figure 4.6. The data panel given in Figure 4.6-a is Node Attribute Browser.

Each node in the graph should contain unique node id, name (process or gene name), and

KEGG Id (i.e., hsa:5595). The type of a node might be set to “gene” or “map” representing

the processes. The target process flag of a node is set to “no” for genes, and “yes” for process.

The score of each node is initially set to zero. The genes and target processes are represented

by a circle and rectangle node shapes, respectively (see Figure 4.7). The data panel given in

Figure 4.6-b is Edge Attribute Browser. Each edge has a unique id, weight (initially set to

zero), and interaction type, i.e., “activation” or “inhibition”.

In order to find out final activity scores of target processes and genes, a gene score file should

be loaded to the environment. The score file should be a tab delimited text file. Each line of

the score file contains three attributes: Entrez id of gene, name, and floating point formatted

score. An example for gene score file is given in Table 4.9. After uploading of the gene score

file, the signal transduction score flow algorithm is run over the given graph until obtaining

convergence of node scores. After termination of scoring algorithm, final activity scores

of genes and processes are mapped to the original graph. The activity scores of nodes are

represented by different color tones of green, yellow and red colors. The score scale for 0-

200, 201-900, and 901-3000 are represented by green, yellow and red colors respectively.

This coloring scheme was designed to provide visualization facility for the significant paths

and nodes in the graph. In order to analyze the final activity scores of genes and processes,

user can save the final activity scores of each node in a tab delimited text file.
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Table 4.9: An example for gene score file. It shows some examples from gene rank scores of
ChIP-seq control sample for MCF7 cells.

Entrez Gene ID Gene Name Rank Score
1415 CRYBB2 0.470183
4437 MSH3 0.341743
4521 NUDT1 0.949541
4591 TRIM37 0.850917
5605 MAP2K2 0.908256

Figure 4.6: The screenshot of Data Panel of Cytoscape. It displays node (a) and edge (b)
attributes of hsa04630 - Jak-STAT signalling pathway after running of SiTSFlow algorithm.
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Figure 4.7: The screenshot of Cytoscape plug-in. It displays the activity scores of the nodes
in hsa04630 - Jak-STAT signaling pathway using HeLa cells under oxidative stress condition.
The genes and processes are represented by circles and rectangles, respectively. Node scores
are represented in color tones of green, yellow, and red. The edges carry the out-score of
a parent node to its children by multiplying out-score by 1 or -1 weight for activation or
inhibition, respectively. The final activity of each process is given under its name.
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4.10 Comparison with Enrichment Tools

We have compared the performance of several state of the art methods with that of network

structure based pathway enrichment system. Signalling Pathway Impact Analysis (SPIA)

method that was also one of the NSBA methods [21]. SPIA method combines the over-

representation of differentially expressed genes in a pathway and the perturbation measure of

that pathway which is computed by propagating gene expression changes across the network

topology. The outputs of SPIA are: a general probability value PG and status (i.e., activation

or inhibition) information about the pathway. It does not provide an activity score for each

node or process in the pathway. We applied SPIA method by using KRas data set since SPIA

accepts only microarray data type. The fold-change ratios of control vs. G12Asp and con-

trol vs. G12Val sets were computed and given as the input of the SPIA method. However,

using a 5% cutoff of the FDR adjusted p-values, the method was unable find any significant

pathway in KEGG database. (see Table 4.10). Whereas based on the results obtained by SiTS-

Flow algorithm applied for gene knockout operation, the most affected biological processes

in KRas data set were Apoptosis and Angiogenesis. Eventually, SPIA could not identify such

a pathway related with the significant process identified by SiTSFlow algorithm. However,

SiTSFlow algorithm provides the activity scores for all target biological processes of a given

pathway, rather than giving single pathway impact score, since a pathway may contain sev-

eral biological processes working for different cellular procedures. Our algorithm is based

on the simulation of gene signal transduction inside the cell. Gene signals are provided by

integrated scores not based on only differentially expressed genes information. The activity

score computation for each process is performed by score signal transduction following the

network topology strictly.

In order to compare performance of our system with a well-known gene set enrichment

method, we applied GSEA on KRas data set. The original KRas gene expression data was

given as the input to GSEA. The samples were compared with t-test statistics and the sorting

of genes was performed based on the p-values computed in t-test. Two sets were constructed

to use during the GSEA: control vs. G12Asp and control vs. G12Val. Based on GSEA results,

only one gene set was significantly enriched at FDR < 25% threshold: Reactome Apoptosis

pathway (see Table 4.11). The GSEA scores and enrichment plot of Reactome Apoptosis path-

way are given in Table 4.12 and Figure 4.8, respectively. Consequently, the popular method
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GSEA could not identify the other pathways related with KRas data.

In order to highlight the novelties of our system in transcriptome data analysis, we also ap-

plied kegArray tool [6] to gene expression sample of HeLa cells under oxidative stress over

Jak-STAT signalling cascade (Figure 4.9). Several tools, similar to kegArray, map only ex-

pression data over pathways; however, they could not assign a score to the target biological

process. However, our system provides better representation to observe responses of biologi-

cal processes to given experimental conditions.

Finally, none of the approaches explains how they manage the pathway activity score compu-

tations for cyclic signalling pathways, since SiTSFlow algorithm shows convergence behavior

for cyclic pathways as well.

Table 4.10: SPIA results on KRas data set using control vs. G12Val mutation. FDR and
FWER were calculated for PG.

Kegg Pathway Name PNDE PPERT PG PFDR PFWER Status
Alzheimer’s disease 0.001 0.582 0.009 0.34336 0.63019 Activated
Vibrio cholerae infection 0.002 0.765 0.014 0.34336 0.98222 Activated
Pathogenic Escherichia coli infect. 0.007 0.591 0.027 0.34336 1 Activated
Chemokine sig. path. 0.127 0.033 0.027 0.34336 1 Inhibited
RIG-I-like receptor sig. path. 0.201 0.025 0.031 0.34336 1 Inhibited
Epithelial cell sig. 0.008 0.616 0.033 0.34336 1 Inhibited
Focal adhesion 0.011 0.580 0.038 0.34336 1 Inhibited
mTOR sig. path. 0.025 0.259 0.039 0.34336 1 Activated
Prion diseases 0.021 0.414 0.049 0.35096 1 Inhibited

Table 4.11: GSEA results on KRas data set using control vs. G12Asp mutation.

Gene Set Name ES NES
Nom FDR FWER
p-val q-val p-val

Reactome Apoptosis -0.84 -1.68 0.000 0.188 0.144
Reactome Intrinsic Pathway for Apoptosis -0.84 -1.62 0.000 0.276 0.373
Pujana Brca1 Pcc Network -0.69 -1.59 0.006 0.322 0.561
Reactome Activation of Bh3 only Proteins -0.90 -1.58 0.007 0.328 0.676
Krige ResponseE to Tosedostat 6hr up -0.82 -1.56 0.012 0.377 0.802
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Table 4.12: GSEA detailed scores for Reactome Apoptosis.

Probe Description Rank in List Rank Score Running ES Core Enrich.
842 CASP9 7 0.913 -0.037 No
572 BAD 16 0.462 -0.119 No
27113 BBC3 24 0.221 -0.203 No
581 BAX 27 0.173 -0.221 No
598 BCL2L1 32 0.144 -0.266 No
355 FAS 35 0.106 -0.288 No
10018 BCL2L11 37 0.057 -0.298 No
999 CDH1 47 -0.104 -0.418 No
596 BCL2 56 -0.285 -0.512 No
331 XIAP 80 -3.391 -0.609 Yes
5599 MAPK8 81 -3.755 -0.360 Yes
5366 PMAIP1 82 -5.409 8.15E-09 Yes

Figure 4.8: Enrichment plot of Reactome Apoptosis. The profile of the Running ES Score and
positions of gene set members on the rank ordered list given in Table 4.12.
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CHAPTER 5

TOWARDS CONSTRUCTING GLOBAL SIGNALLING

NETWORK

In this chapter, we describe and explain the merge algorithm developed for constructing a

global signalling network. Features of this constructed network and its response to some of

the data sets are also discussed.

5.1 Method Overview

The proposed method includes the merge algorithm applied for unification of small signalling

pathways. Exploring various biological responses in a global network might be an interesting

case, since a broader view of cell signalling mechanism would provide better interpretation

for the questions asked during experiments. Therefore, we merged several small signalling

pathways based on their common nodes. Merge algorithm is composed of two phases: pre-

processing and unification. A simple example for merge algorithm is given in Figure 5.1.

A pathway might contain several copies of a gene, and these copies are called as clones. In

the pre-processing phase, the nodes having several clones are identified as duplicated nodes

for both pathways. In this example, Pathway 1 contains gene X as the duplicated node. If

there exists such duplicated nodes in a pathway, they are represented by only a single node

which encapsulates all relations of a duplication. In the proposed algorithm, unification phase

might be considered as a variation of taking union of graph nodes and edges. Hence, in the

unification phase, common nodes between two input pathways are identified. Both gene and

process nodes might be marked as common nodes, so unification is performed for these node

types. In the example shown in Figure 5.1, both pathways contain gene B and it constitutes
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the start point of union operation. While common nodes and their relations are preserved and

transferred to new merged graph, remaining nodes and edges are also added to new merged

graph. We iteratively applied this pairwise merge scheme for all pathways at hand. Finally,

this global signalling network for the human cell is assessed by using SiTSFlow algorithm.

5.2 Merge Algorithm

The merge operation of several signalling pathways is performed by running iteratively Algo-

rithm 6. At an iteration of Algorithm 6, two input pathways are unified into a new graph, while

at the subsequent iteration of algorithm the unified graph and another pathway is merged.

This pairwise merge strategy terminates when all input pathways are unified into a broader

network.

The input of Algorithm 6 is two pathways represented by G1 = (V1,E1) and G2 = (V2,E2).

The output of Algorithm 6 is a union graph Gmerge that is the unified version of G1 and G2.

In order to reduce space complexity, we use hash tables indexed by gene identifiers to store

entire node and edge relations of each input graph. For this purpose, g1Hash and g2Hash

hash tables keep node and edge lists for G1 and G2, respectively.

Algorithm 6 describes general steps of merge algorithm for given two input pathways: G1 and

G2. At the pre-processing phase, Algorithm 7 is called which removes duplicated nodes of

a given graph. The nodes having several clones that share the same gene name are identified

as duplicated nodes. Identification of duplicated nodes is performed by checking Entrez gene

identifier of each node in the graph. If there exists nodes having the same Entrez identifier,

these are marked as duplicated nodes. A new graph is constructed by using only one node

that encapsulates all relations of such duplication. Algorithm 7 performs identification and

elimination of duplicated nodes by using a hash table. When there is a new node x, we check

if it already exists or not in the hash table. If node x already exists in table, this new node x

is marked as a duplicated node. The nodes in out-adjacency list of duplicated node x are

added to that of already existing node x. When Algorithm 7 terminates, a new graph Gnew is

constructed by using unique node and edge relations from hash table. This Gnew is returned

as the output of Algorithm 7.
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A

BA

BG1

G2

BA

Gmerge

?

Figure 5.2: An example to explain conflicting edges problem in unification of two given
graphs. Node A and B are common nodes between G1 and G2. Before performing unification,
we should check the edge type between these nodes, since both nodes will appear in Gmerge

and type of relation between these nodes should be identical. Therefore, user decides which
edge type will be assigned as the final edge relation of node A and B in Gmerge.

The second operation of pre-processing phase is the identification of common nodes between

G1 and G2. Search operation is performed over g1Hash and g2Hash tables for G1 and G2,

respectively. The nodes that share the same gene identifier are marked as common nodes.

If search is successful, these nodes are kept in commonNode list. Unification two graphs is

performed based on the nodes in commonNode list.

The last operation of pre-processing phase is the control of conflicting edge types between

nodes in commonNode list. An example to explain conflicting edges problem is given in

Figure 5.2. In our graphs, an edge type is set to activation or inhibition. In this example,

node A and B are common nodes between G1 and G2. Before performing unification, we

should check the edge type between these nodes. Both of these nodes will appear in Gmerge

and type of relation between these nodes should be identical. For this purpose, if the nodes in

commonNode list are neighbors, the edges between such neighboring nodes are checked by

using edge relation information taken from both G1 and G2. If there exists such a conflicting

edge, the user is notified. The final decision is made by the user who assigns the final and

identical edge type between node A and B in Gmerge.

The graph unification phase starts by creating an identical copy, called as Gmerge, of input G1.

Unification might be considered as a variation of taking union of node and edge sets of two

input graphs. In order to reduce running time of unification phase, we only add remaining

nodes from G2 onto new Gmerge. For this purpose, we run for-loop in unification phase of

Algorithm 6 that adds each node x in V2 and not in commonNode list into the new Gmerge.

The nodes in out-adjacency of x and their edge types are also added into Gmerge.
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Algorithm 6 : MergePathways (G1,G2)

Input:

Directed graph Gi

outAd ji(x): out-adjacency list of node x in graph i
g1Hash, g2Hash : hash tables to keep node and edge lists for G1 and G2
sign: keeps edge types: activation (1) or inhibition (-1)
commonNode: keep id of common nodes between G1 and G2

Pre-processing Phase:

RemoveDuplicateNodes (G1)
RemoveDuplicateNodes (G2)

// identification of common nodes

for each vertex x ∈ V1 do
if isElement(ID(x), g2Hash) then

add (ID(x), commonNode) {add common node id to commonNode list}

// control of conflicting edge types

for both G1 and G2 do
Check conflicting edge types between x ∈ commonNode and y ∈ commonNode

Unification Phase:

Gmerge ← G1 {Make a copy of the G1}

for each vertex x ∈ V2 do
if x < commonNode then

add (x,Vmerge)
for each vertex y ∈ outAd j2(x) do

add (y, outAd jmerge(x)) {edge relation of node y is added to node x relations in Gmerge}

add (sign(x, y),Emerge) {edge type between x and y is added to Emerge}

Output:

return Gmerge

Algorithm 7 : RemoveDuplicateNodes (G)

Input:

Directed graph G
outAd j(x): out-adjacency list of node x
ID: gene id list of nodes in graph G
newHash: hash table to keep unique node information and edge relation

for each vertex x ∈ V do
if not isElement(ID(x), newHash) then

add(ID(x), outAd j(x), newHash) {add gene id and edge relations of node x in hash table}
else

y = getElement(ID(x), newHash) {get information of duplicated node x from hash table}
for each vertex k ∈ outAd j(x) do

add (k, outAd j(y)) {edge relation of node k is added to node y relation set}
update(ID(y), outAd j(y), newHash) {update information of node y in hash table}

Output:

Gnew ← reconstruct node and edge relations from newHash table
return (Gnew)
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5.3 Calculation of Significance and Sensitivity of Activity Scores

We designed the same permutation tests explained in Section 3.6 to evaluate significance and

sensitivity of activity scores obtained by running of SiTSFlow algorithm on the new global

network. After performing 50% percent shuffling in permutation procedure, the significance

value i.e., αvalue of each activity score is calculated by using Equation 3.10. The sensitivity

value i.e., σvalue of each activity score is calculated by using Equation 3.12.

5.4 Computational Complexity

The computational complexity of Algorithm 6 involves the running time of Algorithm 7 and

other pre-processing steps. Algorithm 7 performs elimination of duplicated nodes by using

a hash table structure. The for-loop iterates over entire node set, so it runs O(V) times. For

each new node x, we control if it exists or not in hash table, so each control operation takes

O(1) time. Similarly, add and update operations in hash table also takes O(1) time. The inner

for-loop runs for each edge of outAd j(x), in worst case, the total time spent in this loop is

O(E). Total running time for Algorithm 7 is O(V + E).

The identification of common nodes between G1 and G2 runs in the size of node set of G1. For

each new node x, we control if there is gene with the same gene identifier or not in the hash

table, so each check operation takes O(1) time. The identification of common nodes totally

takes O(V1) time. The check of conflicting edge types runs for total number of edges that are

adjacent to the nodes in commonNode list. In the worst case, it runs for all edges in a graph,

so checking of conflicting edge types operation takes at most O(E1) time.

The unification phase is performed by considering G2. The input G1 is identically copied into

new Gmerge, so creation of a new graph by using hash table structure might be performed in

constant time. The for-loop of unification phase runs for each node in G2, so it takes O(V2)

time. The inner for-loop runs for each edge of outAd j2(x), in worst case, the total time spent

in this part is O(E2). Add operations to new Vmerge and Emerge sets takes O(1) time. Total

running time of unification phase is O(V2 + E2).

Final running time for Algorithm 6 is in linear-time in the size of the pathways G1 and G2,

that is O(V1 + E1 +V2 + E2).
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5.5 Experimental Results

The selected input pathways are Cell cycle, Jak-STAT signalling, MAPK signalling, mTOR

signalling, Pathways in cancer, and P53 signalling. Table 4.2 summarizes the total number

of nodes, genes, and processes contained in each pathway. Finally, sequential merge of six

different pathways results in a larger global signalling network composed of 450 nodes, 650

edges, and 24 biological processes. The screenshot of the global signalling network is given

in Figure 5.3.

The aim of construction such a large signalling network was to explore collective working

mechanism of several processes and to observe divergent responses of specific processes at

cell signalling level. For this purpose, new global signalling network was evaluated by SiTS-

Flow algorithm based on four different data sets: HeLa cells under oxidative stress, Estradiol

(E2) treated MCF7 cells, Estrogen Receptor (ER) beta treated U2OS cells, and KRas data.

Gene ranking scores obtained from microarray and ChIP-seq experiments of HeLa cells under

oxidative stress were integrated to compute the self-score of each gene. SiTSFlow algorithm

was applied on the global network with these scores. SiTSFlow algorithm performed 15 iter-

ations over the entire cyclic graph until verifying the convergence threshold. Activity score

of each process in global network is given in Table 5.1. When the total activity scores of tar-

get biological processes were compared, Proliferation process had the highest score of 5614

under the oxidative stress condition (Table 5.1). If the confidence threshold of αvalue was set

to 0.1, there was only one significant processes, DNA biosynthesis, out of 20 target processes.

Based on σvalue assessment criteria, almost all of the processes have remained their score

consistencies even if for 50% shuffling of the input data. From the biological perspective, the

responses of most of the processes were correlated with their activities in original pathways

(see results given in Section 4.3). In other words, processes in global signalling network gave

the similar biological responses with the processes of individual KEGG pathways. For exam-

ple, Anti-apoptosis process in global network had higher activity score under oxidative stress

condition (see first row of Table 5.1), similarly Anti-apoptosis process in Jak-STAT pathway

has provided the same response to oxidative stress (see thirtieth row of Table 4.3). Another

interesting example is related with processes having divergent behaviors under same condi-

tions. Anti-apoptosis and Evading apoptosis processes provide replication of cells and both

of these processes were dominated on oxidative stress condition in global network (see first
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and ninth rows of Table 5.1). However Apoptosis is the process of cell death, so it has di-

vergent function in cell signalling, eventually it had domination on control sample in global

network (see second row of Table 5.1). In other words, some processes represented divergent

biological activities in global network and the opposite function of such processes was proved

in literature.

SiTSFlow algorithm was executed on the global network by using gene scores obtained in

Estradiol (E2) treated MCF7 cells. SiTSFlow algorithm performed 17 iterations over the en-

tire cyclic graph until verifying the convergence threshold. Activity score of each process in

global network is given in Table 5.2. When the total activity scores of target biological pro-

cesses were compared, Proliferation process had the highest score of 6894 under E2 condition

(Table 5.2). If the confidence threshold of αvalue was set to 0.1, there was 5 significant pro-

cesses (Cell cycle arrest, DNA biosynthesis, Inhibition of IGF1 / mTOR pathway, Resistance

to chemotherapy, Ubiquitin mediated proteolysis) out of 23 target processes. Based on σvalue

assessment criteria, almost all of the processes have remained their score consistencies even if

for 50% shuffling of the input data. Processes in the global signalling network gave the similar

biological responses with the processes in original pathways of KEGG Database (see results

given in Section 4.4). Anti-apoptosis and Evading apoptosis processes were dominated on

E2 condition in global network (see first and tenth rows of Table 5.2). Although Differen-

tiation process represented high activity score under control sample, Block of differentiation

process had domination on E2 sample in global network (see seventh and third rows of Table

5.2). Similarly, Cell cycle process was more active in E2 sample, however, Cell cycle arrest

process was activated in control sample. Therefore, the biological activities are divergent for

some processes, Differentiation vs. Block of differentiation or Cell cycle vs. Cell cycle arrest,

that have also opposite functions in cell signalling. Eventually, this fact was experimentally

proved by SiTSFlow algorithm.

Another experiment was performed by using gene scores obtained in Estrogen Receptor (ER)

beta treated U2OS cells. SiTSFlow algorithm performed 15 iterations over the entire cyclic

graph until verifying the convergence threshold. Activity score of each process in global

network is given in Table 5.3. When the total activity scores of target biological processes

were compared, Proliferation process had the highest score of 6997 under E2 condition (Table

5.3). If the confidence threshold of αvalue was set to 0.1, there was 4 significant processes

(DNA biosynthesis, DNA repair damage prevention, p53 signalling, Regulation of autophagy)
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out of 23 target processes. Based on σvalue assessment criteria, almost all of the processes

have remained their score consistencies even if for 50% shuffling of the input data. From the

biological perspective, the biological responses of processes in the global signalling network

provided very similar responses with processes of original pathways (see results given in

Section 4.5). Although Anti-apoptosis process represented high activity score under control

sample, Apoptosis process had domination on E2 sample in global network (see first and

second rows of Table 5.3). Similarly, Cell cycle process is more active in E2 sample, however,

Cell cycle arrest process is activated in control sample (see fourth and fifth rows of Table

5.3). Therefore, SiTSFlow algorithm experimentally proved divergent responses of specific

biological processes that have functions during the working mechanism of cell signalling.

SiTSFlow algorithm was applied on the global network by using gene scores obtained in

KRas data. Activity scores of processes in global signalling network for control, Gly12Asp,

and Gly12Val samples of KRas microarray data. The significance value of activity score un-

der each sample is given by calculation of αvalue and σvalue. SiTSFlow algorithm performed

16 iterations over the entire cyclic graph until verifying the convergence threshold. Activity

score of each process in global network is given in Table 5.4. If the confidence threshold of

αvalue was set to 0.1, there was 8 significant processes (Apoptosis, Block of differentiation, Cell

cycle, Evading apoptosis, p53 signalling, Regulation of autophagy, Resistance to chemother-

apy, S-phase proteins) out of 23 target processes. Based on σvalue assessment criteria, almost

all of the processes have remained their score consistencies even if for 50% shuffling of the

input data. Biological responses of specific processes in the global signalling network pro-

vided very similar responses with processes of original pathways (see results given in Section

4.7). For example, Cell cycle process in original Akt pathway has been down-regulated in

both Gly12Asp and Gly12Val mutations compared to control sample (see third row of Ta-

ble 4.7). Similarly, Cell cycle process in global network was significantly down-regulated in

both Gly12Asp and Gly12Val mutations (see fourth row of Table 5.4). This fact proves the

hypothesis of global signalling network that was providing of easy interpretation of complex

biological phenomena in a large signalling network. Although Evading apoptosis process

was down-regulated in both Gly12Asp and Gly12Val mutations compared to control sample,

Apoptosis process was up-regulated on control sample in global network (see ninth and sec-

ond rows of Table 5.4). Similarly, Differentiation process was up-regulated in both Gly12Asp

and Gly12Val mutations, however, Block of differentiation process was up-regulated in control
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sample (see third and sixth rows of Table 5.4). In Gly12Asp and Gly12Val mutations, an in-

crease in Apoptosis and a decrease in Evading apoptosis were expected [94], since the results

are consistent with the apoptosis-promoting role of the tumor suppressor p53. P53 signaling

pathway was increased significantly in Gly12Asp and Gly12Val mutations. BRAF mutation

has been shown to confer resistance to chemotherapy [95]. Therefore, in our analysis, where

all tumors already express mutant BRAF, even control sample containing tumors have high

scores for Resistance to chemotherapy. Mutation in KRAS oncogene has also been shown to

be a predictive marker of resistance to EGFR-targeted therapy [96]. It is known that concomi-

tant KRAS and BRAF mutations rarely occur especially in the early stages of tumors, which

might explain the reduced resistance in Gly12Asp mutation compared to control sample.

5.6 Discussion

A global signalling network for human cell was constructed by running iteratively proposed

pathway merge algorithm. Constructed global network was assessed by using SiTSFlow

algorithm. We demonstrated the convergence of the activity scores of processes in global

signalling network. Experiment specific significant processes were identified by SiTSFlow

algorithm and the significant processes were also correlated with our previous results and lit-

erature. These results proved the assessment capacity of SiTSFlow algorithm even for very

complex signalling networks.

Activity scores of processes in global network represented analogous biological behaviors

with the individual KEGG pathways. Therefore, we can derive that, unification of several

individual pathways provides an opportunity to observe how complex biological traits arise

and propagate in the cell. Thus, application of the SiTSFlow algorithm on a global signalling

network has been successfully performed.

88



Ta
bl

e
5.

1:
A

ct
iv

ity
sc

or
es

of
pr

oc
es

se
s

in
gl

ob
al

si
gn

al
lin

g
ne

tw
or

k
fo

rc
on

tr
ol

an
d

ox
id

at
iv

e
st

re
ss

sa
m

pl
es

in
H

eL
a

ce
lls

.α
va

lu
e

is
ob

ta
in

ed
by

ap
pl

yi
ng

pe
rm

ut
at

io
n

te
st

.σ
va

lu
e

is
ca

lc
ul

at
ed

by
us

in
g

va
ri

an
ce

of
ac

tiv
ity

sc
or

es
in

pe
rm

ut
at

io
n

te
st

.S
ig

ni
fic

an
ta

ct
iv

ity
sc

or
e

of
ea

ch
pr

oc
es

s
is

m
ar

ke
d

by
bo

ld
fa

ce
.

B
io

lo
gi

ca
lP

ro
ce

ss
A

ct
iv

ity
Sc

or
es

of
Ta

rg
et

Pr
oc

es
s

Si
gn

ifi
ca

nc
e

Sc
or

es
C

on
tr

ol
Sa

m
pl

e
O

xi
da

tiv
e

St
re

ss
α

va
lu

e
σ

va
lu

e

A
nt

i-
ap

op
to

si
s

45
81

47
98

0.
44

6
0.

46
7

A
po

pt
os

is
74

9
59

9
0.

40
7

0.
32

6
B

lo
ck

of
di

ff
er

en
tia

tio
n

99
7

65
3

0.
38

2
0.

25
0

C
el

lc
yc

le
18

44
14

66
0.

34
7

0.
27

0
C

el
lg

ro
w

th
22

3
52

0.
18

6
0.

04
2

D
iff

er
en

tia
tio

n
25

21
17

56
0.

13
0

0.
09

1
D

N
A

bi
os

yn
th

es
is

13
71

15
57

0.
09

2
0.

10
5

D
N

A
re

pa
ir

an
d

da
m

ag
e

pr
ev

en
tio

n
35

4
41

9
0.

13
9

0.
16

5
E

va
di

ng
ap

op
to

si
s

17
26

17
37

0.
46

0
0.

46
3

In
hi

bi
tio

n
of

an
gi

og
en

es
is

an
d

m
et

as
ta

si
s

27
2

24
8

0.
47

5
0.

43
5

In
hi

bi
tio

n
of

IG
F1

/
m

TO
R

pa
th

w
ay

11
2

75
0.

45
4

0.
30

3
M

A
PK

si
gn

al
lin

g
15

40
11

54
0.

13
6

0.
10

2
P5

3
ne

ga
tiv

e
fe

ed
ba

ck
79

1
84

4
0.

43
8

0.
46

7
Pr

ol
if

er
at

io
n

45
72

56
14

0.
17

1
0.

21
0

R
eg

ul
at

io
n

of
au

to
ph

ag
y

29
97

0.
30

4
1.

45
4

R
es

is
ta

nc
e

to
ch

em
ot

he
ra

py
84

71
0.

50
0

0.
42

3
S-

ph
as

e
pr

ot
ei

ns
19

51
0.

33
3

0.
90

7
Su

st
ai

ne
d

an
gi

og
en

es
is

22
59

20
05

0.
36

4
0.

32
3

U
bi

qu
iti

n
m

ed
ia

te
d

pr
ot

eo
ly

si
s

65
1

54
0

0.
14

9
0.

12
4

V
E

G
F

si
gn

al
lin

g
13

97
14

21
0.

45
0

0.
45

8

89



Ta
bl

e
5.

2:
A

ct
iv

ity
sc

or
es

of
pr

oc
es

se
s

in
gl

ob
al

si
gn

al
lin

g
ne

tw
or

k
fo

rc
on

tr
ol

an
d

E
2

sa
m

pl
es

in
M

C
F7

ce
lls

.α
va

lu
e

is
ob

ta
in

ed
by

ap
pl

yi
ng

pe
rm

ut
at

io
n

te
st

.σ
va

lu
e

is
ca

lc
ul

at
ed

by
us

in
g

va
ri

an
ce

of
ac

tiv
ity

sc
or

es
in

pe
rm

ut
at

io
n

te
st

.S
ig

ni
fic

an
ta

ct
iv

ity
sc

or
e

of
ea

ch
pr

oc
es

s
is

m
ar

ke
d

by
bo

ld
fa

ce
.

B
io

lo
gi

ca
lP

ro
ce

ss
A

ct
iv

ity
Sc

or
es

of
Ta

rg
et

Pr
oc

es
s

Si
gn

ifi
ca

nc
e

Sc
or

es
C

on
tr

ol
Sa

m
pl

e
E

2
E

xp
er

im
en

t
α

va
lu

e
σ

va
lu

e

A
nt

i-
ap

op
to

si
s

49
97

60
01

0.
16

8
0.

20
2

A
po

pt
os

is
10

80
12

86
0.

31
1

0.
37

0
B

lo
ck

of
di

ff
er

en
tia

tio
n

29
2

52
0

0.
22

7
0.

49
0

C
el

lc
yc

le
23

12
25

72
0.

34
3

0.
38

1
C

el
lc

yc
le

ar
re

st
96

56
0.

07
3

0.
04

2
C

el
lg

ro
w

th
52

28
0.

47
7

0.
25

6
D

iff
er

en
tia

tio
n

10
01

67
9

0.
28

5
0.

19
3

D
N

A
bi

os
yn

th
es

is
16

85
19

00
0.

08
8

0.
09

9
D

N
A

re
pa

ir
an

d
da

m
ag

e
pr

ev
en

tio
n

55
3

65
8

0.
25

6
0.

30
5

E
va

di
ng

ap
op

to
si

s
35

69
36

52
0.

46
1

0.
47

2
E

xo
so

m
e

m
ed

ia
te

d
se

cr
et

io
n

11
4

11
5

0.
42

3
0.

42
7

In
hi

bi
tio

n
of

an
gi

og
en

es
is

an
d

m
et

as
ta

si
s

31
8

39
8

0.
20

0
0.

25
0

In
hi

bi
tio

n
of

IG
F1

/
m

TO
R

pa
th

w
ay

63
12

8
0.

09
4

0.
19

3
M

A
PK

si
gn

al
lin

g
17

85
18

96
0.

33
9

0.
36

0
P5

3
ne

ga
tiv

e
fe

ed
ba

ck
66

7
58

0
0.

36
4

0.
31

7
p5

3
si

gn
al

lin
g

41
5

54
1

0.
13

2
0.

17
2

Pr
ol

if
er

at
io

n
63

29
68

94
0.

25
0

0.
27

2
R

eg
ul

at
io

n
of

au
to

ph
ag

y
10

3
14

7
0.

47
3

0.
67

4
R

es
is

ta
nc

e
to

ch
em

ot
he

ra
py

30
97

0.
00

1
0.

00
3

Su
st

ai
ne

d
an

gi
og

en
es

is
19

57
20

86
0.

43
1

0.
46

0
U

bi
qu

iti
n

m
ed

ia
te

d
pr

ot
eo

ly
si

s
92

9
40

7
0.

00
8

0.
00

4
V

E
G

F
si

gn
al

lin
g

13
60

14
32

0.
47

1
0.

49
6

W
nt

si
gn

al
lin

g
38

12
8

0.
44

2
1.

49
6

90



Ta
bl

e
5.

3:
A

ct
iv

ity
sc

or
es

of
pr

oc
es

se
s

in
gl

ob
al

si
gn

al
lin

g
ne

tw
or

k
fo

r
E

R
b

an
d

E
2

sa
m

pl
es

in
U

2O
S

ce
lls

.
α

va
lu

e
is

ob
ta

in
ed

by
ap

pl
yi

ng
pe

rm
ut

at
io

n
te

st
.σ

va
lu

e
is

ca
lc

ul
at

ed
by

us
in

g
va

ri
an

ce
of

ac
tiv

ity
sc

or
es

in
pe

rm
ut

at
io

n
te

st
.S

ig
ni

fic
an

ta
ct

iv
ity

sc
or

e
of

ea
ch

pr
oc

es
s

is
m

ar
ke

d
by

bo
ld

fa
ce

.

B
io

lo
gi

ca
lP

ro
ce

ss
A

ct
iv

ity
Sc

or
es

of
Ta

rg
et

Pr
oc

es
s

Si
gn

ifi
ca

nc
e

Sc
or

es
E

R
b

E
2

α
va

lu
e

σ
va

lu
e

A
nt

i-
ap

op
to

si
s

65
84

65
13

0.
42

3
0.

41
8

A
po

pt
os

is
11

52
17

40
0.

17
3

0.
26

1
B

lo
ck

of
di

ff
er

en
tia

tio
n

87
0

98
1

0.
32

7
0.

36
8

C
el

lc
yc

le
24

36
29

05
0.

27
7

0.
33

0
C

el
lc

yc
le

ar
re

st
23

5
19

3
0.

30
6

0.
35

1
C

el
lg

ro
w

th
31

67
0.

43
0

0.
92

2
D

iff
er

en
tia

tio
n

95
4

13
97

0.
42

3
0.

62
0

D
N

A
bi

os
yn

th
es

is
24

64
21

82
0.

08
6

0.
07

6
D

N
A

re
pa

ir
an

d
da

m
ag

e
pr

ev
en

tio
n

63
4

88
4

0.
08

7
0.

12
1

E
va

di
ng

ap
op

to
si

s
28

27
37

10
0.

10
3

0.
13

5
E

xo
so

m
e

m
ed

ia
te

d
se

cr
et

io
n

50
26

0.
40

4
0.

21
3

In
hi

bi
tio

n
of

an
gi

og
en

es
is

an
d

m
et

as
ta

si
s

37
4

41
8

0.
38

7
0.

43
3

In
hi

bi
tio

n
of

IG
F1

/
m

TO
R

pa
th

w
ay

12
7

86
0.

38
3

0.
25

9
M

A
PK

si
gn

al
lin

g
26

22
26

17
0.

48
2

0.
48

1
P5

3
ne

ga
tiv

e
fe

ed
ba

ck
11

63
70

1
0.

12
1

0.
07

3
p5

3
si

gn
al

lin
g

18
4

62
9

0.
09

9
0.

33
8

Pr
ol

if
er

at
io

n
62

87
69

97
0.

29
9

0.
33

3
R

eg
ul

at
io

n
of

au
to

ph
ag

y
25

14
6

0.
09

8
0.

56
9

R
es

is
ta

nc
e

to
ch

em
ot

he
ra

py
55

69
0.

50
0

0.
62

6
Su

st
ai

ne
d

an
gi

og
en

es
is

23
45

23
50

0.
42

6
0.

42
7

U
bi

qu
iti

n
m

ed
ia

te
d

pr
ot

eo
ly

si
s

70
0

82
8

0.
36

2
0.

42
8

V
E

G
F

si
gn

al
lin

g
14

21
15

16
0.

36
8

0.
39

2
W

nt
si

gn
al

lin
g

17
4

12
2

0.
12

7
0.

08
9

91



Ta
bl

e
5.

4:
A

ct
iv

ity
sc

or
es

of
pr

oc
es

se
s

in
gl

ob
al

si
gn

al
lin

g
ne

tw
or

k
fo

r
co

nt
ro

l
(C

),
G

ly
12

A
sp

(D
),

an
d

G
ly

12
V

al
(V

)
sa

m
pl

es
of

K
R

as
da

ta
.

T
he

si
gn

ifi
ca

nc
e

va
lu

e
of

ea
ch

sc
or

e
is

sp
ec

ifi
ed

by
α

va
lu

e
an

d
σ

va
lu

e
at

th
e

ri
gh

tc
ol

um
n

of
its

sc
or

e.
Si

gn
ifi

ca
nt

ac
tiv

ity
sc

or
e

of
ea

ch
pr

oc
es

s
is

m
ar

ke
d

by
bo

ld
fa

ce
.

B
io

lo
gi

ca
lP

ro
ce

ss
A

ct
iv

ity
Sc

or
es

of
Ta

rg
et

Pr
oc

es
s

C
α

C
σ

C
D

α
D

σ
D

V
α

V
σ

V

A
nt

i-
ap

op
to

si
s

55
68

0.
15

1
0.

03
9

48
79

0.
14

0
0.

03
6

58
50

0.
12

3
0.

04
2

A
po

pt
os

is
14

36
0.

07
3

0.
46

2
17

56
0.

11
6

0.
35

2
14

66
0.

01
2

0.
38

8
B

lo
ck

of
di

ff
er

en
tia

tio
n

96
7

0.
27

7
0.

14
6

50
9

0.
05

6
0.

14
8

72
7

0.
27

7
0.

14
6

C
el

lc
yc

le
29

33
0.

09
6

0.
20

5
26

60
0.

10
2

0.
29

1
27

36
0.

01
8

0.
19

5
C

el
lg

ro
w

th
22

8
0.

17
8

0.
29

2
14

2
0.

19
6

0.
32

2
89

0.
16

4
0.

21
0

D
iff

er
en

tia
tio

n
10

80
0.

28
5

0.
10

3
13

52
0.

14
4

0.
12

7
18

05
0.

13
6

0.
13

7
D

N
A

bi
os

yn
th

es
is

25
83

0.
13

8
0.

05
8

22
91

0.
18

2
0.

04
9

26
42

0.
12

6
0.

05
3

D
N

A
re

pa
ir

an
d

da
m

ag
e

pr
ev

en
tio

n
42

1
0.

19
4

0.
01

6
74

2
0.

33
9

0.
03

0
74

2
0.

21
6

0.
02

8
E

va
di

ng
ap

op
to

si
s

36
24

0.
09

4
0.

39
4

33
51

0.
05

2
0.

20
9

31
31

0.
01

2
0.

17
8

E
xo

so
m

e
m

ed
ia

te
d

se
cr

et
io

n
70

0.
19

4
0.

05
4

31
0.

33
9

0.
01

3
39

0.
21

6
0.

01
6

In
hi

bi
tio

n
of

an
gi

og
en

es
is

an
d

m
et

as
ta

si
s

27
4

0.
19

4
0.

03
5

23
8

0.
33

9
0.

02
4

19
0

0.
21

6
0.

01
6

In
hi

bi
tio

n
of

IG
F1

/
m

TO
R

pa
th

w
ay

87
0.

18
0

0.
52

1
10

8
0.

22
2

0.
49

2
17

4
0.

17
0

0.
37

9
M

A
PK

si
gn

al
lin

g
18

28
0.

49
5

0.
12

2
17

67
0.

48
1

0.
15

6
22

69
0.

37
9

0.
11

8
P5

3
ne

ga
tiv

e
fe

ed
ba

ck
73

6
0.

19
4

0.
03

3
76

0
0.

13
8

0.
02

0
78

1
0.

15
8

0.
02

2
P5

3
si

gn
al

lin
g

33
2

0.
10

6
0.

48
3

58
0

0.
19

8
0.

49
4

46
0

0.
09

6
0.

47
1

Pr
ol

if
er

at
io

n
60

03
0.

25
0

0.
02

0
57

67
0.

18
0

0.
01

9
65

03
0.

26
9

0.
02

0
R

eg
ul

at
io

n
of

au
to

ph
ag

y
47

0.
08

4
1.

08
6

85
0.

06
8

0.
06

4
8

0.
05

6
0.

06
3

R
es

is
ta

nc
e

to
ch

em
ot

he
ra

py
97

0.
00

2
0.

00
1

7
0.

00
2

0.
01

4
92

0.
00

2
0.

00
1

S-
ph

as
e

pr
ot

ei
ns

77
0.

00
2

0.
00

2
10

5
0.

00
2

0.
00

1
53

0.
00

2
0.

00
2

Su
st

ai
ne

d
an

gi
og

en
es

is
26

45
0.

26
7

0.
04

3
18

80
0.

25
6

0.
05

8
22

82
0.

44
9

0.
05

1
U

bi
qu

iti
n

m
ed

ia
te

d
pr

ot
eo

ly
si

s
36

3
0.

15
2

0.
05

0
80

5
0.

16
6

0.
06

8
70

7
0.

15
8

0.
04

5
V

E
G

F
si

gn
al

lin
g

19
17

0.
36

1
0.

06
4

11
90

0.
12

4
0.

11
2

15
75

0.
35

1
0.

09
1

W
nt

si
gn

al
lin

g
98

0.
34

5
0.

31
8

13
2

0.
31

7
0.

44
6

84
0.

25
9

0.
38

6

92



CHAPTER 6

CONCLUSION

Recent advances in high-throughput technologies allow researchers to investigate several or-

ganisms by using genomics, transcriptome, proteomics or metabolomics large scale data.

Researchers should develop new computational methods for integration, visualization, and

analysis of multiple high-throughput data to answer complex biological phenomena. Compu-

tational analysis of these high-throughput technologies usually generates significant gene lists

specific to experimental conditions. However, the growth of high-throughput data revealed the

need for data integration during the analysis. Therefore, in order to explore a biological inter-

pretation for such gene lists, the next step of the analysis is the association of these genes with

known biological molecular or signalling networks. Thus, an enrichment process attempts to

connect the significant genes with their potential biological roles through known biological

pathways. Most of the methods perform pathway enrichment based on either significant gene

sets or gene functional class identifications and they do not provide quantitative measure to

lead assessing biological activity of a specific cellular process. Although contemplating path-

way topological information and transcriptome data empowers the analysis and upgrades it

to system level with both model and data, this approach has not been adequately investigated

and exploited.

Machine learning research generally deals with classification or clustering of any type of data.

However, the recent trend in computer science research is application of various graphical

models and their corresponding solutions by spectral graph algorithms for the development

of internet search engines, image segmentation, social network analysis, biological network

analysis etc. For example, PageRank is a sophisticated algorithm used by the Google search

engine that assigns a rank value for a web page to represent its relative importance within the
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graph created by all World Wide Web pages [97]. Image segmentation can be represented

as a graph partitioning problem and Normalized cut approach provides a global measure for

segmenting the given graph [98]. Therefore, spectral graph algorithms could easily be applied

for new problems in last decades.

The described network structure based pathway enrichment system fuses and exploits tran-

scriptome data and pathway model effectively benefiting from topological information brought

in by pathway models. A score flow algorithm, SiTSFlow has been designed and implemented

for quantitatively assessing biological activities of specific cellular processes and identifying

significant paths in a pathway. The first phase of the described system is data integration in

which transcriptome data is incorporated by taking the rank products of individual scores of

the employed data sources. The original signalling pathway is converted into a cascaded struc-

ture by applying a linear-time graph cascading algorithm, since there might be many cyclic

paths in signalling pathways. The individual gene scores are then mapped onto the nodes of

cascaded graph. SiTSFlow algorithm simulates signal transduction inside the cell. Therefore,

the gene scores are transferred over the nodes by traversing the path until a pre-defined target

biological process is attained. Because of cyclic paths, we carry out iterations and when the

scores converge, a final activity score is assigned to the pre-defined target biological process.

By analysis of final activity scores of processes, user can find out related paths that would

respond biological questions enquired at the design stage of transcriptome experiments. Ex-

periment specific significant processes and paths that were identified by described system

were also validated based on the information extracted from previous studies in literature.

The convergence of final activity scores was also demonstrated for several cyclic pathways of

KEGG PATHWAY Database. Hence, we have managed to develop a linear time score flow

algorithm converging in limited number of iterations on a cyclic graph. These results proved

that network structure based pathway enrichment system provides a powerful assessment tool

for the user. Furthermore, SiTSFlow algorithm was implemented as Cytoscape plug-in. By

using this plug-in, user can both interactively visualize pathways and apply SiTSFlow algo-

rithm different pathways and data sources.

In the second part of the thesis, several small-size pathways have been unified and a global

signalling network for human cell has been constructed. This global network was constructed

by iteratively running of described pathway merge algorithm which runs in linear-time in the

size of input pathways. The global signalling network was evaluated by applying SiTSFlow
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algorithm. Final activity scores of processes in global network converged in limited number

of iterations. Activity scores of processes in global network represented analogous biological

behaviors with the individual KEGG pathways and related literature studies. Thus, application

of the SiTSFlow algorithm on a global signalling network has been successfully performed.

Unification of several individual pathways can help to explain how complex biological traits

arise and propagate in cell signalling.

The work in this thesis can be extended in several directions. SiTSFlow algorithm calculates

activity score of processes by applying a deterministic score flow mechanism. On the other

hand, probabilistic approaches might be adapted to assess the activities of biological pro-

cesses in pathways. However, a general probabilistic graph model, Bayesian networks, works

on directed acyclic graphs (DAG), since exact inference requires acyclic graph structure in

which joint probabilities can be defined in terms of the product of conditional probabilities

of nodes [99]. Due to cyclic biological pathways, we did not consider such a probabilistic

model during the development of SiTSFlow algorithm. However, there exist extensions of

Bayesian Networks to calculate inference of nodes in cyclic graphs. Dynamic Bayesian Net-

work (DBN) might be used to estimate biological activity of processes in a pathway. DBN

represents the relations between time series variables. DBNs have already been applied to

represent cyclic gene networks [100, 101]. Actually, DBN is a basic type of Hidden Markov

Models and it satisfies first order Markov property implying that the state of a system at time

i only depends on its state at time i − 1. By using this state dependence property, the joint

probability of a cyclic graph network can be calculated by taking product of all individual

conditional probabilities of each node given its parent nodes. We might adopt the original

DBN approach to apply in cyclic pathways. In the modified version, time intervals can be

used to represent cycles of a pathway. Experimental data employed in this thesis was not a

time series one, therefore we might use time intervals of DBNs to represent the original BFS

levels of a given cyclic pathway. After applying described graph cascading algorithm, each

time interval can contain all of nodes of the given pathway and the length of time intervals

can be equal to the highest BFS level of the given pathway. The edge relations of the given

cyclic pathway might be established between the associated time intervals, i.e., BFS levels.

For example, let assume that an edge ekm between the node k and m generates a cycle in the

given graph, in modified DBN approach, the ekm is placed between time interval i−1 and i that

represent BFS levels of the node k and m, respectively. The cyclic paths can be eliminated by
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applying this adaptation, since back edges linking to the lower time intervals are not allowed

in the new representation. Convergence of conditional probability of a target process node

can be achieved by passing over the time intervals with several iterations. However, conver-

gence of conditional probabilities would not be satisfied by applying this iterative calculation,

since partitioned score transfer method of SiTSFlow algorithm would not be represented in

this adaptation of DBNs. Besides, the edge types, i.e., activation or inhibition, should be inte-

grated in conditional probability calculation. For this purpose, a prior probability can be set to

represent the weight of each edge type. By applying all these modifications, we might apply

DBNs and calculate the conditional probability of each gene and process in a cyclic pathway.

Loopy Belief Propagation and Junction Tree Algorithm are alternative approaches to calcu-

late approximate or exact marginal probabilities on cyclic graphs. Loopy Belief Propagation

adjusts original Belief propagation algorithm to able to apply on cyclic graphs [102]. Be-

lief propagation is a message passing algorithm to calculate exact inference on general graph

models. The marginal probability of a variable node x is calculated by the product of all

the incoming messages arriving at node x. Each of these messages is computed recursively

in terms of other messages until node x has received messages from all of its neighbors.

For cyclic graphs, in initialization step, all variable messages are set to unit function and all

messages are passed across every edge in each direction. This message pass and update mech-

anism is performed at every iteration. In cyclic graphs, the algorithm converges when pending

of all messages is finished. However, the algorithm may not converge in a reasonable time,

so it might be terminated by user. The approximate marginal distribution of node x is then

computed by using the product of last received incoming messages to node x. It is proved

that graphs containing only one cycle converges to calculate the exact inference. Pathways

might contain several cyclic paths, thus Loopy Belief Propagation would not provide con-

vergence for exact inference of the marginal probabilities in such cyclic pathways. Junction

Tree Algorithm is a method to calculate exact marginal probabilities in general graphs [103].

The algorithm can be also applicable on cyclic graphs which are transformed into DAGs. It

is initiated by conversion of a directed graph into an undirected graph. In order to create a

junction tree, each cycle in a graph is grouped into a single cluster that contains all nodes of a

cycle. Finally, the algorithm performs belief propagation on the junction tree. However, rep-

resentation of different edge types, i.e., activation or inhibition, might be inconvenient in such

probabilistic approaches. If we modify many definitions and assumptions in SiTSFlow algo-

96



rithm, Belief propagation approaches might be adopted to estimate activity of target processes

in terms of marginal probabilities for cyclic pathways. Application of all these modifications

still could be very troublesome and inefficient to obtain converged marginal probability of

each gene and process in a cyclic pathway.

G-networks is a probabilistic queueing network having special customers, input, and service

rates [104]. Each node of a pathway might be represented by a queue. We can assume that

gene scores obtained with experimental data might be customers of the queue. Each queue,

i.e., node, has input and service rates which represent activation and inhibition behaviors

of nodes, respectively. Therefore, estimation of total input and service rates of each queue

provides a measure to explain biological activity of that queue. However, the application of

G-Networks on the described global network might spend too much running time due to its

polynomial time complexity.

Another extension in this thesis might be performed on usage of different types of biological

data. Essential transcriptome data types, microarray and ChIP-seq, are selected as the main

data sources of the thesis. However, other low-throughput data sources might be integrated

to calculate gene scores of the nodes in pathways. For example, MEDLINE abstracts contain

text information about the genes activities in literature [105]. There are several text mining

tools to search over MEDLINE abstracts. Hence, a literature profile might be constructed

for each gene in a pathway by using text mining tools. This literature profile for a gene

contains all terms reported in literature related with a particular gene and each term has a

coefficient representing its importance [106]. However, research for some genes is excessive

compared to other genes in pathway. Crucial activity of such particular genes has been so

extensively studied for several decades, therefore literature data about these genes is very

biased according to ordinary genes in a pathway. Another issue could be development of an

algorithm to eliminate such data biases for stabilizing gene scores extracted from literature

data.

The pathway merge algorithm can easily be deployed for different signalling pathways. Hence,

the resulting global network would provide an universal map of cross-talk of specific path-

ways in cell signalling. Cross-talk refers the interactions between signalling pathways and

it provides the exploration of simultaneous responses of distinct biological processes for a

specific cell signal. For example, the crucial genes or process in cancer progression would be
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easily investigated by using such an universal map and SiTSFlow algorithm. Different meth-

ods might be implemented during merge algorithm. For instance, elimination of duplicated

nodes in a pathway might be ignored, thus multiple copies of a gene in unified network would

create interesting biological responses compared to current results. This possibility should be

also investigated.

From biological perspective, gene knockout operations on a signalling network provides the

assessment of lethality of hub-proteins for the life cycle of a cell. Gene knockout operations

in global signalling network might provide very crucial information about specific proteins

that have very important roles in cancer progression. Hence, application of gene knockout

operations on a global network evaluated by SiTSFlow algorithm would have very effective

contributions for designing of targeted drugs for these proteins.
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APPENDIX A

SCREENSHOTS OF EMPLOYED PATHWAYS

The screenshots of original KEGG pathways employed in this thesis are given in this ap-

pendix. They were created by uploading the original KGML files from KEGG PATHWAY

database and displayed in the Cytoscape environment by using the developed plug-in.
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