
AN ONTOLOGY-BASED HYBRID RECOMMENDATION SYSTEM USING
SEMANTIC SIMILARITY MEASURE AND FEATURE WEIGHTING

A THESIS SUBMITTED TO
THE GRADUATE SCHOOL OF NATURAL AND APPLIED SCIENCES

OF
MIDDLE EAST TECHNICAL UNIVERSITY

BY
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ABSTRACT

AN ONTOLOGY-BASED HYBRID RECOMMENDATION SYSTEM USING
SEMANTIC SIMILARITY MEASURE AND FEATURE WEIGHTING

Ceylan, Uğur

M.Sc., Department of Computer Engineering

Supervisor : Dr. Ayşenur Birtürk

September 2011, 81 pages

The task of the recommendation systems is to recommend itemsthat are relevant to the pref-

erences of users. Two main approaches in recommendation systems are collaborative filtering

and content-based filtering. Collaborative filtering systems have some major problems such

as sparsity, scalability, new item and new user problems. Inthis thesis, a hybrid recommen-

dation system that is based on content-boosted collaborative filtering approach is proposed

in order to overcome sparsity and new item problems of collaborative filtering. The content-

based part of the proposed approach exploits semantic similarities between items based on

a priori defined ontology-based metadata in movie domain andderived feature-weights from

content-based user models. Using the semantic similarities between items and collaborative-

based user models, recommendations are generated. The results of the evaluation phase show

that the proposed approach improves the quality of recommendations.

Keywords: Recommendation systems, Content-boosted collaborative filtering, Semantic sim-

ilarity, Ontology, Feature weighting
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ÖZ

ANLAMSAL BENZERLİK ÖLÇÜSÜ VE ÖZELLİK A ĞIRLIKLANDIRMAYA
DAYANAN ONTOLOJİ TABANLI MELEZ B İR TAVSİYE SİSTEMİ

Ceylan, Uğur

Yüksek Lisans, Bilgisayar Mühendisliği Bölümü

Tez Yöneticisi : Dr. Ayşenur Birtürk

Eylül 2011, 81 sayfa

Tavsiye sistemlerinin görevi kullanıcıların tercihlerine uygun öğeleri tavsiye etmektir. Tavsiye

sistemlerinde iki temel yaklaşım, işbirlikçi filtreleme ve içerik tabanlı filtrelemedir.̇Işbirlikçi

filtrelemenin seyreklik, ölçeklenebilirlik, yeni öğeve yeni kullanıcı gibi bazı önemli sorun-

ları vardır. İşbirlikçi filtrelemenin seyreklik ve yeni öğe sorunlarının üstesinden gelmek

için, içerikle desteklenmiş işbirlikçi filtreleme yaklaşımına dayanan bir melez tavsiye sistemi

önerilmektedir.Önerilen yaklaşımın içerik tabanlı bölümü, film alanında önceden tanımlanmış

ontoloji tabanlı üstveriye ve içerik tabanlı kullanıcı modellerinden türetilen özellik ağırlıklarına

dayanan öğeler arasındaki anlamsal benzerliklerden faydalanmaktadır.̈Oğeler arasındaki an-

lamsal benzerlikler ve işbirlikçi tabanlı kullanıcı modelleri kullanılarak tavsiyeler üretilir.

Değerlendirme aşamasının sonuçları, önerilen yaklas¸ımın tavsiyelerin kalitesini arttırdığını

göstermektedir.

Anahtar Kelimeler: Tavsiye sistemleri,İçerikle desteklenmiş işbirlikçi filtreleme, Anlamsal

benzerlik, Ontoloji,Özellik ağırlıklandırma

v



To My Parents...

vi



ACKNOWLEDGMENTS

I would like to express my gratitude to my supervisor Dr. Ayşenur Birtürk for her guidance,
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CHAPTER 1

INTRODUCTION

Accessing information is one of the crucial points of web-based systems. Since the rapid

increase in the amount of information over the World Wide Web, information in a specific

domain becomes larger and larger. That means, in a particular domain, size of search space

for alternatives is huge [1]. Irrelevant information is notnecessary to be considered by users

because users only want valuable information in that domain. By eliminating information that

is irrelevant to users, the search space may become much smaller.

Due to the above reasons, recommendation systems (recommender systems) are widely used

in order to overcome information overload problem [2] by generating recommendations. The

aim of the recommender systems is to predict the valuable information/items for its users and

recommend these items. In literature, ‘recommendation system’ has many definitions. Some

of these definitions are the following:

• “Recommender systems are software tools and techniques providing suggestions for

items to be of use to a user” [3].

• “Recommender systems are personalized information filtering technology used to either

predict whether a particular user will like a particular item or to identify a set of N items

that will be of interest to a certain user” [4].

Some popular web-based applications that take advantage ofrecommendation systems and

their domains are as follows: Amazon.com [5] for online shopping, Netflix [6] and MovieLens

[7] for movie domain, Last.fm [8], Pandora [9], Grooveshark[10] for music domain.

In this thesis study, we propose a hybrid approach based on content-boosted collaborative

1



filtering presented in [11] to cope with sparsity and new itemproblems of collaborative fil-

tering. The content-based filtering in our hybrid approach utilizes content-based user models,

collaborative-user models and semantic similarity measure on ontology-based metadata in or-

der to generate high-quality recommendations in movie domain. The main contribution of

this study is combining semantic similarity measure and content-based user models in rec-

ommendation process. The content-based user models are utilized in order to determine the

feature-weights that show the preferences of users. Using the feature-weights with the seman-

tic similarity measure, the similarity between items are computed. And then, these similarities

and collaborative-based user models are exploited to enhance the rating data.

This thesis consists of 5 chapters. The remaining 4 chapter is organized as follows.

In Chapter 2, the main topics in recommendation systems literature are presented. The rec-

ommendation problem is formalized, main recommendation approaches along with the lim-

itations are explained, and most commonly used metrics thatevaluate the performance of

recommendation systems are presented.

In Chapter 3, the proposed hybrid approach is explained in detail. First, the overview of

the proposed approach is presented. After that, the content-based filtering part of the pro-

posed approach, which includes generating ontology-basedmetadata, the semantic similarity

calculation, rating prediction, feature selection and feature weighting, is described. Then,

collaborative filtering used in the proposed approach is presented.

In Chapter 4, the evaluation of the proposed approach is explained in detail. The data set and

the evaluation metrics used in the evaluation are described. The results of the experiments are

presented and discussed.

In Chapter 5, the thesis is concluded and the possible futurework to improve the performance

of the proposed approach is mentioned.
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CHAPTER 2

RELATED WORK

This chapter presents the main topics in the recommendationsystems area. First, the rec-

ommendation problem is formalized. Then, the main recommendation approaches and their

limitations are explained. Finally, some evaluations metrics that are used commonly to eval-

uate the performance of the recommendation approaches are described.

2.1 Formalization of Recommendation Problem

Formalization of the recommendation problem can be done as follows [2]. U is the set of all

users andI is the set of all items in the recommendation system. Movies,songs can be given

as an example of such items. Both the spaceI , which is the set of all items, andU, which

is the set of all users, can be very large. In some domains bothU and I can be in range of

millions. A functionut that measures the quality of being useful of itemi to useru is defined

as follows.

ut : U × I → R (2.1)

The functionut is calledutility function. R is a set which contains non-negative integers or real

numbers within a certain range. In order to recommend an itemto a user, a recommendation

system tries to find such an item that maximizes the utility ofthe user. Therefore, for each

useru ∈ U, the system tries to recommendi′c which is the following.

∀u ∈ U, i′c = argmax
i∈I

ut(u, i) (2.2)

3



In general, rating represents the utility of an item to a user. Rating of an item shows that how

much the user, who gave the rating, likes that item. For instance, in a 1 to 5 rating scale, if

user1 gives the rating 5 for item1, it means that user1 strongly likes item1.

In recommendation systems, in which the utility function isrepresented by ratings, it is ob-

vious that some ratings of user-item pairs are not known. Theinformation known about the

utility function is the ratings for the items given by the users in the past. If a recommendation

system estimates this utility function, in other words predicts ratings for the items that have

not been rated by the users, the system can recommend items toits users by considering these

predicted ratings. Therefore, it can be said that, given some ratings of the users for the items,

the recommendation problem can be reduced to the rating prediction for unknown user-item

pairs.

Ratings in a recommendation system can be represented by a matrix which is calleduser-item

rating matrix. In a m-by-n user-item rating matrix, m rows represent the users and n columns

represent the items. An example of user-item rating matrix is shown in Table 2.1. In Table

2.1, rating scale is 1 to 5 and ‘?’ indicates the unknown rating. For instance in Table 2.1,

element at the first row and third column of the user-item rating matrix is ‘?’ which means

that User1 has not rated Item3.

Table 2.1: User-Item Rating Matrix Example

Item1 Item2 Item3 Item4 Item5 Item6
User1 2 4 ? ? 1 3
User2 ? 3 ? ? 1 ?
User3 ? 2 2 5 ? ?
User4 3 4 3 ? 2 ?
User5 2 ? 4 4 ? 2

If ‘ ?’ elements in the user-item rating matrix are predicted, therecommendation system is

able to recommend item or items to a user by considering the predicted ratings for the user.

For example, unknown ratings in user-item rating matrix, which are shown by ‘?’ in Table

2.1, are predicted and the user-item rating matrix that is filled with these predicted ratings is

shown in Table 2.2.

After the process of prediction of the unknown ratings, using the Equation 2.2, the system

4



Table 2.2: User-Item Rating Matrix Filled by Prediction

Item1 Item2 Item3 Item4 Item5 Item6
User1 2 4 2.1 4.8 1 3
User2 4.2 3 3.1 4.9 2.9 4.4
User3 3 2 2 5 2.3 3.2
User4 3 4 3 3.8 2 1.9
User5 2 3.6 4 4 3.2 2

can recommend items to theactive user(the user whom the prediction is for), based on these

predicted ratings. Recommendation system recommends a number of items that have the

highest ratings among the predicted ratings of the active user for unrated items. For instance,

given the user-item rating matrix in Table 2.1, User2 is the active user. First, the system

predicts ratings of the User2 for unrated items (Item1, Item2, Item3, Item4 and Item6) that are

given in Table 2.2. Suppose that in our example, the number ofthe items in recommendation

list is 3. Therefore, the recommendation list consists of Item4, Item6, Item1. The other option

is that the recommendation system can recommend the items which the active user will like

according to the prediction of ratings. Suppose that the threshold rating in our example is 3. In

other words, if the prediction is above 3, it means that the user will like corresponding item.

In this case, the recommendation list for User2 consists of Item4, Item6, Item1, Item3. In

the literature, making a prediction of unknown rating for a user-item pair is calledprediction

problem/prediction computationand determining a list of N items which a user will like is

calledtop-N recommendation problem/ranked scoring[12, 13, 4]. In this thesis, we primarily

focus on the prediction problem rather than top-N recommendation problem.

2.2 Recommendation Approaches

The approaches that are used in recommendation systems are mainly divided into three cat-

egories which are collaborative recommendation, content-based recommendation and hybrid

recommendation approaches [2, 14, 15]. In this section, these recommendation system ap-

proaches are explained briefly. Additionally, semantic recommendation approach is also pre-

sented.

5



2.2.1 Collaborative Recommendation

Collaborative filtering (CF) is first mentioned by the developers of the first recommendation

system Tapestry [16], which is a mail system that performs filtering by utilizing the users

reactions to documents they read, and since then, collaborative filtering has been adopted by

other systems [17]. The idea behind collaborative recommendation approach, also known as

collaborative filtering, is that the users which have similar interests will like the similar items

[18]. Formally, by using the model mentioned in Section 2.1,the utility ut(u, i) of item i for

useru is predicted based on utilitiesut(u j , i) whereu j are “similar” to useru [2].

Collaborative filtering algorithms can be grouped into the following two general classes [18]:

1. Memory-based algorithms

2. Model-based algorithms

In order to make predictions for user-item pairs, memory-based algorithms use entire rating

values of items given by the users while model-based algorithms use entire rating values to

learn a model which is then used for making predictions.

Memory-based algorithms are heuristic algorithms that operate over the whole user-item rat-

ing matrix in order to predict unknown ratings. Memory-based algorithms first identifies the

group of users who have similar interests with the active user, called neighbors, then use dif-

ferent algorithms to utilize the neighbors’ preferences inorder to make predictions [19]. This

algorithm called user-based CF. Item-based CF uses the similarities between items rather than

similarities between users [19]. According to [13], the steps of the neighborhood-based CF

algorithm, which is commonly used memory-based algorithm,are the following:

• Similarity Computation

• Prediction Computation

2.2.1.1 Similarity Computation

First step of the neighborhood-based CF is computation of similarity between users/items.

These similarities are used for determining the nearest neighbors and making predictions by

6



weighting users/items with respect to these similarity values. In order to calculate similarity

between users/items, two most common used approaches are correlation-based and cosine-

based approaches [2].

In correlation-based approach, Pearson correlation coefficient [20] or other correlation-based

similarities can be used [13]. In user-based CF, Pearson correlation between useru andw is

as follows,

sim(u,w) =

∑

i∈Î (ru,i − r̄u)(rw,i − r̄w)
√

∑

i∈Î (ru,i − r̄u)2∑
i∈Î (rw,i − r̄w)2

(2.3)

whereÎ is the set of items that have been rated by both usersu andw. Because, in user-based

CF, the similarity between two users are computed by considering the ratings of the co-rated

items. ru,i is the rating given by the useru for the itemi. r̄u and r̄w are the average ratings

of the co-rated items given by the useru and userw respectively. In item-based CF, Pearson

correlation between itemi and j is as follows,

sim(i, j) =

∑

u∈Û (ru,i − r̄ i)(ru, j − r̄ j)
√

∑

u∈Û (ru,i − r̄ i)2∑
u∈Û (ru, j − r̄ j)2

(2.4)

whereÛ is the set of users who rated itemi and item j. Similar to the user-based CF, ¯r i and

r̄ j are the average ratings given by users inÛ for item i and item j respectively.

Some other correlation-based similarities are constrained Pearson correlation, Spearman rank

correlation, and Kendall’s correlation [21, 22, 23].

In cosine-based approach [19, 18], the users/items are treated as two vectors and the cosine

angle between these vectors is computed [2]. The similaritybetween vectorx and vectory is

computed as follows,

sim(x, y) = cos(x, y) =

k
∑

e=1
xeye

√

k
∑

e=1
x2

e

k
∑

e=1
y2

e

(2.5)

wherek is the length of the vectors. In user-based CF, the vectorsx andy contain the rating

7



values of the co-rated items. In item-based CF, these vectors contain the rating values of the

items given by the users who rated both two items.

2.2.1.2 Prediction Computation

In user-based CF, after computing similarities between active user and other users, a number

of nearest neighbors (N) are selected by considering the computed similarities, and then a

proper function with the similarities of nearest neighborsand their ratings is used for making

a prediction [22, 13].

In [2], three prediction functions are mentioned. These arethe following:

1. Average

2. Weighted sum

3. Adjusted weighted sum

In order to predict an unknown rating of useru for item i in user-based CF, the simplest

function is the “average” of the ratings of the nearest neighbors given to the itemi. Prediction

of a rating for an itemi given by useru is as follows,

predu,i =
1
N

∑

u′∈U′
ru′,i (2.6)

whereU′ is the set ofN number of most similar users (nearest neighbors) to useru, andru′,i

is the rating given by the useru′ for the itemi. Similarly in item-based CF an unknown rating

can be predicted by taking the average of the ratings of the nearest items given by the user

u. Another function that can be used for making prediction is “weighted sum”, which is the

following.

predu,i =
1

∑

u′∈U′
|sim(u, u′)|

∑

u′∈U′
sim(u, u′)ru′,i (2.7)

The similarity between an active user and the neighbors are used as weights. Therefore, more

similar users have more weights in rating prediction. The above formulation is for user-based
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CF, but it can easily be used for item-based CF. Another function, which can be used in

user-based CF, is called “adjusted weighted sum”. Adjustedweighted sum function is the

following,

predu,i = r̄u +
1

∑

u′∈U′
|sim(u, u′)|

∑

u′∈U′
sim(u, u′)(ru′,i − r̄u′) (2.8)

where ¯ru is the average of the ratings of useru. The advantage of using adjusted weighted

sum is that it takes into account the different rating scales of different users. For instance, for

some users, rating value 3 indicates that these users like the rated item, but for some users,

rating value 3 indicates that these users do not like the rated item. Therefore, rather than

using the rating values in scale of 1 to 5 for all users, ratingvalue minus average rating of the

corresponding user is used for making prediction.

As mentioned before, model-based algorithms learn a model by using the rating values, and

then this model is used for predicting a rating for an user-item pair [18]. According to [13],

some model-based CF techniques are clustering CF models [24, 25], Bayesian belief nets CF

models [18, 26, 27], latent semantic CF models [28]. In this thesis, we focus on memory-

based CF, therefore model-based algorithms are not explained in detail.

As mentioned in [29, 2], some limitations of collaborative recommendations are the following.

Sparsity:In such domains which have large number of items, users rate only relatively small

number of these items. As a result, the user-item rating matrix can be very sparse and this

can lead poor predictions/recommendations. For the users who rated a small number of items

compared with the large number of items in the system, findingsimilarities between these

users can be difficult or inaccurate. For instance, if there is not any co-rated items for two

users in the system, the system can not compute similarity between these users. As a result,

quality of recommendations obtained from sparse data can below. This problem also occurs

in the initial phase of a recommender system [11].

New item problem:Another major problem in CF is new item problem. In recommendation

systems, it is obvious that new items are added to the system over time. As mentioned before,

prediction process in collaborative filtering systems depends on the other users’ opinion, in

other words their ratings for items. When a new item is added to the system it is clear that
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the system has no rating data given by the users for this new item. Therefore, CF system can

not recommend this item to users until a significant number ofusers rate this new item. This

problem also called first-rater problem [11].

New user problem:Until a new user rates sufficient number of items in a CF system, because

of lack of information about the user, the similarities between this user and other users can

not be computed accurately. As a result, the predictions/recommendations can be poor. Both

new user and new item problems are called “cold start” problems and these problems can be

treated as a result of the sparsity problem [13].

2.2.2 Content-Based Recommendation

The idea behind content-based recommendation approach, also known as content-based filter-

ing, is that a user has the same opinion about similar items [22]. Content-based recommenda-

tion approaches, also known as content-based filtering (CBF), generate recommendations by

comparing representation of content, which defines an item,to representation of content that

is liked by the user [30]. By using the model mentioned in Section 2.1, in content-based rec-

ommendation, the utilityut(u, i) of item i for useru is predicted based on the utilitiesut(u, i j )

wherei j are “similar” to itemi [2].

A CBF system generates recommendations based on the similarities between the content of

the items (item profile) and the preferences of the active user (user profile) [31]. A user profile

can be constructed using the profiles of the items that have been rated by the corresponding

user. After constructing the user profile of the active user,a CBF system can generate rec-

ommendations for the active user by considering the similarities between the constructed user

profile and the item profiles of the unrated items. This process can be formalized as follows

[2]. ItemProfile(i) is a set of attributes that represent item i.ItemProfile(i)can be constructed

by extracting some features from item i. For textual domainsin which a CBF system rec-

ommends text-based items (or called “documents”), item profile consists of “keywords” and

their weights. The terms keyword and document refer different terms in different domains.

For instance, in movie domain, document refers a movie item in the CBF system and key-

word refers an attribute of the movie item such as actor, genre, runtime etc. Item profile of

documentd j is defined as follows,
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ItemPro f ile(d j ) = {w1, j,w2, j , ...,wk, j} (2.9)

wherewi, j is the weight of the keywordki in documentd j andk is the number of keywords

in the system. A weight of a keyword in a document defines the importance of this keyword

for corresponding document. The term frequency/inverse document frequency weight [32] is

one of the measures for specifying keyword weights [2, 33].

The profile of a user is constructed from profiles of items thathave been rated by the corre-

sponding user by using some averaging approaches [2]. User profile is defined as follows,

UserPro f ile(u) = {w1,u,w2,u, ...,wk,u} (2.10)

wherewi,u is the importance of the keywordki for useru. After constructing profile of a user,

utility of an item to the user is usually computed by using a heuristic, such as cosine similarity

[32] between the user profile and item profile vectors which isas follows [2].

ut(u, i) =

k
∑

m=1
wm,iwm,u

√

k
∑

m=1
w2

m,i

k
∑

m=1
w2

m,u

(2.11)

After finding the utilities of unrated items to the active user, a content-based recommendation

system recommend items with the highest utility values. It is obvious that, range of the cosine

similarity, which is from 0 to 1, can be mapped into the ratingscale, for instance 1 to 5 in

order to make a prediction.

Not only heuristics but also other techniques for content-based recommendation approach

have also been used in the literature in order to make predictions/generate recommendations

[2]. The task of constructing the user profiles can be treatedas a classification learning [33].

Items that have been rated by the active user can be used as training data. Categories (classes)

of the training data can be rating values, e.g., 5 classes foreach rating value in the 1 to 5

rating scale, or can be binary which denotes the corresponding item is liked by the active user

or not. After constructing the “model” for the active user, predictions are made or recommen-

dations are generated by classifying unrated items. According to [33, 2, 34, 35], some of the
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algorithms used for learning the model of a user are naive Bayesian classifiers, decision trees,

nearest neighbor methods, linear classifiers, artificial neural networks.

Some problems of content-based recommendation approach are as follows [2, 33].

Limited content analysis:Content-based recommendation approaches are limited by the ex-

pressiveness of the features. The features of the items in a content-based recommendation

system can be obtained by automatically or assigned manually. Assigning these features to

items manually is not practical and analyzing items to extract the features automatically is

a difficult task for some non-textual items, such as audio and video[21]. The other prob-

lem occurs when the content of the items does not contain enough information to determine

whether a user like the corresponding item or not [33]. It is clear that under this circumstance,

content-based recommendation generate poor recommendations.

Over-specialization:If a content-based recommendation system can only recommend items

that are similar to the profile of the active user, it is impossible that the active user receives

recommendation items that are not similar to the previouslyrated items [14]. For instance, a

content-based movie recommendation system may never recommend comedy movies to the

active user until the user rates comedy movies.

New user problem:It is the same problem that is mentioned in Section 2.2.1. In order to

construct the profile of a user accurately, sufficient number of items has to be rated by the

user. If the system can not model the preferences of a user, generated recommendations for

the corresponding user can be poor.

2.2.3 Hybrid Recommendation

Hybrid recommendation is referred as a recommendation approach that utilizes multiple rec-

ommendation approaches in order to generate recommendations or make predictions [36].

Hybrid recommendation systems are generally implemented by combining collaborative and

content-based recommendation approaches to cope with the limitations of these two ap-

proaches [37, 2]. Some of the hybrid recommendation approaches are as follows [38].

Weighted: One approach to use both content-based and collaborative recommendation ap-

proaches is that the recommendations/predictions of these approaches are combined to pro-
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duce a single recommendation/prediction. For instance in [39], collaborative and content-

based recommenders have initial weights for each user and these weights are used for the

prediction of unknown ratings. The weight values of these independent recommenders are

initially equal, and adjusted over time by observing the error of the system.

Switching:In this approach, hybrid recommendation system switches between content-based

and collaborative recommenders based on a criterion. For instance, a switching hybrid system

generates recommendations using different approaches for different users by analyzing the

profile of the user using the switching criterion [36].

Mixed: Simply, a mixed hybrid recommendation system presents recommendations by com-

bining recommendations that are generated by different recommenders independently. For

instance, a mixed hybrid recommender, which consists of content-based and collaborative

recommenders, produces recommendation lists independently, and then presents all recom-

mended item in a single combined list. A major challenge is todetermine the way of integrat-

ing the rankings of the different recommendations [36].

Feature combination:In this hybrid approach, the features that are obtained by a recommen-

dation approach are injected into the other recommendationapproach. For instance, the hybrid

approach that is mentioned in [40] uses collaborative features, which are ratings of the users,

with the content features to improve the performance of purecollaborative recommendation

approach.

Cascade:In cascade hybrid approach, one recommendation approach isutilized in order to

refine the other recommendation approaches output that is a recommendation list or predic-

tions. For example, second recommendation approach can be used in order to the determine

the ranking of the items that have equal predictions as a result of the first recommendation

approach [38].

Feature augmentation:In feature augmentation hybrid approach, the input of the one recom-

mendation approach is the output of the other recommendation approach. “Content-boosted

collaborative filtering” [11] can be given as an example of feature augmentation hybrid ap-

proach. In this approach, first, a content-based recommender predicts unknown ratings by

learning user models in order to complete the missing data inuser-item rating matrix. Content-

based recommender uses an extended version of a bag-of-words, a vector of bags of words,
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naive Bayesian text classifier [41]. And then, this enhanceduser-item rating matrix is used as

an input for collaborative filtering.

Meta-level: In this hybrid approach, the model constructed by a recommender is used as an

input for the other recommender. For instance, “collaboration via content” [37] is a meta-level

hybrid approach. In collaboration via content, user profiles, which are constructed by content-

based recommender, are represented as vectors that containweights for the terms/keywords.

After that, in collaborative filtering part of the hybrid approach, these content-based profiles

are used in order to calculate the similarity between users.

The proposed approach in this thesis is based on the content-boosted collaborative filtering

which is a feature augmentation hybrid approach. Rather than using a naive Bayesian text

classifier [41] to enhance user-item rating matrix, content-based filtering in our approach finds

semantic similarities between items by using content-based user models and ontology-based

metadata in order to enhance user-item rating matrix by utilizing these semantic similarities.

2.2.4 Semantic Recommendation

In semantic recommendation approach, the recommendation process is generally based on a

concept diagram or an ontology describing a knowledge base and uses Semantic Web tech-

nologies [42]. An ontology, which consists of concepts in a domain and relations between

them, is a form of knowledge representation [43]. Because the semantic recommendation

systems are based on a knowledge-base, they can appear in thecategory of knowledge-based

recommender systems [2]. Semantic recommendation systemscan be used to limit the spar-

sity and new item problems of collaborative filtering systems [44].

Some of the semantic recommendation systems in literature are as follows. The study men-

tioned in[45] presents a multilayered semantic social network model that groups users accord-

ing to their common preferences in a layered model. Using thecorrelation of ontology-based

user profiles and relations between concepts, concepts are clustered into different concept

groups. According to the concept clusters, user profiles arepartitioned and therefore simi-

larity between users can be found at different semantic layers. Based on the similarities at

different layers, implicit social networks, which can be utilized in collaborative and content-

based recommendation systems, are found.
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Another study exploits taxonomic knowledge for generatingthe personalized recommenda-

tions [46]. In this approach user profiles are represented asvectors of interest scores assigned

to topics taken from taxonomy over product categories. Using these user profiles, similar

users to the active user are discovered. In our approach, besides using super-concept and

sub-concept relationships between items in taxonomy, we also consider the relations between

concepts.

2.3 Evaluation Metrics

In order to evaluate the performance of a recommendation approach, several evaluation met-

rics are used in the literature. In this section, the evaluation metrics that are commonly used

in the literature are examined.

The accuracy of a recommendation approach is simply evaluated by comparing the predicted

ratings with the actual ratings. The accuracy metrics are classified into the following two

classes [22]:

• Statistical accuracy metrics

• Decision-support accuracy metrics

Statistical accuracy metrics (predictive accuracy metrics [47]) are used to determine how close

the predictions which are generated by recommender, to the actual ratings given by users [12].

The most commonly used statistical accuracy metrics are mean absolute error (MAE) and root

mean squared error (RMSE). MAE is calculated as follows,

MAE =

∑

(i, j)∈P
|predi, j − r i, j |

|P|
(2.12)

whereP, which is called test set [48], is the set of predictions madefor unknown user-item

pairs,predi, j andr i, j are the predicted rating and actual rating for the useri on item j, respec-

tively. The difference between MAE and RMSE is that RMSE penalizes large errors more

than MAE does [48]. RMSE is calculated as follows.
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RMS E=

√

√

√

∑

(i, j)∈P
(predi, j − r i, j)2

|P|
(2.13)

Decision-support accuracy metrics are used for evaluatingthe performance of a recommen-

dation approach from the aspect of distinguishing the high-quality items rather than error on

numerical predictions [12]. Suppose that a recommendationsystem recommends items that

have prediction of more than 3 to its active user. For this recommendation system, the differ-

ence between predictions of 2 and 3, 4 and 5 is not important. Because, for both prediction of

2 and 3 the item is not recommended, and for both prediction 4 and 5 item is recommended.

For evaluation of such recommendation systems, decision-support accuracy metrics is more

suitable than the statistical accuracy metrics [22, 49]. Inorder to evaluate the performance of

a recommendation approach using decision-support accuracy metrics, the rating scale has to

be transformed into a binary scale which indicates an item is“relevant” or “irrelevant” [47].

For instance, according to [47], in order to transform MovieLens data set [50], which has a

rating scale 1 to 5, commonly used process is that the ratings1, 2, and 3 are converted to irrel-

evant,and the ratings 4 and 5 are converted to relevant. The confusion matrix, which indicates

the classification of items in recommendation process, is shown in Table 2.3.

Table 2.3: Confusion Matrix for Decision-Support AccuracyMetrics

Predicted
Relevant Irrelevant

Actual
Relevant tp fn
Irrelevant fp tn

In Table 2.3, the rows show that whether the items are relevant or irrelevant actually, and the

columns indicate whether items are predicted as relevant orirrelevant by the recommendation

process. Some of the decision-support accuracy metrics areprecision, recall and F-Measure.

By using this confusion matrix, precision and recall are defined as follows.

Precision=
tp

tp+ f p
(2.14)

Recall=
tp

tp+ f n
(2.15)
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As it can be seen from the Equation 2.14, precision is the ratio of relevant items predicted

as relevant to the number of items predicted as relevant, andrecall is the ratio of relevant

items predicted as relevant to the number of actual relevantitems. In other words, precision

is the probability that a selected item is relevant and recall is the probability that a relevant

item will be selected [47]. According to the [49], high precision is important if the task is

“recommending some good items”, and high recall is important if the task is “recommending

all good items”. In order to evaluate the recommendation system by using both precision and

recall metrics, several approaches combine these two metrics. F-Measure (also known as F1

[12, 47]) is one of these approaches and defined as follows.

F − Measure=
2× Precision× Recall

Precision+ Recall
(2.16)

As it can be seen from Equation 2.16, F-Measure metric gives equal weights to precision and

recall. If the two metrics, precision and recall, are 1, thenthe F-Measure metric is 1, which is

the best value.
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CHAPTER 3

SEMCBCF:CONTENT-BOOSTED COLLABORATIVE

FILTERING USING SEMANTIC SIMILARITY MEASURE

This chapter presents the proposed hybrid recommendation system approach,SEMCBCF,

for movie domain. First, a brief overview of the system is given. Then, the content-based

filtering of theSEMCBCFis presented. After that, some refinements that were appliedon the

content-based filtering part of theSEMCBCFare explained. Finally, the collaborative filtering

approach used inSEMCBCFis introduced.

3.1 System Overview

In order to reduce the sparsity and new item problems of collaborative filtering, we have

developed a hybrid approach, content-boosted collaborative filtering using semantic similarity

measure (SEMCBCF), that utilizes semantic similarities between items by using ontology-

based metadata in the movie domain. The flow diagram of our approach is shown in Figure

3.1.

Our system, first generates ontology-based metadata by using a predefined ontology and the

content information of the movies in the system. After generating ontology-based metadata,

SEMCBCF, which is based on the hybrid methodology in [11], first applies content-based fil-

tering to user-item rating matrix by utilizing the similarities between items in order to predict

unknown ratings. Afterwards,SEMCBCFapplies collaborative filtering to enhanced user-

item rating matrix in order to generate recommendations foran active user. Therefore, our

hybrid approach consists of four main phases:

18



SEMCBCF

SEMCBF

User-Item 

Rating Matrix

Semantic 

Similarity

Calculation

Ontology-based 

Metadata

Enhanced 

User-Item 

Rating Matrix

Collaborative 

Filtering

Generating 

Ontology-based 

Metadata

IMDb

Active User 

Rating 

Vector

Recommendations

Rating Prediction

Movie Ontology

Figure 3.1: Flow Diagram ofSEMCBCF
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1. Generating ontology-based metadata

2. Semantic similarity calculation

3. Rating prediction in order to enhance user-item rating matrix

4. Using collaborative filtering on enhanced user-item rating matrix

As it can be seen form the Figure 3.1, first three phases ofSEMCBCFconstitutes the content-

based filtering using semantic similarity measure, named asSEMCBF. In Section 3.2, the

SEMCBFis explained in details.

3.2 SEMCBF:Content-Based Filtering Using Semantic Similarity Measure

Content-based filtering systems recommend items, which arehighly similar to the profiles

of the users, by considering the content of the items. InSEMCBFcollaborative-based user

model is used for representing user profiles. In this model a user’s preferences is represented

by a vector that consists of user’s ratings for the items in the system. Beside collaborative-

based user models,SEMCBFutilizes similarities between items in movie domain by using

ontology-based metadata in order to predict unknown ratings for user-item pairs. In the fol-

lowing subsections, information about ontology-based metadata, semantic similarity measure

to calculate similarities between items and prediction of the ratings is given respectively.

3.2.1 Generating Ontology-Based Metadata

3.2.1.1 Extracting Content of Movies

Each movie item in the system is represented by a unique key which is the url of the movie

in IMDb (The Internet Movie Database) [51]. By using these keys, for each movie item,

the system gathers content information from IMDb by the implemented web crawler. These

content information are kept in the database of the system inorder to generate ontology-based

metadata.

Content of a movie is organized as follows: the extracted information of a movie consist of

a set offeature-valuesand each feature-value belongs to afeature. Thus, for each movie, the
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web crawler parses the IMDb web page of that movie according to the predefined features.

In SEMCBCF, 10 features of the movie domain are used. These arecast, director, writer,

language, genre, runtime, release date, country, color and IMDb rating. For some of these

features, a movie can have more than one feature-value. For example, if a movie has 2 writers,

the number of the feature-values that belongs towriter feature is 2. But for some other

features, a movie can have at most one feature-value.Runtimefeature can be given as an

example of such features. And also for the features that a movie can have more than one

feature-value, there is an upper limit for the number of these feature-values. For example, for

the featurecast, the upper limit is 3. That means, if a movie has more than 3 actors and/or

actresses, the web crawler only gathers the first 3 actors and/or actresses of that movie.

Two features, whose the feature-values are adjusted, areIMDb rating andruntime features.

The adjustment process is that the average IMDb rating of a movie is rounded the nearest

integer value for the featureIMDb rating. For the featureruntime, the digit in the ones place

in the feature-value is subtracted from itself. The properties of the features is shown in Table

3.1.
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Table 3.1: Properties of the Features

Upper Limit for
Feature Description Single Value Number of Feature-Values Adjustment Rule

Cast
Actors and/or actresses

No 3 -
starred in the movie

Director Directors of the movie No 2 -
Writer Writers of the movie No 2 -

Language
Languages spoken

No - -
in the movie

Genre Genres of the movie No - -

Runtime
Runtime of the movie

Yes - value− (valuemod 10)
in minutes

Release Date
Year of the release

Yes - -
date of the movie

Country
Countries in which

No - -
the movie produced

Color
Color technology

No - -
used in the movie

IMDb Rating
Average rating of the movie

Yes - ⌊value+ 0.5⌋
given by the IMDb users
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3.2.1.2 Ontology and Ontology-Based Metadata Models

Based on the studies in [52] and [53], our approach finds semantic similarities between items,

which are movies in movie recommendation domain, by using the contents of items and

their relations in the system. Therefore, in order to find semantic similarities between items,

ontology model and ontology-based metadata model have to bedefined.

Ontology model represents the concepts, attributes and relationships between them in a do-

main. Ontology model is defined as follows [52]:

O := {C̃, P̃, Ã,Hc, prop, att} (3.1)

For ontology model,C̃, P̃ and Ã are sets which consist of concepts,relation and attributes

identifiers respectively.Hc is called concept hierarchy which defines the hierarchical rela-

tions between concepts.prop is the function that defines non-hierarchical relations between

concepts. Additionally,att is the function that defines non-hierarchical relations between

literal values and concepts.

Ontology-based metadata model represents the instances, literals and relationships between

them in a domain. Ontology-based metadata model is defined asfollows [52]:

MD := {O, Ĩ , L̃, inst, instl, instr} (3.2)

For metadata model,̃I and L̃ are sets which consist of instances and literal values respec-

tively. O is the ontology that the metadata relies on.inst, instr, instl are the functions that

define concept instantiation, relation instantiation and attribute instantiation. Predicates and

the meanings of them that is used in the rest of the thesis are shown in Table 3.2.

As an example, an ontology and ontology-based metadata for the movie domain are shown

in Figure 3.2. Men in Black is the only movie that exists in the metadata in Figure 3.2.

The feature-values that exist in the metadata belong to featuresgenre, release date, castand

director. In the Table 3.3 some predicates of the ontology and ontology-based metadata in

Figure 3.2 are shown.
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Table 3.2: Predicates and Meanings

Predicate Meaning
Hc(C1,C2) ConceptC1 is a sub-concept of conceptC2

P(C1,C2) P is a relation with domainC1 and rangeC2

A(C1) A is an attribute ofC1

C(I ) I is an instance of conceptC
P(I1, I2) InstanceI1 has aP relation to instanceI2

A(I1, L) InstanceI1 has anA attribute with literal value ofL

Table 3.3: Ontology and Ontology-Based Metadata Predicates of the Example

Hc(Comedy,Movie)
Hc(Action,Movie)
Hc(Romance,Movie)
Hc(Cast,Person)

Ontology Predicates Hc(Director,Person)
Hc(Person, Feature)
hasCast(Movie,Cast)
hasDirector(Movie,Director)
ReleaseDate(Movie)
Action(Men In Black)
Comedy(Men In Black)

Ontology-Based Cast(Will Smith)
Metadata Predicates Director(Barry Sonnenfeld)

hasCast(Men In Black,Will Smith)
hasDirector(Men In Black,Barry Sonnenfeld)
ReleaseDate(Men In Black,”1997”)
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Figure 3.2: An Example of Ontology and Ontology-Based Metadata

3.2.1.3 Characteristics of Ontologies

As mentioned in Section 3.2.1.1, content of a movie is represented as a number of feature-

values for 10 features. In order to represent movies, features and feature-values in the system,

different ontologies can be used. We generate 5 different movie ontologies manually by using

a free, open source ontology editor and knowledge-base framework called Protégé [54]. After

generating movie ontologies manually, the metadata is generated based on the defined movie

ontology and the content information of movies extracted from IMDb [51].

In all of the 5 movie ontologies, the following characteristics are the same:

1. MovieandFeatureconcepts are sub-concepts ofRootconcept.

2. The feature-values ofgenrefeature are represented by concepts.

3. The concepts that represent the feature-values ofgenre feature are linked toMovie

concept bysubConceptO flinks.

4. Personconcept is sub-concept ofFeatureconcept.

5. Cast, Director andWriter concepts are sub-concepts ofPersonconcept.

6. The relations are:

• hasCast(Movie,Cast)
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• hasDirector(Movie,Director)

• hasWriter(Movie,Writer)

The featurescast, director andwriter are represented by relations in all of the movie ontolo-

gies. Other features, which arelanguage, runtime, release date, country, color, IMDb rating,

can be represented by relations or attributes in the ontology. The feature-values, whose fea-

tures are represented by relations, must be represented by instances in ontology-based meta-

data. And also, for the features that are represented by relations, a proper concept or concepts

has to be defined in the ontology. For example,castfeature is represented byhasCastrelation.

For that relation,Castconcept is defined. Additionally, the feature-values, whose features are

represented by attributes, must be represented by literal values in ontology-based metadata.

Briefly, the 5 movie ontologies differ from each other by the following characteristics:

• Concept hierarchy

• Relations that represent features

• Attributes that represent features

The last two characteristics of these movie ontologies are shown in Table 3.4. In the rest of the

thesis, when we say ontology, unless explicitly expressed,we mean ontology and ontology-

based metadata models.

Movie Ontology 1 The basic ontology used in our approach is Movie Ontology 1. Apart

of the Movie Ontology 1 is shown in Figure 3.3. It can be seen from the Figure 3.3 that all

feature-values ofgenrefeature are sub-concept ofMovieconcept. For examplecomedy, which

is feature-value ofgenrefeature, is a sub-concept of conceptMovie. In order to represent a

movie, an instance is inserted into the ontology. The crucial point is that this movie instance is

instance of the concepts which are the movies feature-values that belong to thegenrefeature.

The movieMen In Blackin the Movie Ontology 1 is represented by an instance which is

instance of the conceptsAction andComedy. For each remaining feature, a concept and a

relation exist in the ontology. For example, in order to representlanguagefeature,Language

concept andhasLanguagerelation exist in the ontology. The feature-values of the features
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Table 3.4: Characteristics of Ontologies from the point of Feature-Value Representation

Ontology Features whose Features whose Features whose
Feature-Values are Feature-Values are Feature-Values are

Instances Literal Values Concepts
Movie Ontology 1 cast,director, genre
Movie Ontology 2 writer, language,

runtime, release,
date, country,
color, average

rating
Movie Ontology 3 cast,director, runtime, release genre
Movie Ontology 4 writer, language, date, IMDb
Movie Ontology 5 country, color rating

other thangenre, are instances of their corresponding concepts that represents the features.

English feature-value oflanguagefeature can be given as an example. At last, the relations

between the movie instance and corresponding feature-value instances are set.
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Will Smith
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hasLanguage
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hasReleaseDate

Barry

Sonnenfeld
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Figure 3.3: A Part of Movie Ontology 1
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Australia_and_Pacific
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Central_America
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North_America

South_America

(a) Country Concept

ReleaseDate

ReleaseDate1800bw1900

ReleaseDate1900bw2000

ReleaseDate1900bw1950

ReleaseDate1950bw2000

ReleaseDate1950bw1960

ReleaseDate1960bw1970

ReleaseDate1970bw1980

ReleaseDate1980bw1990

ReleaseDate1990bw2000

ReleaseDate2000bw2100

ReleaseDate2000bw2050

ReleaseDate2050bw2100

(b) ReleaseDate Concept

Runtime

Runtime0bw100

Runtime0bw50

Runtime50bw100

Runtime100bw200

Runtime100bw150

Runtime150bw200

Runtime200bw300

Runtime200bw250

Runtime250bw300

(c) Runtime Concept

ColorValue

Blacknwhite

Colored

(d) ColorValue Concept

Rating

Rating1bw4

Rating5bw6

Rating7bw10

(e) Rating Concept

Figure 3.4: The Hierarchy of Concepts defined for Country, Color, IMDb Rating, Release
Date and Runtime Features in Movie Ontology 2

Movie Ontology 2 Another ontology used in our approach is Movie Ontology 2. Movie

Ontology 2 is similar to Movie Ontology 1. The difference between these two ontologies is

the hierarchy of the concepts that are defined forcountry, color, IMDb rating, release date

andruntimefeatures. The hierarchy of these concepts is shown in Figure3.4. These concepts,

which are linked tofeatureconcept bysubConceptOflinks, has more sub-concepts in Movie

Ontology 2 than it has in Movie Ontology 1. For example concept that representsruntime

feature has a number of sub-concepts that defines the runtimeintervals. Similarly it can be

seen from the Figure 3.4 thatRatingconcept has three sub-concepts that defines the intervals

of the average rating of the IMDb users.

Movie Ontology 3 Another ontology used in our approach is Movie Ontology 3. Only

difference between Movie Ontology 2 and Movie Ontology 3 is thatIMDb rating, release

dateand runtime features are represented by the attributes in Movie Ontology 3. As it can

be seen from Figure 3.5, unlike in Movie Ontology 2,IMDb rating feature is represented

by attributeRatingrather than by a relation. Thus, in Movie Ontology 3, a feature-value of a

feature, other thangenrefeature, can be an instance or a literal depending on the representation

of the feature. For example,men in blackhas a feature-value1997that belongs to therelease
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datefeature. As a result of representingrelease datefeature by an attribute, after inserting the

instance that represents theMen In Blackinto the Movie Ontology 3, the attributeReleaseDate

is set to the literal value1997for the movieMen In Black.
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Figure 3.5: A Part of Movie Ontology 3
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Documentary

G7
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Music
Comedy
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Drama

G5

Sci-Fi

G4

G3

Mystery

Crime

HorrorThriller

Action

Adventure

Figure 3.6: The Hierarchy of Descendants ofMovieConcept in Movie Ontology 4

Movie Ontology 4 Movie Ontology 4 is another ontology used in our approach. Itis very

similar to Movie Ontology 3. The difference them is the hierarchy of the concepts that repre-

sents the feature-values ofgenrefeature. In order to identify the effect of the hierarchy of the

concepts that represent the feature-values ofgenrefeature, the feature-values ofgenrefeature

are grouped into six sets by common sense. In Movie Ontology 4, each of these sets is rep-

resented by a concept that is sub-concept ofMovieconcept. Additionally, each feature-value

of genrefeature is sub-concept of its corresponding concept. The hierarchy of descendants of

Movieconcept is shown in the Figure 3.6.

Movie Ontology 5 Another ontology used in our approach is Movie Ontology 5. The only

difference between Movie Ontology 3 and Movie Ontology 5 is the hierarchy of the descen-

dants ofMovieconcept. Considering the feature-values ofgenrefeature, the hierarchy of the

descendants ofMovieconcept is created by the help of a group of students studyingRadio-

Television and Cinema. The other characteristics of Movie Ontology 5 are the same as Movie

Ontology 3’s. The hierarchy of descendants ofMovieconcept in Movie Ontology 5 is shown

in the Figure 3.7.
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Figure 3.7: The Hierarchy of Descendants ofMovieConcept in Movie Ontology 5
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3.2.2 Semantic Similarity Calculation

In S EMCBF, after generating ontology-based metadata by using a predefined ontology and

content of the movie items, three types of similarity measures [52] are used in order to calcu-

late similarities between items which are instances in ontology-based metadata:

• Taxonomy similarity (TS)

• Relation similarity (RS)

• Attribute similarity (AS)

For each pair of item in the systemSEMCBFcomputes a semantic similarity using the above

similarity measures and weight values of these measures.S S(I i , I j), semantic similarity be-

tween instanceI i and instanceI j , is calculated by the weighted arithmetic mean ofTS, RS

andAS.

S S(I1, I2) =
a× TS(I1, I2) + b× RS(I1, I2) + c× AS(I1, I2)

a+ b+ c
(3.3)

3.2.2.1 Taxonomy Similarity

Taxonomy similarity between two instances (TS) is based on their corresponding concepts’

positions in concept hierarchy (Hc) which is defined in ontology model. Basically, the idea

behind taxonomy similarity is that closer concepts in taxonomy are more similar. For instance,

MovieA is a biography, MovieB is a war and MovieC is a comedy movie. In Movie Ontology

5, it is expected that taxonomy similarity between MovieA and MovieB is higher than the

taxonomy similarity between MovieA and MovieC.

An instance can be instance-of more than one concept in ontology. For example in Figure

3.2,Men In Blackis instance-of bothActionandComedyconcepts. In order to find taxonomy

similarity between two instances, the corresponding concepts of these instances have to be

considered. Therefore, at the beginning, taxonomy similarity between two concepts (TSC)

have to be defined. After finding similarities between concepts in ontology, similarity between

two instances can be found by considering the similarities between corresponding concepts

of these instances.
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In order to calculate the taxonomy similarity between two concepts, the following 4 different

measures can be used:

• TSCCM

• TSCWu& Palmer

• TSCLin

• TSCMclean

The first method to calculateTSC is taxonomy similarity between concepts using concept

match (TSCCM) which is mentioned in [52].TSCCM is based on the distance between two

concepts in ontology. Concept match between two concepts (CM), which is used forTSCCM,

is defined as follows,

CM(Ci,C j) =
|UC(Ci ,Hc) ∩ UC(C j ,Hc)|

|UC(Ci ,Hc) ∪ UC(C j ,Hc)|
(3.4)

whereUC (upwards cotopy) is the following.

UC(Ci ,H
c) = {C j ∈ C̃|Hc(Ci ,C j) ∨Ci = C j} (3.5)

UC defines the set of concepts that form the path from a given concept to the root of a given

concept hierarchy. Then,TSCCM is defined as follows.

TSCCM(Ci ,C j) =























1, if Ci = C j

CM(Ci,C j)

2
, otherwise

(3.6)

Suppose that, we try to find the similarity betweenHorror andActionconcepts usingTSCCM

in Movie Ontology 5.TSCCM(Horror,Action) can be computed using the upwards cotopy

of these concepts.

UC(Horror,Hc) = {Horror,G3,G8,G9,G10,G11,G13,G15,G16,G17,Movie, root}

UC(Action,Hc) = {Action,G5,G9,G10,G11,G13,G15,G16,G17,Movie, root}
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After finding the upwards cotopies ofHorror andActionconcepts, the concept match between

these concepts is computed by dividing the cardinality of intersection of the corresponding

upwards cotopies by the cardinality of union of the corresponding upwards cotopies. Using

the concept match between these concepts,TCSCM(Horror,Action) can be computed.

TSCCM(Horror,Action) =
CM(Horror,Action)

2

=
9
14
·

1
2

= 0.321

The second measure used for calculatingTSC is a measure proposed by Wu and Palmer in

[55]. Taxonomy similarity between concepts using Wu and Palmer’s measure (TSCWu& Palmer)

is the following.

TSCWu& Palmer(Ci ,C j) =























1, if Ci = C j

2 · N3

N1 + N2 + 2 · N3
, otherwise

(3.7)

N1 and N2 are the number ofsubConceptO flinks from Ci and C j to their most specific

conceptCk that subsumes both of them. Additionally,N3 is the number ofsubConceptO f

links from Ck to the root of the ontology(root concept). Similar toTSCCM, TSCWu& Palmer

based on the distance between concepts in ontology.

If the previous example, where the concepts areHorror andAction, is considered, the most

specific concept that subsumes bothHorror and Action is G9 concept in Movie Ontology

5. N1 is the subConceptOflinks from Horror concept toG9 concept which is 3 andN2

is the subConceptOflinks from Action concept toG9 concept which is 2. AndN3 is the

subConceptOflinks from G9 concept toroot concept which is 8. Based on the values ofN1,

N2 andN3, TSCWu& Palmer(Horror,Action) can be computed.

TSCWu& Palmer(Horror,Action) =
2 · 8

3+ 2+ 2 · 8

=
16
21

= 0.761
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Lin’s taxonomy similarity [56] is selected as the third measure for calculatingTSCin SEM-

CBF. Lin’s taxonomy similarity is an information theoretic approach based on probabilistic

model. Taxonomy similarity between concepts using Lin’s taxonomy similarity (TSCLin) is

the following.

TSCLin(Ci ,C j) =























1, if Ci = C j

2 · log Pr(Ck)
logPr(Ci) + log Pr(C j)

, otherwise
(3.8)

Pr(Cn) is the probability that a randomly selected instance belongs to conceptCn, andCk is

the most specific concept that subsumes bothCi andC j . Since the ontologies that are utilized

in SEMCBFhas two main concepts,Movieconcept andFeatureconcept, the instances that

represent movies and the instances that represent feature-values does not effect each others

probabilities. For example, when the probability of a concept that is descendant ofMovie

concept, only the movie instances are taken into account. ThereforePr(Cn) is the following.

Pr(Cn) =











































|IS ET(Cn)|
|IS ET(Movie)|

, if Movie∈ UC(Cn,Hc)

|IS ET(Cn)|
|IS ET(Feature)|

, if Feature∈ UC(Cn,Hc)

(3.9)

IS ET(Cn) represents the set of instances that are instances of the concepts which are con-

nected to theCn concept bysubConceptO flinks. IS ET(Cn) can be formulated is as follows,

IS ET(C) = {I ∈ Ĩ |C ∈ UC(CS ET(I ),Hc)} (3.10)

where

CS ET(I ) = {C ∈ C̃|C(I )} (3.11)

CS ET(I ) represents the set of concepts which instanceI is connected to byinstanceOflinks.

When the similarity betweenHorror andActionconcepts in Movie Ontology 5 is considered,

at first|IS ET(Movie)| have to be computed in order to find the probabilities needed.The num-

ber of the movie instances, in other words the number of the instances which are connected to
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thegenreconcepts byinstanceOflinks is 1659 in the system. Similarly,|IS ET(Horror)| is 98

and|IS ET(Action)| is 254. The most specific concept that subsumes bothHorror andAction

is G9. Additionally |IS ET(G9)| is 802. Using these computed valuesTSCLin(Horror,Action)

can be computed.

TSCLin(Horror,Action) =
2 · log(802/1659)

log(98/1659)+ log(254/1659)

=
2 · −0.3156

−1.2286+ −0.815

=
−0.6312
−2.0436

= 0.308

The last measure used inSEMCBFis mentioned in [57]. In [57] different similarity calcula-

tion strategies are evaluated and the following similaritymeasure, which we call taxonomy

similarity between concepts using Mclean’s taxonomy similarity (TSCMclean), yields the best

performance.

TSCMclean(Ci ,C j) =























1, if Ci = C j

e−αl .
eβh − e−βh

eβh + e−βh
, otherwise

(3.12)

l is the shortest path length betweenCi andC j, h is the depth of most specific concept in

ontology. According to [57], optimal values of parametersα andβ is 0.2 and 0.6 respectively.

Similar toTSCCM andTSCWu& Palmer, TSCMclean is based on the distance between concepts

rather than an information theoretic approach.

If the same example is examined forTSCMclean, l, which is the shortest path betweenHorror

andAction concepts, is 5.h, which is the depth ofG9 concept in Movie Ontology 5, is 8.

Based on this values,α andβ constantsTSCMclean(Horror,Action) can be computed.

TSCMclean(Horror,Action) = e−0.2·5.
e0.6·8 − e−0.6·8

e0.6·8 + e−0.6·8

= 0.378

After defining the taxonomy similarity between concepts, calculating taxonomy similarity be-

tween instances is reduced to calculating the similarity between two sets containing concepts.
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TS between instanceI i and instanceI j is defined as follows.

TS(I i , I j) =



















1, if I i = I j

S S IM(CS ET(I i),CS ET(I j)), otherwise
(3.13)

CS ETwas previously defined in the Equation 3.11.S S IM(S1,S2) is the similarity between

setS1 and setS2. Similarity between two sets can be found using the similarities between

their elements, in this caseTSCof concepts, and a method that defines a way of utilizing

these similarities. These methods are mentioned later in Section 3.2.2.4.

3.2.2.2 Relation Similarity

The second type of similarity measure using ontology-basedmetadata is relation similarity.

Relation similarity between two instances (RS) is based on their relations to other instances

in ontology-based metadata. Suppose that DirectorX is the director of MovieA and MovieB,

DirectorY is the director of MovieC. In this example, relation similarity between MovieA and

MovieB is higher than the one between MovieA and MovieC because director of MovieA and

MovieB is the same. For relation similarity measure, we use amodified version of Maedche

and Zacharias’s relation similarity measure [52].RS between instanceI i and instanceI j can

be calculated as follows:

RS(I i , I j) =



































1, if I i = I j
∑

p∈Pco−I

OR(I i , I j , p, IN) +
∑

p∈Pco−O

OR(I i , I j , p,OUT)

|Pco−I | + |Pco−O|
, otherwise

(3.14)

Pco−I stands forincoming relationsand is the set of relations that allowsUC(C(I i),Hc) and

UC(C(I j),Hc) as range. Similarly,Pco−O stands foroutgoing relationsand is the set of re-

lations that allowsUC(C(I i),Hc) andUC(C(I j),Hc) as domain.OR(I i , I j , p,DIR) stands for

the similarity for relationp and directionDIR between instancesI i and I j where DIR ∈

{IN,OUT}. Thus, relation similarity between two instances is computed by calculating sim-

ilarities for eachincomingandoutgoing relationsof these instances and taking average of

them.
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OR(I i , I j , p,DIR) can be calculated by considering associated instances ofI i and I j with re-

spect to the relationp and directionDIR. For example, if we consider the similarity for the

relationhasDirectorand directionOUT between two movie instances in Movie Ontology 5,

we consider the directors of two movies. Similarly, if we consider the similarity for the re-

lation hasDirectorand directionIN between two directors, we consider the movies directed

by these directors. Associated instances (As) of instanceIn with respect to the relationP and

directionDIR is the following.

As(P, In,DIR) =



















{Ik : Ik ∈ Ĩ ∧ (P(Ik, In)}, if DIR = IN

{Ik : Ik ∈ Ĩ ∧ (P(In, Ik)}, if DIR = OUT
(3.15)

After definingAs(P, In,DIR), calculatingOR(I i , I j , p,DIR) is reduced to calculating the sim-

ilarity between two sets that contain associated instances. OR(I i , I j , p,DIR) is defined as

follows.

OR(I i , I j , p,DIR) =



































0, if (AS(P, I i ,DIR) = ∅

∨AS(P, I j ,DIR)) = ∅)

S S IM(AS(p, I i ,DIR),AS(p, I j ,DIR)), otherwise
(3.16)

As mentioned in Section 3.2.2.1, to find the similarity between two sets (S S IM), similari-

ties between their elements are considered using a method. In this case, associated instances

consist these sets and semantic similarities between the elements of these sets are used. The

problem is that to calculateS Ss between instances,RS is used and to calculateRSs between

instances,S Ss between associated instances are used. Therefore, in order to prevent calcula-

tion from infinite cycles, amaximum recursion depthhas to be defined.

The advantage of using relation similarity is that the similarities between associated instances

are taken into account. If the relation similarity between movie instances are considered,

associated instances are feature-values of these movies. Similarly, if the relation similarity

between instances, which represent feature-values, are considered, associated instances are

the instances that represent movies. Suppose that, in a system, movies have only one feature

which is an actor starred in the movie and we try to find the similarity between two movies,

MovieX and MovieY. MovieX has a feature-value ActorA and MovieY has a feature-value
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ActorB. If a user only rates movies in which only ActorA starred, it is unable to predict the

rating of MovieY by using naive Bayesian classifier [41] which is used in [11]. But inSEM-

CBF, relation similarity between MovieX and MovieY depends on the semantic similarity

between ActorA and ActorB. In a recursive manner, relation similarity between ActorA and

ActorB depends on the semantic similarity between other instances which have relations to

ActorA and ActorB. Therefore, a similarity value between these two movies can be computed

and then, a rating prediction can be made.

3.2.2.3 Attribute Similarity

Attribute similarity (AS) is the third similarity measure that is used for calculating semantic

similarities in ontology-based metadata. Similar to the relation similarity, attribute similarity

between two instances depends on their attribute values.AS between instanceI i and instance

I j is the following.

AS(I i , I j) =































1, if I i = I j
∑

a∈PA

OA(I i , I j , a)

|PA|
, otherwise

(3.17)

PA represents the set of attributes that are attributes of bothUC(C(I i),Hc) andUC(C(I j),Hc).

OA(I i , I j , a) is the similarity between instancesI i and I j for attributea. Therefore, attribute

similarity between two instances is computed by calculating similarities for each attribute in

the setPA and taking average of these similarities.

Similar to the calculation ofOR(I i , I j , a), OA(I i , I j , a) is calculated by considering associated

literals of I i andI j with respect to the attributea. For example if the attribute isReleaseDate,

associated literals of two movies are years of the release dates of these movies in Movie

Ontology 5. Associated literal (Al) of In with respect to the attributeA is the following.

Al(A, In) =



















Lx, if Lx ∈ L̃ ∧ A(In, Lx)

∅, otherwise
(3.18)

The difference betweenAs andAl is that Al can contain at most one literal unlikeAs. The

reason of this difference is that the characteristics of the ontologies that are utilized inSEM-
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CBF. In ontologies that are used inSEMCBF, an instance can have at most one attribute value

(literal) with respect to an attribute. For instance, a movie can have more than one director,

on the other hand, a movie has at most one release date. Therefore, rather than calculating

similarity between two sets, similarity between attributevalues is focused in order to calculate

OA.

OA(I i , I j , a) =



































0, if (Al(A, I i) = ∅

∨Al(A, I j) = ∅)

LS IM(Li , L j , a), otherwise

(3.19)

Li = Al(a, I i) and L j = Al(a, I j ). In ontologoies that are used inSEMCBF, all attributes

(ReleaseDate, Runtime, Rating) represent numeric features of the items. Therefore, we have

to translate difference of numeric values to a similarity value that is between 0 and 1. For this

translation, maximum difference of a numeric attributeA (MDIF (A)) has to be defined.

MDIF (A) = max{(Li − L j) : A(I1, Li) ∧ A(I2, L j) ∧ I1, I2 ∈ Ĩ } (3.20)

Suppose that we want to find the maximum difference of the attributeRuntime. Maximum

difference, 260, is achieved by the shortest movie, which has an attribute value 20 forRuntime

attribute, and the longest movie, which has an attribute value 280 forRuntimeattribute. After

defining maximum difference of a numeric attribute, we can define the similarity (LS IM)

between attribute valueL1 and attribute valueL2 of an attributea.

LS IM(L1, L2, a) = 1−
|L1 − L2|

MDIF (a)
(3.21)

3.2.2.4 Similarity Between Sets

In order to calculate taxonomy similarity and relation similarity, we have to define the similar-

ity between sets of elements. Similarity between two sets depends on the similarities between

their elements and the similarity method used. Elements of these sets areconceptsfor taxon-

omy similarity andinstancesfor relation similarity calculation. Similarities between elements

areTSCs for taxonomy similarity andS Ss for relation similarity. InSEMCBF, six different
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methods can be used in order to find the similarity between twosets.

The first method (S S IM1) used for calculating the similarity between two sets is mentioned

in [52]. Similarity between setS1 and setS2 (S S IM1(S1,S2)) is the following.

S S IM1(S1,S2) =



























































∑

a∈S1
max{S IM(a, b)|b ∈ S2}

|S1|
, if |S1| ≥ |S2|

∑

a∈S2
max{S IM(a, b)|b ∈ S1}

|S2|
, otherwise

(3.22)

In S S IM1, after selecting the set with the greater size, for each element in the selected set, an

element which has the maximum similarity with the corresponding element is selected from

the other set. Then, the similarity between these two sets isthe average of these calculated

similarities between selected element pairs.

The method mentioned in [58] is the second method (S S IM2) used for calculating the simi-

larity between two sets of elements.

S S IM2(S1,S2) =

∑

a∈S1
max{S IM(a, b)|b ∈ S2} +

∑

b∈S2
max{S IM(b, a)|a ∈ S1}

|S1| + |S2|
(3.23)

In S S IM2, for each element of the two sets, an element which has the maximum similarity

with the corresponding element is selected from the other set. Then, the similarity between

these two sets is the average of these calculated similarities between selected element pairs.

The third method, which is used for calculating similarity between two sets, forms pairs of

elements by using these two sets [59]. Pairing of elements isdone by selecting two elements

a andb, whose similarity (S IM(a, b)) is maximum, from setsS1 andS2 respectively. Thena

andb are removed from their belonging sets. This pairing processis done until one of these

sets has no more elements.S S IM3(S1,S2) using element pairing is the following,

S S IM3(S1,S2) =

∑

(a,b)∈Pairs(S1,S2)
S IM(a, b)

max(|S1|, |S2|)
(3.24)

wherePairs(S1,S2) contains the pairs of elements that are formed by the aboveprocess.

43



The other methods used for calculating the similarity between two sets are based on the meth-

ods used for calculating the distance of pair of clusters in hierarchical clustering algorithms.

These methods are single-link, complete-link and average-link [60].

In the single-link hierarchical clustering, distance between two clusters is theminimumdis-

tance between the pairs of elements belong to these clusters. Since distance and similarity

are inversely proportional, similarity between two sets isthemaximumsimilarity between el-

ements from these sets. Similarity between two sets using single-link method (S S IMS) is the

following.

S S IMS(S1,S2) = max{S IM(a, b)|a ∈ S1∧ b ∈ S2} (3.25)

Complete-link hierarchical clustering is the opposite of single-link hierarchical clustering.

In the complete-link hierarchical clustering, distance between two clusters is themaximum

distance between the pairs of elements of these clusters. Therefore, we take theminimum

similarity between elements of two sets to determine the similarity between these sets using

complete-link method (S S IMC).

S S IMC(S1,S2) = min{S IM(a, b)|a ∈ S1∧ b ∈ S2} (3.26)

The last method used for calculating the similarity betweentwo sets is average-link. In the

average-link hierarchical clustering, distance between two clusters is theaverageof all dis-

tances between the pairs of elements of these clusters. By using this definition, similarity

between two sets using average-link method (S S IMA) can be calculated as follows.

S S IMA(S1,S2) =

∑

a∈S1

∑

b∈S2
S IM(a, b)

|S1||S2|
(3.27)

3.2.3 Rating Prediction

The last step ofSEMCBFis prediction of the unknown ratings in order to enhance user-item

rating matrix. In order to predict the unknown ratings,SEMCBFuses a prediction function

(PF), semantic similarities between items (S S) and collaborative-based user models which
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consist of ratings given by users, on a neighborhood-based method [22] [19]. In order to

compute a prediction for a user-item pair, two prediction functions can be used after selecting

a number of (k) most similar items (k nearest neighbors) to the item in the pair.

By using the first prediction function (pred1), the predicted rating of useru for item i can be

calculated by taking the average of the ratings given by the useru for Î which is the set ofk

most similar items toi (according to theS Ss) that have been rated by useru.

pred1u,i =
1
k

∑

í∈Î

ru,í (3.28)

By using the second prediction function (pred2), the predicted rating of useru for item i can

be calculated by taking the weighted average of the ratings given by the useru for Î which is

the set ofk most similar items toi that have been rated by useru. Weights of the ratings are

set according to the sematic similarities between items.

pred2u,i =
1

∑

í∈Î S S(i, í)

∑

í∈Î

S S(i, í)ru,í (3.29)

SEMCBFcreates enhanced user-item rating matrix by predicting allunknown user-item pairs.

In other words, the sparsity of user-item rating matrix is reduced. Additionally, new item

problem is avoided. Even if an item has no explicit rating given by any user in the system, by

usingSEMCBF, our approach predicts a rating given by every user for that item. Thus, a new

item which has no ratings given by any user in the system has a chance of being recommended.

3.3 Refinements ofSEMCBF

There are two refinements that are applied in order to improvethe quality ofSEMCBF’s rec-

ommendations. One of these refinements is excluding unnecessary attributes and relations

from recommendation process. The other refinement is determining feature-weights and uti-

lizing these weight values inSEMCBF.
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3.3.1 Feature Selection

Feature selection is a way of dimensionality reduction which is a process of finding low

dimensional representations for high-dimensional data [61]. The aim of a feature selection

method is to find thebest subsetof the input feature set [62]. Best subset refers to the set

of features that optimizes a given objective/criterion function. The size of the subset can

be predetermined or can be optimized by the feature selection method. In fact there are

optimal methods, e.g. exhaustive search, due to the computational constraints, we apply

Sequential Forward Selection (SFS) [63] which is a sub-optimal feature selection algorithm.

S FS starts from an empty set and at each iteration, adds a feature, which maximizes the

objective function, to the set. This process ends when the size of the subset reaches the

predetermined value or there are no more features remaining.

S FSis used for determining a sub-optimal subset of relations and attributes used inSEMCBF

in order to improve the performance ofSEMCBF. Therefore, relations and attributes consti-

tutes the features and any performance metric that is used for evaluating the performance of

recommendation systems can be used as the objective function. Additionally, the size of the

subset is not predetermined. Algorithm 1 computes theSFSused forSEMCBF.

Algorithm 1 Sequential Forward Selection for SEMCBF
Input: X — the set of relations and attributes of utilized ontology inS EMCBF

OF — evaluation function ofS EMCBFusing relations and attributes set as input

Output: S F — the set of selected relations and attributes∨ S F⊆ X

Y⇐ ∅

maxOF⇐ 0

while X , ∅ do

x⇐ argmaxx∈X[OF(Y + x)]

Y⇐ Y+ x

X⇐ X − x

if OF(Y) > maxOFthen

S F⇐ Y

end if

end while

In Algorithm 1, it is assumed that minimum value of the evaluation function is 0 and higher
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values of the function indicates better performance ofSEMCF. For each iteration, if the per-

formance ofSEMCBFusing new subset exceeds themaxOFthat keeps the value of the best

evaluation value of the previous subsets, selected subset is set to the new subset.

3.3.2 Feature Weighting

As mentioned in Section 3.2.2, two of the similarity measures used for calculating semantic

similarity between two instances are relation similarity and taxonomy similarity. Relation

similarity is calculated by considering similarities for each relation of these two instances’

relations and taking average of these similarities. In other words, every relation has the same

weight, same effect. It is also the same for calculation of the attribute similarity between two

instances. On the other hand, rather than using equal weights, determining these weights can

improve the quality of recommendations.

In SEMCBF, content-based user models are used for calculating the similarities between items

in the system. The reason for using content-based user models is to discover effects of each

feature to the preference of the users. For instance, some users considerwriter feature of the

movie is important more thandirector feature of the movie. For such users, when calculating

the similarities between items,SEMCBFgives more weight to the similarity of the relation

that representswriter feature than the similarity of the relation that representsdirector feature.

In order to determine the feature-weights, multiple criteria approach in [64] is used.

Every movie in the system is represented as a vector calledmovie feature vector(MFV). MFV

of the moviem is as follows.

MFVm = (( f1,1, ..., f1,k1), ..., ( fN,1, ..., fN,kN)) (3.30)

Each feature-value has an index number for its corresponding feature. This index number has

a range between 1 and the number of values belonging to the corresponding feature. And also

each feature has a number in the system. InMFV, fi, j represents the value with the indexj

of the featurei, ki represents the number of values for the featurei andN represents the total

number of features. For instance,languagefeature, which is the 4rd feature, has 76 values

such asTurkish, Danish, Englishetc., andTurkish is the 5th value for thelanguagefeature.

Then, if the language of a movie is not Turkish, thenf3,5 is set to 0. But if a movie has a
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feature-value that is represented byfi, j , fi, j is set a value that depends on the selected method.

We use three types of methods to setfi, j in MFV of a movie:

• De f ault

• Id f

• I f w

Simplest method used to construct aMFV is Default. In this method if a movie has a feature-

value that is represented byfi, j , then fi, j is set to 1. In the second method,inverse document

frequency(Idf ) of the feature-values, which is mentioned in [2], is used.Idf is defined as

follows,

Id f fi, j = log
M

mfi, j
(3.31)

whereM is the number of all movies andmfi, j is the number of movies that has a feature-value

that is represented byfi, j . If a movie has a feature-value that is represented byfi, j, then fi, j is

set toId f fi, j . Similarly, in the third method,fi, j is set toitem feature weight(Ifw) [65] of the

feature-value.Ifw is defined as follows,

I f w fi, j = log
M

mfi, j
× logki (3.32)

whereki is the number of values for featurei. Therefore, the importance of a feature-value is

proportional to the number of feature-values of its corresponding feature. After constructing

theMFVs of all movies in the system, in order to determine the users’preferences, for each

user, auser preference vector(UPV) is constructed.UPV of the useru is as follows.

UPVu = ((pr1,1, ..., pr1,k1), ..., (prN,1, ..., prN,kN)) (3.33)

pri, j represents the opinion of the corresponding user about the feature-value that is repre-

sented byfi, j. In order to constructUPV of a user,MFVs of the movies that has been rated

by the user and the rating values are used.
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UPVu =

∑

m∈M̂
0.2× ru,m × MFVm

|M̂|
(3.34)

M̂ is the set of movies that has been rated by the user, andru,m is the rating given by the user

u for the moviem. In the equation 3.34, 0.2 is used for transforming the rating value in range

1-5 to normalized rating value in range 0-1.

User weight vector (UWV) represents the opinion of a user about features by using weight

values. For a user, weight values of the features are obtained from the user’sUPV. UWV of

the useru is as follows,

UVWu = (w1,w2...,wN) (3.35)

wherewi = pri/
∑N

i=1 pri . wi represents the opinion of the corresponding user about the

featurei.

In order to find the value ofwi in UVW, we use two different methods to setpri :

• De f ault

• S tddev

UsingDefault method,pri is the biggest value of the values that represent the preference of

the user about feature-values of the featurei in the correspondingUPV. In the second method,

Stddev, pri is standard deviation of the values that represent the preference of the user about

feature-values of the featurei in the correspondingUPV.

After constructing theUWVs of all users in the system, in order to avoid scalability problem,

we apply clustering onUWVs for grouping users that have similarUWVs. In order to cluster

users, we applyK-MeansandExpectation Maximisationalgorithms separately by usingWeka

API [66]. One crucial point is that whenUWVs are clustered, the weights of thegenrefeature

are ignored. Because thegenrefeature is not represented by a relation or attribute in any of

the ontologies used.

Cluster weight vector (CWV) represents the opinion of the group of users in a cluster about
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features. Feature-weights of the clusters are calculated by theUWVs in the system.CWVof

the clusterClk is as follows,

CWVClk =

∑

u∈U(Clk)
UWVu

|U(Clk)|
(3.36)

whereU(Clk) is the users in clusterClk. Briefly, in order to determine the feature-weights of

a cluster, average of feature-weights of the users that belong to the cluster is computed.

So far, feature-weights, or in other words weights of relations and attributes of the clusters,

are determined. These feature-weights are used in relationand attribute similarity measures

of semantic similarity calculation. For each cluster, semantic similarities between instances

are calculated separately. In order to consider the different weights in different clusters, the

Equation 3.3 is changed into a new one.S Sbetween two instances for clusterClk is defined

as follows.

S SClk(I i , I j) =
aTS(I i , I j) + bRSClk(I i , I j) + cASClk(I i , I j)

a+ b+ c
(3.37)

RSClk(I i , I j), which represents relation similarity between instanceI i and instanceI j for cluster

Clk, is the following,

RSClk(I i , I j) =


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


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









1, if I i = I j
∑

p∈Pco−I

w(Clk, p)OR(I i , I j , p, IN)

∑

p∈Pco−I

w(Clk, p) +
∑

p∈Pco−O

w(Clk, p)
+

∑

p∈Pco−O

w(Clk, p)OR(I i , I j , p,OUT)

∑

p∈Pco−I

w(Clk, p) +
∑

p∈Pco−O

w(Clk, p)
, otherwise

(3.38)

wherew(Clk, p) is the weight value of the feature, which is represented by the relationp, in

CWVClk. Similarly, ASClk(I i , I j), which represents attribute similarity between instanceI i and

instanceI j for clusterClk, is the following:
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AS(I i , I j)Clk =


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
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1, if I i = I j
∑

a∈PA

w(Clk, a)OA(I i , I j , a)

∑

a∈PA

w(Cli , a)
, otherwise

(3.39)

wherew(Clk, a) is the weight value of the feature, which is represented by the attributea,

in CWVClk. After finding semantic similarities between instances foreach cluster, in order

to predict unknown ratings of user-item rating matrix, the last step ofSEMCBF is rating

prediction that is mentioned in Section 3.2.3. For the first prediction function (pred1), the

only difference in Equation 3.28 is the definition ofÎ . Since the semantic similarities between

items are calculated for each cluster, itemsÎ is the set ofk most similar items toi for the cluster

that useru belongs to. Similarly, for the second prediction function (pred2), the Equation 3.29

is changed into the following,

pred2u,i =
1

∑

í∈Î S SClk(i, í)

∑

í∈Î

S SClk(i, í)ru,í (3.40)

whereClk is the cluster that useru belongs to.

3.4 Collaborative Filtering

In fourth phase ofSEMCBCF, a neighborhood-based [22] collaborative filtering algorithm is

performed on enhanced user-item rating matrix and active user ratings vector which consists

of actual ratings given by the active user and the ratings predicted bySEMCBF.

The collaborative filtering algorithm first computes the similarity between the active user and

other users by using the enhanced user-item rating matrix. And then, a number of most similar

users called neighbors are selected. In order to calculate similarities between the active user

and other users, Pearson correlation coefficient [20] is used.

After computing similarities between the active user and other users by using enhanced user-

item rating matrix,nmost similar users, which are called n-nearest neighbors, are selected. An

unknown rating for a user-item pair in active user ratings vector is predicted by calculating the

adjusted weighted sum of the user’s n-nearest neighbors’ ratings for the item. The advantage

of using adjusted weighted sum is that it also considers difference of rating scales of the users.
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The weight of nearest neighbors depends on the similaritiesbetween users.

At the end of the recommendation process, the system recommends a number of unrated items

which have the highest predicted rating to the active user.

52



CHAPTER 4

EVALUATION AND RESULTS

This chapter presents the evaluation of the system. First, the data set used in experiments is

described. Then, evaluation metrics that are used to evaluate the system is explained. After

that, the results of the experiments are shown and discussed.

4.1 Data Set

The data set used in experiments is the MovieLens 100k data set [50] which is publicly avail-

able. This data set contains 100000 ratings that are collected from 943 users for 1682 movies.

The ratings in MovieLens 100k data set are on a scale of 1 to 5. 1indicates strongly dislike

and 5 indicates strongly like. Each user in this data set has rated at least 20 movies. This

data set contains some demographic information about the users (age, gender, occupation,

zip) and some information about the items/movies. The information about an item consists

of title, release date, IMDb URL andgenreof that item. IMDb URL is used for extracting

the content of a movie that is explained in Section 3.2.1.1. Additionally, rather than using

the genre information provided by this data set, genre information of each movie is extracted

from IMDb.

In order to apply 5-fold cross-validation, the disjoint test sets (20% of rating data) and their

corresponding training sets (80% of rating data) are provided in MovieLens 100k dataset.

Therefore, 100000 ratings are divided into 5 disjoint sets and each of these sets contains 20000

ratings. For each of these disjoint sets, experiments are performed using the remaining sets as

training data set and the selected set as test data set. And finally, the results are averaged.

MovieLens 100k data set has some inconsistencies. For some movies, IMDb URL of that
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movie is unavailable. For some different movieIDs in data set, the title andIMDb URL are

the same. In order to fix these inconsistencies, all movies inthis data set are processed. The

movies, whoseIMDb URLs are unavailable, are removed with corresponding rating data. For

duplicate movies, just one movie entity and its corresponding rating data are kept in the data

set. After processing the data set, disjoint sets that are used for 5-fold cross-validation contain

the following numbers of ratings:

• Set1 contains 19964 ratings.

• Set2 contains 19954 ratings.

• Set3 contains 19930 ratings.

• Set4 contains 19925 ratings.

• Set5 contains 19905 ratings.

4.2 Evaluation Metrics

In experiments, in order to evaluate the performance of the system, we use mean absolute

error (MAE) and F-Measure performance metrics that are mentioned in Section 2.3. In order

to use F-Measure performance metric, actual and predicted ratings below or equal 3 indicates

that the item is irrelevant and those above 3 indicates that the item is relevant.

4.3 Evaluation ofSEMCBF and SEMCBCF

The evaluation process consists of three phases. In the firstphase, in order to find the most

appropriate values ofSEMCBFparameters,SEMCBFis evaluated without considering the re-

finements (feature selection and feature weighting) mentioned in Section 3.3. In other words,

all users are grouped in only one cluster with equal feature-weight values. Therefore,CWVof

this cluster has the value of 1 for weight of each feature. In the second phase, the refinements

of SEMCBF, which are feature selection and feature weighting, are evaluated. In the third

phase, the performance ofSEMCBFandSEMCBFis compared with some other approaches

[7, 67, 1, 68, 11] in the literature.
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4.3.1 First Phase of Evaluation

The content-based filtering part ofSEMCBCF, named asSEMCBF, consists of some param-

eters as mentioned in Chapter 3. These parameters and their possible values are shown in

Table 4.1. The performance ofSEMCBF, therebySEMCBCF, depends on the values of these

parameters.

Table 4.1: Parameters and Possible Values ofSEMCBF

Parameter Possible Values
Movie Ontology 1
Movie Ontology 2

Ontology (O) Movie Ontology 3
Movie Ontology 4
Movie Ontology 5

Max. Recursive Depth (rd) 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10
Weight ofTS (a) 0, 0.1, 0.2, 0.3, ..., 1.0
Weight ofRS (b) 0, 0.1, 0.2, 0.3, ..., 1.0
Weight ofAS (c) 0, 0.1, 0.2, 0.3, ..., 1.0

TSCCM

Measure for Taxonomy TSCWu& Palmer

Similarity Between Concepts (TSC) TSCLin

TSCMclean

S S IM1, S S IM2,
S S IMMethod forTS (S S IMTS) S S IM3, S S IMS,

S S IMC, S S IMA

S S IM1, S S IM2,
S S IMMethod forRS (S S IMRS) S S IM3, S S IMS

S S IMC, S S IMA

Number of Nearest Neighbors (k) 5, 10, 15, 20, 30, 50, 100, 200
Prediction Function (PF) pred1, pred2

Because semantic similarity between two instances is computed by the weighted arithmetic

mean ofTS, RSandAS, the parametersa, b, c, satisfies the constraint (a+ b+ c) = 1 during

the evaluation process. For each parameter we try to find the most appropriate value. In order

to find the most appropriate value of a parameter,SEMCBFis evaluated for each of the values

of the corresponding parameter,k andO, while other parameters are set to selected constant

values from the possible values. For each analysis of parameters, the determined values of

the previously analyzed parameters are kept same. Therefore at the end of the first phase

of evaluation, for each of the ontologies, appropriate values of the parameters mentioned in
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Table 4.1 are determined. The experiments are conducted in order to analyze the parameters

in the following order:

1. PF

2. TSCandS S IMTS

3. S S IMRS

4. a, b andc

5. rd

4.3.1.1 Experiment forPF

After S Ss between items are computed in the system,PF parameter ofSEMCBFis used in

the rating prediction phase. In order to find the most appropriate value ofPF, parametersrd,

a, b, c, TSC, S S IMTS, S S IMRS are set to their initial values andSEMCBFis evaluated using

for each value ofk, O andPF. We call combination of the values of parameters,SEMCBF

configuration. Therefore, usingSEMCBFconfigurations shown in Table 4.2, the performance

of SEMCBFin MAE and F-Measure metrics is observed. The results of the experiment are

shown in Table 4.3.

Table 4.2:SEMCBFConfigurations of the Experiment forPF

O
Movie Movie Movie Movie Movie

Ontology 1 Ontology 2 Ontology 3 Ontology 4 Ontology 5
k All Values All Values All Values All Values All Values

PF All Values All Values All Values All Values All Values
TSC TSCCM TSCCM TSCCM TSCCM TSCCM

SSIMTS S S IM1 S S IM1 S S IM1 S S IM1 S S IM1

SSIMRS S S IM1 S S IM1 S S IM1 S S IM1 S S IM1

a 0.4 0.4 0.4 0.4 0.4
b 0.3 0.3 0.3 0.3 0.3
c 0.3 0.3 0.3 0.3 0.3

rd 1 1 1 1 1
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Table 4.3: Results of the Experiment forPF

Movie Ontology 1 Movie Ontology 2 Movie Ontology 3 Movie Ontology 4 Movie Ontology 5
MAE MAE MAE MAE MAE
PF PF PF PF PF

pred1 pred2 pred1 pred2 pred1 pred2 pred1 pred2 pred1 pred2
5 0.8076 0.8070 0.8003 0.7997 0.7871 0.7867 0.7923 0.7919 0.7865 0.7861

10 0.7907 0.7895 0.7845 0.7833 0.7725 0.7717 0.7770 0.7762 0.7725 0.7717
15 0.7896 0.7880 0.7834 0.7817 0.7725 0.7714 0.7767 0.7755 0.7734 0.7724

k 20 0.7916 0.7897 0.7860 0.7840 0.7750 0.7737 0.7793 0.7779 0.7760 0.7749
30 0.7978 0.7954 0.7925 0.7899 0.7820 0.7804 0.7858 0.7840 0.7832 0.7817
50 0.8071 0.8042 0.8027 0.7994 0.7941 0.7919 0.7971 0.7947 0.7960 0.7939

100 0.8219 0.8180 0.8192 0.8146 0.8147 0.8114 0.8161 0.8125 0.8160 0.8130
200 0.8326 0.8277 0.8317 0.8259 0.8305 0.8259 0.8307 0.8258 0.8311 0.8270

F-Measure F-Measure F-Measure F-Measure F-Measure
PF PF PF PF PF

pred1 pred2 pred1 pred2 pred1 pred2 pred1 pred2 pred1 pred2
5 0.7330 0.7360 0.7370 0.7397 0.7406 0.7422 0.7382 0.7404 0.7407 0.7426

10 0.7416 0.7419 0.7443 0.7443 0.7474 0.7475 0.7458 0.7459 0.7476 0.7477
15 0.7419 0.7419 0.7446 0.7448 0.7476 0.7477 0.7463 0.7463 0.7474 0.7475

k 20 0.7410 0.7414 0.7435 0.7435 0.7465 0.7467 0.7460 0.7461 0.7468 0.7469
30 0.7390 0.7394 0.7410 0.7417 0.7444 0.7449 0.7436 0.7438 0.7448 0.7452
50 0.7360 0.7371 0.7377 0.7383 0.7413 0.7416 0.7402 0.7406 0.7411 0.7415

100 0.7310 0.7322 0.7318 0.7329 0.7340 0.7348 0.7333 0.7342 0.7339 0.7345
200 0.7270 0.7285 0.7273 0.7292 0.7285 0.7301 0.7282 0.7297 0.7284 0.7299
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The results show that better performance in MAE and F-Measure metrics is achieved by

usingpred2for PF rather than usingpred1for PF. The reason ofpred2 gives better results

is that the ratings of more similar items have more effect on the rating prediction by using

a weighted sum. However, usingpred1, these similarities are not considered. Considering

these similarities in rating prediction step improves the performance ofSEMCBF.

Among five different ontologies used in this experiment, Movie Ontology 5 gives the best

result. In order to analyze the effect ofk to the performance ofSEMCBF, MAE and F-Measure

obtained fromSEMCBFusing Movie Ontology 5 and different values ofk are illustrated in

Figure 4.2. The vertical axes show MAE and F-Measure and the horizontal axes show the

values ofk. It can be seen that, performance ofSEMCBFin MAE and F-Measure initially

improves with the increase of the value ofk and then declines afterk = 10. Therefore, after

the point ofk = 10, additional neighbors of the corresponding item have negative effect on

rating prediction.
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Figure 4.1: Results of the Experiment forPF using Movie Ontology 5
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4.3.1.2 Experiment forTSCand S S IMTS

The valuepred2is determined as the most appropriate value ofPF in the previous experiment.

This value is used for the remaining evaluation phases. Similar to the previous experiment,

SEMCBFis evaluated using each of the values ofk, O, TSCandS S IMTS while the values of

other parameters remain constant.SEMCBFconfigurations that are used for this experiment

are shown in Table 4.4. The reason behind analyzing combination of TSC and S S IMTS

rather than analyzing them separately is that these two parameters are highly related to each

other while calculating semantic similarities between twoinstances in ontology. The results

of the experiment are shown in Table 4.5. These are the best results ofSEMCBFamong all

values ofk. For each ontology, the best MAE and F-Measure values are in bold in Table 4.5.

Table 4.4:SEMCBFConfigurations of the Experiment forTSCandS S IMTS

O
Movie Movie Movie Movie Movie

Ontology 1 Ontology 2 Ontology 3 Ontology 4 Ontology 5
k All Values All Values All Values All Values All Values

PF pred2 pred2 pred2 pred2 pred2
TSC All Values All Values All Values All Values All Values

SSIMTS All Values All Values All Values All Values All Values
SSIMRS S S IM1 S S IM1 S S IM1 S S IM1 S S IM1

a 0.4 0.4 0.4 0.4 0.4
b 0.3 0.3 0.3 0.3 0.3
c 0.3 0.3 0.3 0.3 0.3

rd 1 1 1 1 1
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Table 4.5: Results of the Experiment forTSCandS S IMTS

MAE F-Measure
Movie Ontology 1 Movie Ontology 1

SSIM1 SSIM2 SSIM3 SSIMS SSIMC SSIMA SSIM1 SSIM2 SSIM3 SSIMS SSIMC SSIMA
TSCCM 0.7880 0.7880 0.7997 0.7898 0.7920 0.7850 TSCCM 0.7419 0.7424 0.7377 0.7420 0.7430 0.7440

TSCWu& Palmer 0.8084 0.8107 0.8088 0.7921 0.7963 0.8070 TSCWu& Palmer 0.7344 0.7334 0.7345 0.7419 0.7419 0.7347
TSCMclean 0.8085 0.8108 0.8088 0.7921 0.7973 0.8073 TSCMclean 0.7344 0.7335 0.7344 0.7419 0.7420 0.7346

TSCLin 0.8087 0.8109 0.8088 0.7921 0.8016 0.8074 TSCLin 0.7344 0.7334 0.7344 0.7419 0.7400 0.7347
Movie Ontology 2 Movie Ontology 2

SSIM1 SSIM2 SSIM3 SSIMS SSIMC SSIMA SSIM1 SSIM2 SSIM3 SSIMS SSIMC SSIMA
TSCCM 0.7817 0.7823 0.7939 0.7835 0.7833 0.7787 TSCCM 0.7448 0.7444 0.7399 0.7450 0.7451 0.7460

TSCWu& Palmer 0.8024 0.8048 0.8026 0.7809 0.7813 0.7972 TSCWu& Palmer 0.7367 0.7354 0.7365 0.7462 0.7463 0.7381
TSCMclean 0.8009 0.8033 0.8011 0.7805 0.7805 0.7950 TSCMclean 0.7370 0.7358 0.7370 0.7465 0.7464 0.7390

TSCLin 0.8061 0.8082 0.8062 0.7851 0.7926 0.8029 TSCLin 0.7355 0.7345 0.7355 0.7445 0.7425 0.7365
Movie Ontology 3 Movie Ontology 3

SSIM1 SSIM2 SSIM3 SSIMS SSIMC SSIMA SSIM1 SSIM2 SSIM3 SSIMS SSIMC SSIMA
TSCCM 0.7714 0.7711 0.7814 0.7729 0.7740 0.7689 TSCCM 0.7477 0.7476 0.7438 0.7473 0.7475 0.7483

TSCWu& Palmer 0.7923 0.7948 0.7928 0.7666 0.7711 0.7820 TSCWu& Palmer 0.7398 0.7394 0.7400 0.7492 0.7485 0.7432
TSCMclean 0.7925 0.7948 0.7929 0.7671 0.7726 0.7823 TSCMclean 0.7399 0.7395 0.7402 0.7491 0.7480 0.7432

TSCLin 0.7927 0.7945 0.7927 0.7659 0.7747 0.7827 TSCLin 0.7401 0.7396 0.7401 0.7493 0.7480 0.7436
Movie Ontology 4 Movie Ontology 4

SSIM1 SSIM2 SSIM3 SSIMS SSIMC SSIMA SSIM1 SSIM2 SSIM3 SSIMS SSIMC SSIMA
TSCCM 0.7755 0.7745 0.7807 0.7731 0.7738 0.7703 TSCCM 0.7463 0.7471 0.7442 0.7472 0.7474 0.7479

TSCWu& Palmer 0.7962 0.7939 0.7940 0.7668 0.7721 0.7856 TSCWu& Palmer 0.7390 0.7394 0.7397 0.7491 0.7478 0.7424
TSCMclean 0.7951 0.7940 0.7933 0.7673 0.7735 0.7844 TSCMclean 0.7401 0.7398 0.7399 0.7489 0.7474 0.7427

TSCLin 0.7972 0.7937 0.7943 0.7662 0.7758 0.7863 TSCLin 0.7390 0.7399 0.7395 0.7491 0.7472 0.7424
Movie Ontology 5 Movie Ontology 5

SSIM1 SSIM2 SSIM3 SSIMS SSIMC SSIMA SSIM1 SSIM2 SSIM3 SSIMS SSIMC SSIMA
TSCCM 0.7717 0.7696 0.7845 0.7719 0.7766 0.7711 TSCCM 0.7477 0.7485 0.7428 0.7475 0.7469 0.7482

TSCWu& Palmer 0.7744 0.7701 0.8008 0.7658 0.7784 0.7704 TSCWu& Palmer 0.7470 0.7487 0.7380 0.7493 0.7464 0.7480
TSCMclean 0.7883 0.7845 0.7957 0.7670 0.7815 0.7795 TSCMclean 0.7421 0.7436 0.7389 0.7491 0.7449 0.7448

TSCLin 0.7943 0.7911 0.7941 0.7659 0.7816 0.7852 TSCLin 0.7402 0.7412 0.7397 0.7492 0.7448 0.7423
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The best result in MAE is obtained by usingTSCCM andS S IMA and the best result in F-

Measure is obtained by usingTSCMclean andS S IMS in Movie Ontology 2. These two per-

formance metrics are commonly used for evaluating recommendation systems. Therefore, in

the rest of the first phase of evaluation, the most appropriate values ofSEMCBFparameters

are found by considering MAE and F-Measure separately. The ontologies other than Movie

Ontology 2, using the sameTSC and S S IMTS pair yields best results both in MAE and

F-Measure.

As it can be seen from the results, differentTSCandS S IMTS values yield best results for

different ontologies. The reason of that is the characteristicsof the ontologies that are repre-

sentation of the features and hierarchy of the concepts. Forexample, the depth of the hierarchy

of descendants ofMovieconcept in Movie Ontology 5 is bigger than it is in Movie Ontology 3

and Movie Ontology 4. Additionally, this hierarchy in MovieOntology 5 is created using the

domain knowledge. When the values ofTSCparameter are considered,TSCLin gives the best

result for Movie Ontology 3 and Movie Ontology 4,TSCWu& Palmer gives the best result for

Movie Ontology 5. As mentioned in 3.2.1.3, the difference between Movie Ontology 2 and

Movie Ontology 3 is the representation ofrating, release dateand runtime features. When

these features are represented by attributes as in Movie Ontology 3 rather than relations and

corresponding concepts as in Movie Ontology 2,TSCLin andS S IMS give better results. Fur-

thermore, it can be generalized from the results that, in order to calculate taxonomy similarity

between two instances, taking the maximum similarity between the corresponding concepts

of these instances, which is theS S IMS method, provides better results. For instance, MovieA

is an action and thriller movie, MovieB is an horror and thriller movie. Taxonomy similar-

ity between MovieA and MovieB is calculated regardless of consideringAction andHorror

concepts because both MovieA and MovieB are instances-ofThriller concept.

4.3.1.3 Experiment forS S IMRS

In order to find the most appropriate value ofS S S IMRS for each ontology, each of the values

of k, O andS S S IMRS are used for evaluatingSEMCBFwhile the values of other parameters

remain constant. The determined values ofPF, TSCandS S IMTS in previous experiments

are used in this experiment. In order to obtain best results in MAE and F-Measure using

Movie Ontology 2, differentTSCandS S IMTS values are determined as appropriate in the
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previous experiment. Therefore, beginning from this experiment, in order to obtain best MAE

and F-Measure, the experiments are separated into two branches. SEMCBFconfigurations

that are used for MAE branch of this experiment are shown in Table 4.6. Similarly,SEMCBF

configurations that are used for F-Measure branch of this experiment are shown in Table 4.7.

It can be seen from the Tables 4.6 and 4.7,SEMCBFconfigurations of MAE and F-Measure

branches differs from each other for Movie Ontology 2. Best results among all values ofk are

shown in Table 4.8. For each ontology, the best MAE and F-Measure values are in bold.

Table 4.6:SEMCBFConfigurations of MAE Branch of the Experiment forS S IMRS

O
Movie Movie Movie Movie Movie

Ontology 1 Ontology 2 Ontology 3 Ontology 4 Ontology 5
k All Values All Values All Values All Values All Values

PF pred2 pred2 pred2 pred2 pred2
TSC TSCCM TSCCM TSCLin TSCLin TSCWu& Palmer

SSIMTS S S IMA S S IMA S S IMS S S IMS S S IMS

SSIMRS All Values All Values All Values All Values All Values
a 0.4 0.4 0.4 0.4 0.4
b 0.3 0.3 0.3 0.3 0.3
c 0.3 0.3 0.3 0.3 0.3

rd 1 1 1 1 1

Table 4.7:SEMCBFConfigurations of F-Measure Branch of the Experiment forS S IMRS

O
Movie Movie Movie Movie Movie

Ontology 1 Ontology 2 Ontology 3 Ontology 4 Ontology 5
k All Values All Values All Values All Values All Values

PF pred2 pred2 pred2 pred2 pred2
TSC TSCCM TSCMclean TSCLin TSCLin TSCWu& Palmer

SSIMTS S S IMA S S IMS S S IMS S S IMS S S IMS

SSIMRS All Values All Values All Values All Values All Values
a 0.4 0.4 0.4 0.4 0.4
b 0.3 0.3 0.3 0.3 0.3
c 0.3 0.3 0.3 0.3 0.3

rd 1 1 1 1 1

The results in MAE show that, best results are obtained by using S S IMS for S S IMRS in all

of the ontologies. In addition, for Movie Ontology 1 and Movie Ontology 5,SEMCBFgives

the best result in F-Measure usingS S IMS for S S IMRS. When the ontologies other than

Movie Ontology 1 and Movie Ontology 5 are considered,SEMCBFgives the best result in F-

Measure usingS S IM2 for S S IMRS. From these results it can be generalized that, in order to
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Table 4.8: Results of the Experiment forS S IMRS

MAE
SSIM1 SSIM2 SSIM3 SSIMS SSIMC SSIMA

Movie Ontology 1 0.7850 0.7844 0.7856 0.7827 0.7897 0.7869
Movie Ontology 2 0.7787 0.7781 0.7797 0.7764 0.7827 0.7805
Movie Ontology 3 0.7659 0.7648 0.7726 0.7643 0.7708 0.7675
Movie Ontology 4 0.7662 0.7651 0.7730 0.7646 0.7712 0.7678
Movie Ontology 5 0.7658 0.7648 0.7718 0.7641 0.7711 0.7672

F-Measure
SSIM1 SSIM2 SSIM3 SSIMS SSIMC SSIMA

Movie Ontology 1 0.7440 0.7440 0.7432 0.7445 0.7420 0.7430
Movie Ontology 2 0.7465 0.7466 0.7456 0.7461 0.7447 0.7461
Movie Ontology 3 0.7493 0.7496 0.7477 0.7495 0.7481 0.7488
Movie Ontology 4 0.7491 0.7495 0.7476 0.7494 0.7480 0.7487
Movie Ontology 5 0.7493 0.7495 0.7477 0.7498 0.7483 0.7493

calculate relation similarity between two instances, taking the maximum similarity (S S IMS)

between the instances that are the feature-values of the corresponding movies provides bet-

ter results. For example, ActorA, ActorB and ActorC are associated instances of instance

MovieX with respect to the relationhasCastand directionOUT, ActorA, ActorD and ActorE

are associated instances of instance MovieY with respect tothe relationhasCastand direction

OUT. The similarity for relationhasCastand directionOUT between MovieX and MovieY

usingS S IMS for S S IMRS is 1 because ActorA appears in both sets of associated instances.

4.3.1.4 Experiment fora, b and c

This experiment is conducted in order to determine the appropriate weight values ofTS, RS

andAS measures (a, b, c) that are mentioned in Section 3.2.2. In this experiment,SEMCBF

is evaluated by setting thea, b andc parameters to interval [0,1] with one decimal place under

the constraint ofa+ b+ c = 1. The determined values of parameters in previous experiments

are used and remaining parameter,rd, has a value of 1. As mentioned in Section 3.2.1.3, in

Movie Ontology 1 and Movie Ontology 2, attributes are not used in order to represent features

of the movies. In these ontologiesAS between instances is always 0. However, in Equation

3.3, the weight of attribute similarity is used in order to calculateS Sof items. Therefore, in

this experiment, weight ofAS is also considered for Movie Ontology 1 and Movie Ontology

2. Similar to the previous experiment, this experiment is separated into two branches in order
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to obtain best results in MAE and F-Measure separately.SEMCBFconfigurations that are

used for MAE branch and F-Measure branch of this experiment are shown in Table 4.9 and

Table 4.10 respectively. Best results among all values ofk, a, b andc are shown in Table 4.11.

Table 4.9:SEMCBFConfigurations of MAE Branch of the Experiment fora, b andc

O
Movie Movie Movie Movie Movie

Ontology 1 Ontology 2 Ontology 3 Ontology 4 Ontology 5
k All Values All Values All Values All Values All Values

PF pred2 pred2 pred2 pred2 pred2
TSC TSCCM TSCCM TSCLin TSCLin TSCWu& Palmer

SSIMTS S S IMA S S IMA S S IMS S S IMS S S IMS

SSIMRS S S IMS S S IMS S S IMS S S IMS S S IMS

a All Values All Values All Values All Values All Values
b All Values All Values All Values All Values All Values
c All Values All Values All Values All Values All Values

rd 1 1 1 1 1

Table 4.10:SEMCBFConfigurations of F-Measure Branch of the Experiment fora, b andc

O
Movie Movie Movie Movie Movie

Ontology 1 Ontology 2 Ontology 3 Ontology 4 Ontology 5
k All Values All Values All Values All Values All Values

PF pred2 pred2 pred2 pred2 pred2
TSC TSCCM TSCMclean TSCLin TSCLin TSCWu& Palmer

SSIMTS S S IMA S S IMS S S IMS S S IMS S S IMS

SSIMRS S S IMS S S IM2 S S IM2 S S IM2 S S IMS

a All Values All Values All Values All Values All Values
b All Values All Values All Values All Values All Values
c All Values All Values All Values All Values All Values

rd 1 1 1 1 1

Best results in MAE and F-Measure using Movie Ontology 3, Movie Ontology 4 and Movie

Ontology 5 are obtained by using a configuration in which the values ofa andb are the same

andc is higher than these values. Therefore,TS andRS have equal effects andAS has the

most effect on finding the similarities between items accurately. For Movie Ontology 1 and

Movie Ontology 2, it can be generalized from the results that, RS has more effect on finding

the similarities between items accurately thanTS has.
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Table 4.11: Results of the Experiment fora, b andc

MAE
a b c MAE

Movie Ontology 1 0.1 0.4 0.5 0.7795
Movie Ontology 2 0.4 0.6 0 0.7726
Movie Ontology 3 0.1 0.1 0.8 0.7582
Movie Ontology 4 0.1 0.1 0.8 0.7574
Movie Ontology 5 0.1 0.1 0.8 0.7564

F-Measure
a b c F-Measure

Movie Ontology 1 0.3 0.3 0.4 0.7455
Movie Ontology 2 0.4 0.5 0.1 0.7479
Movie Ontology 3 0.1 0.1 0.8 0.7522
Movie Ontology 4 0.1 0.1 0.8 0.7525
Movie Ontology 5 0.2 0.2 0.6 0.7525

4.3.1.5 Experiment forrd

As mentioned in Section 3.2.2,RS is a measure that is used for calculatingS Ss between

items. In order to calculateRS between two instance,S Sbetween associated instances are

used. Consequently,rd parameter is used for preventing infinite cycles when calculating

S Ss between instances in ontology. In order to find the most appropriate value ofrd for

each ontology, each of the values ofk, O and rd are used for evaluatingSEMCBFwhile

the values of other parameters remain constant. The determined values of the parameters in

previous experiments are kept same in this experiment. Similar to the previous experiments,

this experiment is separated into two branches in order to obtain best results in MAE and

F-Measure separately.SEMCBFconfigurations that are used for MAE branch and F-Measure

branch of this experiment are shown in Table 4.12 and Table 4.13 respectively. Best results in

MAE are obtained by usingk = 15 and best results in F-Measure are obtained by usingk =

10 among all possible values ofk. These results are shown in Table 4.14. For each ontology,

the best MAE and F-Measure values are in bold.

Among five different ontologies used in this experiment, Movie Ontology 5 gives the best

result in MAE, Movie Ontology 4 and Movie Ontology 5 give the best result in F-Measure.

In order to analyze the effect of rd to the performance ofSEMCBF, MAE and F-Measure

obtained fromSEMCBFusing Movie Ontology 5 and different values ofrd are illustrated in
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Table 4.12:SEMCBFConfigurations of MAE Branch of the Experiment forrd

O
Movie Movie Movie Movie Movie

Ontology 1 Ontology 2 Ontology 3 Ontology 4 Ontology 5
k All Values All Values All Values All Values All Values

PF pred2 pred2 pred2 pred2 pred2
TSC TSCCM TSCCM TSCLin TSCLin TSCWu& Palmer

SSIMTS S S IMA S S IMA S S IMS S S IMS S S IMS

SSIMRS S S IMS S S IMS S S IMS S S IMS S S IMS

a 0.1 0.4 0.1 0.1 0.1
b 0.4 0.6 0.1 0.1 0.1
c 0.5 0 0.8 0.8 0.8

rd All Values All Values All Values All Values All Values

Table 4.13:SEMCBFConfigurations of F-Measure Branch of the Experiment forrd

O
Movie Movie Movie Movie Movie

Ontology 1 Ontology 2 Ontology 3 Ontology 4 Ontology 5
k All Values All Values All Values All Values All Values

PF pred2 pred2 pred2 pred2 pred2
TSC TSCCM TSCMclean TSCLin TSCLin TSCWu& Palmer

SSIMTS S S IMA S S IMS S S IMS S S IMS S S IMS

SSIMRS S S IMS S S IM2 S S IM2 S S IM2 S S IMS

a 0.3 0.4 0.1 0.1 0.2
b 0.3 0.5 0.1 0.1 0.2
c 0.4 0.1 0.8 0.8 0.6

rd All Values All Values All Values All Values All Values

Figure 4.2. In Figure 4.2(a), MAE ofSEMCBFis obtained by usingk = 15, in Figure 4.2(b),

F-Measure ofSEMCBFis obtained by usingk = 10. As it can be seen from these figures,

the performance ofSEMCBFimproves with the increase of the value ofrd and remains al-

most constant after a value ofrd. The reason is that higher values ofrd hardly effect the

performance ofSEMCBFbecause of the nature of recursion.

4.3.2 Second Phase of Evaluation

After determining the appropriate values ofSEMCBFparameters, the refinements ofSEM-

CBF, which are mentioned in Section 3.3, are evaluated in the second phase of evaluation. At

the end of the first phase of evaluation, Movie Ontology 5 is selected as the ontology that per-

formed best among the other ontologies. Additionally, for the evaluation metric, F-Measure
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Table 4.14: Results of the Experiment forrd

MAE ( k = 15)
Movie Movie Movie Movie Movie

Ontology 1 Ontology 2 Ontology 3 Ontology 4 Ontology 5
0 0.8274 0.8274 0.7601 0.7594 0.7589
1 0.7795 0.7726 0.7582 0.7574 0.7572
2 0.7779 0.7751 0.7578 0.757 0.7568
3 0.7772 0.773 0.7579 0.7571 0.7567
4 0.7774 0.7737 0.7579 0.7571 0.7568

rd 5 0.7774 0.7737 0.7579 0.7571 0.7568
6 0.7773 0.7736 0.7579 0.7571 0.7568
7 0.7773 0.7737 0.7579 0.7571 0.7568
8 0.7773 0.7737 0.7579 0.7571 0.7568
9 0.7773 0.7737 0.7579 0.7571 0.7568

10 0.7773 0.7738 0.7579 0.7571 0.7568
F-Measure (k = 10)

Movie Movie Movie Movie Movie
Ontology 1 Ontology 2 Ontology 3 Ontology 4 Ontology 5

0 0.7234 0.7152 0.7504 0.7506 0.7510
1 0.7450 0.7479 0.7522 0.7525 0.7525
2 0.7455 0.7482 0.7523 0.7525 0.7523
3 0.7456 0.7486 0.7523 0.7525 0.7524
4 0.7456 0.7484 0.7523 0.7525 0.7524

rd 5 0.7456 0.7485 0.7523 0.7525 0.7523
6 0.7456 0.7485 0.7523 0.7525 0.7523
7 0.7456 0.7485 0.7523 0.7525 0.7523
8 0.7456 0.7484 0.7523 0.7525 0.7523
9 0.7457 0.7484 0.7523 0.7525 0.7523

10 0.7457 0.7484 0.7523 0.7525 0.7523

is used in this evaluation phase. Therefore, in this phase ofevaluation, in order to evaluate the

performance ofSEMCBF, Movie Ontology 5 and the determined values of the parameters for

F-Measure branch is used. The experiments are conducted in order to analyze the refinements

in the following order:

1. Feature Selection

2. Feature Weighting
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Figure 4.2: Results of the Experiment forrd using Movie Ontology 5

4.3.2.1 Experiment for Feature Selection

We apply a feature selection algorithm,sequential forward selection (SFS)[63], in order to

find a subset of features that improves the F-Measure ofSEMCBF. As mentioned in Section

3.3.1, by applying SFS, we can determine unnecessary attributes and relations in ontology.

Therefore, these unnecessary attributes/relations can be removed from the recommendation

process to improve the performance ofSEMCBF. In Figure 4.3, horizontal axis shows the

selected relation/attribute that represent a feature and vertical axis shows the performance

of SEMCBFin F-Measure for each iteration. Table 4.15 shows the exact F-Measure values

obtained fromSEMCBFat each iteration.

As it can be seen from Table 4.15, the best F-Measure value is obtained at the end of 6th

iteration. This result shows that excludingRuntimeattribute,hasColorValuerelation andhas-
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Table 4.15: Result of the Experiment for SFS

Iteration Selected Relation/Attribute F-Measure
1 Rating 0.7512
2 hasDirector 0.7518
3 hasLanguage 0.7520
4 ReleaseDate 0.7521
5 hasWriter 0.7519
6 hasCountry 0.7529
7 hasCast 0.7527
8 Runtime 0.7526
9 hasColorValue 0.7525
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Figure 4.3: Selected Relation/Attribute vs. F-Measure

Castrelation from the Movie Ontology 5, in other words removing from semantic similarity

calculation, improves the F-Measure ofSEMCBF. The relations and attributes selected from

the beginning to the 6th iteration are used in the later evaluations.

4.3.2.2 Experiment for Feature Weighting

This experiment is conducted in order to determine the appropriate values of the parameters

that are mentioned in Section 3.3.2. These parameters areMFV, UWV and the algorithm

used for clusteringUWVs of users. At first, methods forMFV andUWV are determined.

For this process, for each pair of methods forMFV andUWV, SEMCBFis evaluated using

the corresponding pair and each of the values ofk. Additionally, all users are grouped into

only one cluster while analyzing methods forMFV andUWV. The values of other param-

eters, which are determined in the previous experiments, remain constant. The results of the
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experiment forMFV andUWV are shown in Table 4.16. For each combination ofMFV and

UWV, the best F-Measure value is shown in bold.

Table 4.16: Results of the Experiment forMFV andUWV

k MFV UWV F-Measure k MFV UWV F-Measure
5 Default Default 0.7471 5 Default Stddev 0.7476

10 Default Default 0.7521 10 Default Stddev 0.7525
15 Default Default 0.7522 15 Default Stddev 0.7521
20 Default Default 0.7507 20 Default Stddev 0.7510
30 Default Default 0.7491 30 Default Stddev 0.7495
50 Default Default 0.7450 50 Default Stddev 0.7458

100 Default Default 0.7374 100 Default Stddev 0.7380
200 Default Default 0.7312 200 Default Stddev 0.7314

5 Idf Default 0.7484 5 Idf Stddev 0.7482
10 Idf Default 0.7530 10 Idf Stddev 0.7530
15 Idf Default 0.7526 15 Idf Stddev 0.7526
20 Idf Default 0.7509 20 Idf Stddev 0.7515
30 Idf Default 0.7492 30 Idf Stddev 0.7497
50 Idf Default 0.7453 50 Idf Stddev 0.7456

100 Idf Default 0.7375 100 Idf Stddev 0.7379
200 Idf Default 0.7311 200 Idf Stddev 0.7314

5 Ifw Default 0.7481 5 Ifw Stddev 0.7482
10 Ifw Default 0.7527 10 Ifw Stddev 0.7528
15 Ifw Default 0.7515 15 Ifw Stddev 0.7524
20 Ifw Default 0.7503 20 Ifw Stddev 0.7510
30 Ifw Default 0.7481 30 Ifw Stddev 0.7492
50 Ifw Default 0.7444 50 Ifw Stddev 0.7453

100 Ifw Default 0.7365 100 Ifw Stddev 0.7374
200 Ifw Default 0.7302 200 Ifw Stddev 0.7311

The results show that, forMFV, usingIdf method rather than usingDefault or Ifw methods

gives better results. Therefore, in order to generateMFV for each movie in the system, using

Idf values of the feature-values are determined as appropriate. Similarly, for UWV, using

Stddevmethod rather than usingDefault gives better or same results. It can be said that it

gives better result using standard deviation of the values,which represent the preference of

the user about feature-values of a feature, inUPV than using the biggest value of the values,

which represent the preference of the user about feature-values of a feature, inUPV as the

weight of the corresponding feature. As a result,Idf andStddevmethods are determined as

appropriate forMFV andUWV, respectively.
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After determining the appropriate methods forMFV andUWV, the next experiment is con-

ducted in order to analyze the clustering algorithm that is applied toUWVs in the system.

For this step,SEMCBFis evaluated using clustering algorithms, K-Means and Expectation

Maximisation (EM), separately with each of the values ofk. When using K-Means clustering

algorithm,number of clustersparameter is set to 15. The determined values of other param-

eters remain constant. The results of the experiment forUWV clusteringare shown in Table

4.17. For each clustering algorithm, the best F-Measure value is in bold.

Table 4.17: Results of the Experiment forUWV Clustering

k Algorithm F-Measure
5 EM 0.7487

10 EM 0.7532
15 EM 0.7525
20 EM 0.7515
30 EM 0.7498
50 EM 0.7462

100 EM 0.7382
200 EM 0.7316

5 K-Means 0.7484
10 K-Means 0.7531
15 K-Means 0.7526
20 K-Means 0.7515
30 K-Means 0.7499
50 K-Means 0.7462

100 K-Means 0.7382
200 K-Means 0.7316

It can be seen from the Table 4.17 that, the results of both EM and K-Means algorithms

are nearly same. One of the possible reasons for these results is that these two clustering

algorithms produce nearly same clusters. The other possible reason is that theUWVs of all

users are very similar to each other. Thus, even the producedclusters for EM and K-Means

algorithms are different, theCWVs of these clusters are very similar. Although the results of

these two algorithms are nearly same, EM algorithm is determined forUWV clustering.

At the end of the second phase of the evaluation, the determined values of parameters of

SEMCBFthat gives the best result in F-Measure metric are shown in Table 4.18.
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Table 4.18: Determined Values of Parameters

Parameter Determined Value(s)
O Movie Ontology 5
rd 1
a 0.2
b 0.2
c 0.6

TSCmethod TSCWu& Palmer

S S IMTS method S S IMS

S S IMRS method S S IMS

k 10
PF pred2

Relations used hasDirector, hasLanguage, hasWriter, hasCountry
Attributes used Rating, Runtime
MFV method Id f
UWV method S tddev

Clustering Algorithm EM

4.3.3 Third Phase of Evaluation

SEMCBFis used for enhancing user-item rating matrix in the proposed approach calledSEM-

CBCF. Therefore, the performance ofSEMCBCFis dependent to the performance ofSEM-

CBF. Because of that, in the third phase of the evaluation, both the performance ofSEMCBF

andSEMCBCFare compared with some other approaches. Table 4.19 gives precision, recall

and F-Measure metrics ofSEMCBF, SEMCBCFand some approaches [7, 67, 1, 68, 11].

Table 4.19: Comparison ofSEMCBFandSEMCBCFwith Other Approaches

Approach Precision (%) Recall (%) F-Measure (%)
MovieLens 66 74 69.8

MovieMagician Feature-Based 61 75 67.3
MovieMagician Clique-Based 74 73 73.5

MovieMagician Hybrid 73 56 63.4
OPENMORE 62 91.7 74.1
ReMovender 72 78 74.9

CBCF 60 95.2 73.6
SEMCBF 63.7 92.2 75.3

SEMCBCF 63.8 93.1 75.7

Movielens [7] uses collaborative filtering approach. MovieMagician [67] is a hybrid recom-

mender that uses kinds, actors and directors as features of amovie. OPENMORE [1] is a
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content-based recommender based on fine-tuning the constructed user models. ReMovender

[68] is a content-based recommender that is empowered by collaborative missing data pre-

diction. Additionally,CBCF [11], which is a hybrid recommender that uses Naive Bayesian

classifier as a content-based predictor to enhance user-item rating matrix, is implemented us-

ing the same dataset to make a fair comparison. Number of nearest neighbors are set to 30 as

mentioned in [11] for collaborative filtering parts of bothSEMCBCFandCBCF. It can be seen

from the Table 4.19 thatSEMCBFandSEMCBCFoutperform these approaches according to

F-Measure metric.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

This thesis presents an ontology-based hybrid approach, which uses both content-based and

collaborative filtering, in order to overcome the sparsity and new item problems of collabora-

tive filtering. The proposed approach (SEMCBCF) is based on content-boosted collaborative

filtering presented in [11].SEMCBCFfirst uses content-based filtering to enhance the user-

item rating matrix, then performs collaborative filtering using this enhanced user-item rating

matrix.

The contribution of our approach is that it uses content-based user models and semantic sim-

ilarity measure on ontology-based metadata to calculate the similarities between items in

content-based filtering. The content-based part ofSEMCBCF, SEMCBF, utilizes content-

based user models to obtain the feature-weights that represent the opinion of the users on the

features. According to these user models, users are clustered and for each cluster,SEMCBF

finds semantic similarities between items by using feature-weights of the corresponding clus-

ter and ontology-based metadata. After finding the similarities between items for each cluster,

user-item rating matrix is enhanced according to the similarities between items that are calcu-

lated for the active user’s cluster and active user’s explicit ratings (active user’s collaborative-

based model). At the last step, collaborative filtering is performed on the enhanced user-item

rating matrix to compute predictions. Our hypothesis was that using semantic similarity mea-

sures rather than naive Bayesian classifier [41], which is used in [11], will improve the quality

of recommendations.

In the evaluation phase, first,SEMCBFwas fine-tuned by determining the values of its pa-

rameters, methods for creating user models and clustering algorithm. Additionally, a feature

selection algorithm was applied for determining the relations and attributes that are redundant.
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Then, using the determined values and features,SEMCBFandSEMCBCFwere evaluated.

The results showed thatSEMCBFandSEMCBCFoutperform content-boosted collaborative

filtering presented in [11].

Among five different ontologies, Movie Ontology 5 gives the best result in the evaluation

phase. The first reason Movie Ontology 5 gives the best resultis that the numeric features

are represented as attributes in Movie Ontology 5. Therefore, by considering the attribute

similarity between movie instances, more accurate similarity values are found. The second

reason is that the hierarchy of concepts, which represents the feature-values of thegenre

feature, is generated by the help of a group of Radio-Television and Cinema students. Using

the domain knowledge to generate the hierarchy of concepts,taxonomy similarity between

movie instances becomes more accurate.

The results obtained in evaluation phase show that the characteristics of the ontology, such as

the hierarchy of concepts, representation of the features significantly effect the performance

of SEMCBF. For further research, generating a more detailed ontologycan be focused to

improve the performance ofSEMCBF.

SEMCBFconsists of many parameters and these parameters have many possible values. In

the evaluation phase, most of theSEMCBFparameters are evaluated individually. As a fu-

ture work, the cross-dependencies between these parameters can be analyzed and evaluated.

Additionally, the values and algorithms that are not evaluated in this thesis can be evaluated.

For instance, in order to determine the feature-weights, some other user modeling algorithms

can be used rather than the multiple criteria approach whichis used in [64]. Also, some other

alternatives for clustering and feature selection algorithm can be evaluated.

In addition, SEMCBCFcan be applied to another domain such as music recommendation

for further research. Using the features of music domain andthe feature-values of songs, a

music ontology can be generated.SEMCBCFcan utilize the generated music ontology, the

feature-values of items and the user-item rating matrix in order to generate recommendations.
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[14] M. Balabanović and Y. Shoham, “Fab: content-based, collaborative recommendation,”
Communications of the ACM, vol. 40, pp. 66–72, March 1997.

[15] L. Candillier, K. Jack, F. Fessant, and F. Meyer,State-of-the-Art Recommender Systems,
pp. 1–22. IGI Global, 2009.

[16] D. Goldberg, D. Nichols, B. M. Oki, and D. Terry, “Using collaborative filtering to
weave an information tapestry,”Communications of the ACM, vol. 35, pp. 61–70, De-
cember 1992.

[17] P. Resnick and H. R. Varian, “Recommender systems,”Communications of the ACM,
vol. 40, pp. 56–58, March 1997.

76



[18] J. S. Breese, D. Heckerman, and C. M. Kadie, “Empirical analysis of predictive al-
gorithms for collaborative filtering,” inProceedings of the 14th Conference on Uncer-
tainty in Artificial Intelligence (UAI-98), (San Francisco), pp. 43–52, Morgan Kauf-
mann, 1998.

[19] B. Sarwar, G. Karypis, J. Konstan, and J. Reidl, “Item-based collaborative filtering
recommendation algorithms,” inProceedings of the 10th International Conference on
World Wide Web, WWW ’01, (New York, NY, USA), pp. 285–295, ACM, 2001.

[20] P. Resnick, N. Iacovou, M. Suchak, P. Bergstrom, and J. Riedl, “Grouplens: an open
architecture for collaborative filtering of netnews,” inProceedings of the 1994 ACM
conference on Computer Supported Cooperative Work, CSCW ’94, (New York, NY,
USA), pp. 175–186, ACM, 1994.

[21] U. Shardanand and P. Maes, “Social information filtering: algorithms for automating
“word of mouth”,” in Proceedings of the SIGCHI conference on Human Factors in
Computing Systems, CHI ’95, pp. 210–217, ACM Press/Addison-Wesley Publishing
Co., 1995.

[22] J. L. Herlocker, J. A. Konstan, A. Borchers, and J. Riedl, “An algorithmic framework
for performing collaborative filtering,” inProceedings of the 22nd annual international
ACM SIGIR conference on Research and Development in Information Retrieval, SIGIR
’99, (New York, NY, USA), pp. 230–237, ACM, 1999.

[23] D. Almazro, G. Shahatah, L. Albdulkarim, M. Kherees, R.Martinez, and W. Nzoukou,
“A survey paper on recommender systems,”CoRR, vol. abs/1006.5278, 2010.

[24] L. Ungar and D. Foster, “Clustering methods for collaborative filtering,” inProceedings
of the Workshop on Recommendation Systems, AAAI Press, Menlo Park California,
1998.

[25] S. H. S. Chee, J. Han, and K. Wang, “Rectree: An efficient collaborative filtering
method,” inProceedings of the 3rd International Conference on Data Warehousing and
Knowledge Discovery, DaWaK ’01, (London, UK), pp. 141–151, Springer-Verlag, 2001.

[26] K. Miyahara and M. J. Pazzani, “Collaborative filteringwith the simple bayesian classi-
fier,” in Proceedings of the 6th Pacific Rim International Conferenceon Artificial Intel-
ligence, PRICAI’00, (Berlin, Heidelberg), pp. 679–689, Springer-Verlag, 2000.

[27] X. Su and T. M. Khoshgoftaar, “Collaborative filtering for multi-class data using belief
nets algorithms,” inProceedings of the 18th IEEE International Conference on Tools
with Artificial Intelligence, ICTAI ’06, (Washington, DC, USA), pp. 497–504, IEEE
Computer Society, 2006.

[28] T. Hofmann, “Latent semantic models for collaborativefiltering,” ACM Transactions on
Information Systems (TOIS), vol. 22, pp. 89–115, January 2004.

[29] “Do you have any recommendations? an introduction to recommender systems.” http:
//www.cdlib.org/services/uxdesign/docs/2005/recSystemIntro2005.pdf, last visited on
August 2011.

[30] P. Melville and V. Sindhwani, “Recommender systems,” in Encyclopedia of Machine
Learning(C. Sammut and G. I. Webb, eds.), pp. 829–838, Springer, 2010.

77



[31] R. V. Meteren and M. V. Someren, “Using content-based filtering for recommendation,”
in Proceedings of ECML/MLNET Workshop on Machine Learning and the New Infor-
mation Age, vol. 4203/2006, pp. 47–56, Citeseer, 2000.

[32] G. Salton,Automatic text processing: the transformation, analysis,and retrieval of in-
formation by computer. Boston, MA, USA: Addison-Wesley Longman Publishing Co.,
Inc., 1989.

[33] M. J. Pazzani and D. Billsus, “Content-based recommendation systems,” inThe adaptive
web, pp. 325–341, Springer-Verlag, 2007.

[34] B. Xu, M. Zhang, Z. Pan, and H. Yang, “Content-based recommendation in e-
commerce,” inComputational Science and Its Applications (ICCSA 2005)(O. Gervasi,
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