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ABSTRACT

AN ONTOLOGY-BASED HYBRID RECOMMENDATION SYSTEM USING
SEMANTIC SIMILARITY MEASURE AND FEATURE WEIGHTING

Ceylan, Ugur
M.Sc., Department of Computer Engineering

Supervisor : Dr. Aysenur Birtiirk

September 2011, 81 pages

The task of the recommendation systems is to recommend tteahare relevant to the pref-
erences of users. Two main approaches in recommendatitansy/are collaborative filtering
and content-based filtering. Collaborative filtering systehave some major problems such
as sparsity, scalability, new item and new user problemshitnthesis, a hybrid recommen-
dation system that is based on content-boosted collaterfiiering approach is proposed
in order to overcome sparsity and new item problems of coliaiive filtering. The content-
based part of the proposed approach exploits semanticasitigié between items based on
a priori defined ontology-based metadata in movie domaindeniged feature-weights from
content-based user models. Using the semantic simikttéween items and collaborative-
based user models, recommendations are generated. The odéslne evaluation phase show

that the proposed approach improves the quality of recordat@ms.

Keywords: Recommendation systems, Content-boostedoooltive filtering, Semantic sim-

ilarity, Ontology, Feature weighting



0z

ANLAMSAL BENZERLIK OLGUSU VE OZELLIK A GIRLIKLANDIRMAYA
DAYANAN ONTOLOJI TABANLI MELEZ B IR TAVSIYE SISTEMI

Ceylan, Ugur
Yiksek Lisans, Bilgisayar Muhendisligi Bolumu

Tez Yoneticisi : Dr. Aysenur Birtirk

Eylul 2011, 81 sayfa

Tavsiye sistemlerinin gorevi kullanicilarin tercihlegiuygun 6geleri tavsiye etmektir. Tavsiye
sistemlerinde iki temel yaklasim, isbirlikci filtreleve icerik tabanli filtrelemeditsbirlikgi
filtrelemenin seyreklik, dlgeklenebilirlik, yeni 6ges yeni kullanici gibi bazi 6nemli sorun-
lari vardir. Isbirlikci filtrelemenin seyreklik ve yeni 6ge soruniain iistesinden gelmek
icin, icerikle desteklenmis isbirlikci filtreleme kkasimina dayanan bir melez tavsiye sistemi
onerilmektedir.Onerilen yaklasimin igerik tabanh bolumd, film alada énceden tanimlanmis
ontoloji tabanl Ustveriye ve icerik tabanl kullanicodellerinden turetilen 6zellik agirliklarina
dayanan 6geler arasindaki anlamsal benzerliklerdettafapmaktadirOgeler arasindaki an-
lamsal benzerlikler ve igbirlik¢i tabanli kullanici melteri kullanilarak tavsiyeler Oretilir.
Degerlendirme asamasinin sonugclari, onerilen yakiastavsiyelerin kalitesini arttirdigini

gostermektedir.

Anahtar Kelimeler: Tavsiye sistemleli'gerikle desteklenmis isbirlik¢i filtreleme, Anlamsa

benzerlik, Ontoloji,C)zeIIik agirliklandirma
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CHAPTER 1

INTRODUCTION

Accessing information is one of the crucial points of welsdzh systems. Since the rapid
increase in the amount of information over the World Wide Welbrmation in a specific
domain becomes larger and larger. That means, in a partidataain, size of search space
for alternatives is huge [1]. Irrelevant information is metcessary to be considered by users
because users only want valuable information in that donijreliminating information that

is irrelevant to users, the search space may become muckesmal

Due to the above reasons, recommendation systems (recatemsrstems) are widely used
in order to overcome information overload problem [2] by geing recommendations. The
aim of the recommender systems is to predict the valuabterrdtiorfitems for its users and

recommend these items. In literature, ‘recommendatiotesyshas many definitions. Some

of these definitions are the following:

e “Recommender systems are software tools and techniquesdpig suggestions for

items to be of use to a user” [3].

e “Recommender systems are personalized information fijggchnology used to either
predict whether a particular user will like a particulamniter to identify a set of N items

that will be of interest to a certain user” [4].

Some popular web-based applications that take advantagec@imendation systems and
their domains are as follows: Amazon.com [5] for online ghing, Netflix [6] and MovieLens

[7] for movie domain, Last.fm [8], Pandora [9], Groovesh§iR] for music domain.

In this thesis study, we propose a hybrid approach based terdeboosted collaborative



filtering presented in [11] to cope with sparsity and new ifgmblems of collaborative fil-
tering. The content-based filtering in our hybrid approatilizas content-based user models,
collaborative-user models and semantic similarity measuarontology-based metadata in or-
der to generate high-quality recommendations in movie domahe main contribution of
this study is combining semantic similarity measure andexrbased user models in rec-
ommendation process. The content-based user models lireduth order to determine the
feature-weights that show the preferences of users. Usefipaiture-weights with the seman-
tic similarity measure, the similarity between items armpated. And then, these similarities

and collaborative-based user models are exploited to eshhe rating data.
This thesis consists of 5 chapters. The remaining 4 chaptaganized as follows.

In Chapter 2, the main topics in recommendation systemsiitee are presented. The rec-
ommendation problem is formalized, main recommendatigragcrhes along with the lim-
itations are explained, and most commonly used metricsetvatiate the performance of

recommendation systems are presented.

In Chapter 3, the proposed hybrid approach is explained taildeFirst, the overview of

the proposed approach is presented. After that, the cobts®d filtering part of the pro-
posed approach, which includes generating ontology-bamddata, the semantic similarity
calculation, rating prediction, feature selection andueaweighting, is described. Then,

collaborative filtering used in the proposed approach isgmted.

In Chapter 4, the evaluation of the proposed approach ismaa in detail. The data set and
the evaluation metrics used in the evaluation are describleel results of the experiments are

presented and discussed.

In Chapter 5, the thesis is concluded and the possible futark to improve the performance

of the proposed approach is mentioned.



CHAPTER 2

RELATED WORK

This chapter presents the main topics in the recommendatisiems area. First, the rec-
ommendation problem is formalized. Then, the main recontagéon approaches and their
limitations are explained. Finally, some evaluations stthat are used commonly to eval-

uate the performance of the recommendation approache&scelibd.

2.1 Formalization of Recommendation Problem

Formalization of the recommendation problem can be donels\k [2]. U is the set of all
users and is the set of all items in the recommendation system. Mowesgs can be given
as an example of such items. Both the spgoghich is the set of all items, and, which
is the set of all users, can be very large. In some domainsWathd| can be in range of
millions. A functionut that measures the quality of being useful of iteto useru is defined

as follows.

ut:UxIl—-R (2.1)

The functionut is calledutility function Ris a set which contains non-negative integers or real
numbers within a certain range. In order to recommend an titemuser, a recommendation
system tries to find such an item that maximizes the utilityhef user. Therefore, for each

useru € U, the system tries to recommerjdwhich is the following.

Yue U, i; = argmaxut(u, i) (2.2)

i€l



In general, rating represents the utility of an item to a.uBating of an item shows that how
much the user, who gave the rating, likes that item. Forimt&tain a 1 to 5 rating scale, if

userl gives the rating 5 for item1, it means that userl slydikgs item1.

In recommendation systems, in which the utility functiomdpresented by ratings, it is ob-
vious that some ratings of user-item pairs are not known. ififeemation known about the

utility function is the ratings for the items given by the s the past. If a recommendation
system estimates this utility function, in other words jcegdratings for the items that have
not been rated by the users, the system can recommend itéssisers by considering these
predicted ratings. Therefore, it can be said that, givenesatings of the users for the items,
the recommendation problem can be reduced to the ratingcgioedfor unknown user-item

pairs.

Ratings in a recommendation system can be represented biyia wigich is calleduser-item
rating matrix In a m-by-n user-item rating matrix, m rows represent thexsiand n columns
represent the items. An example of user-item rating magrishiown in Table 2.1. In Table
2.1, rating scale is 1 to 5 an@* indicates the unknown rating. For instance in Table 2.1,
element at the first row and third column of the user-itermgatnatrix is ?* which means

that Userl has not rated Iltem3.

Table 2.1: User-ltem Rating Matrix Example

lteml | Item2 | ltem3 | ltem4 | Item5 | Item6
Userl 2 4 ? ? 1 3
User2 ? 3 ? ? 1 ?
User3 ? 2 2 5 ? ?
User4d 3 4 3 ? 2 ?
Userb 2 ? 4 4 ? 2

If *? elements in the user-item rating matrix are predicted,réfmmmendation system is
able to recommend item or items to a user by considering theigied ratings for the user.
For example, unknown ratings in user-item rating matrixjoltare shown by?’ in Table

2.1, are predicted and the user-item rating matrix thatledfilvith these predicted ratings is

shown in Table 2.2.

After the process of prediction of the unknown ratings, gdime Equation 2.2, the system

4



Table 2.2: User-ltem Rating Matrix Filled by Prediction

lteml | Iltem2 | Item3 | ltem4 | ltem5 | ltem6
Userl 2 4 2.1 4.8 1 3
User2| 4.2 3 3.1 4.9 2.9 4.4
User3 3 2 2 5 2.3 3.2
Userd 3 4 3 3.8 2 1.9
Userb 2 3.6 4 4 3.2 2

can recommend items to tlaetive userthe user whom the prediction is for), based on these
predicted ratings. Recommendation system recommends aamuoh items that have the
highest ratings among the predicted ratings of the actiee fos unrated items. For instance,
given the user-item rating matrix in Table 2.1, User2 is thava user. First, the system
predicts ratings of the User2 for unrated items (Item1, Reltem3, Item4 and Item®6) that are
given in Table 2.2. Suppose that in our example, the numbtreatems in recommendation
listis 3. Therefore, the recommendation list consistserfid, ltem6, Item1. The other option
is that the recommendation system can recommend the itench Wie active user will like
according to the prediction of ratings. Suppose that thestiwld rating in our example is 3. In
other words, if the prediction is above 3, it means that thex usll like corresponding item.
In this case, the recommendation list for User2 consistsemh4, Item6, Item1, Item3. In
the literature, making a prediction of unknown rating forsgiitem pair is callegrediction
problemprediction computatiorand determining a list of N items which a user will like is
calledtop-N recommendation probl¢ranked scorind12, 13, 4]. In this thesis, we primarily

focus on the prediction problem rather than top-N recomratod problem.

2.2 Recommendation Approaches

The approaches that are used in recommendation systemsanly divided into three cat-

egories which are collaborative recommendation, cortased recommendation and hybrid
recommendation approaches [2, 14, 15]. In this sectiorsethecommendation system ap-
proaches are explained briefly. Additionally, semantionemendation approach is also pre-

sented.



2.2.1 Collaborative Recommendation

Collaborative filtering (CF) is first mentioned by the deyscs of the first recommendation
system Tapestry [16], which is a mail system that perforneriilg by utilizing the users
reactions to documents they read, and since then, coll@mfédtering has been adopted by
other systems [17]. The idea behind collaborative recondaton approach, also known as
collaborative filtering, is that the users which have simiitderests will like the similar items
[18]. Formally, by using the model mentioned in Section &g, utility ut(u, i) of itemi for

useru is predicted based on utilitiag(u;, i) whereu; are “similar” to usetwu [2].

Collaborative filtering algorithms can be grouped into thiofving two general classes [18]:

1. Memory-based algorithms

2. Model-based algorithms

In order to make predictions for user-item pairs, memorsgeblaalgorithms use entire rating
values of items given by the users while model-based algustuse entire rating values to

learn a model which is then used for making predictions.

Memory-based algorithms are heuristic algorithms thatatpeover the whole user-item rat-
ing matrix in order to predict unknown ratings. Memory-tisdgorithms first identifies the

group of users who have similar interests with the active, usdled neighbors, then use dif-
ferent algorithms to utilize the neighbors’ preferencesritter to make predictions [19]. This
algorithm called user-based CF. Item-based CF uses thiastims between items rather than
similarities between users [19]. According to [13], thepstef the neighborhood-based CF

algorithm, which is commonly used memory-based algoritara,the following:

e Similarity Computation

e Prediction Computation

2.2.1.1 Similarity Computation

First step of the neighborhood-based CF is computationrofiagiity between usefgems.

These similarities are used for determining the neareghbers and making predictions by

6



weighting userétems with respect to these similarity values. In order tocwdate similarity
between usefiéems, two most common used approaches are correlatiautasd cosine-

based approaches [2].

In correlation-based approach, Pearson correlatiofficsat [20] or other correlation-based
similarities can be used [13]. In user-based CF, Pearsarlation between usarandw is

as follows,

Yiei (fui = Tu)(rwi — T'w)

sim(u, w) =
‘/ZiEF(r“vi = T0)? Xici (rwi = Tw)?

(2.3)

wherel is the set of items that have been rated by both usarslw. Because, in user-based
CF, the similarity between two users are computed by coriagléhe ratings of the co-rated
items. ry; is the rating given by the userfor the itemi. r, andr,, are the average ratings
of the co-rated items given by the useand usem respectively. In item-based CF, Pearson

correlation between itefinand j is as follows,

e (rui = 1)(ruj — 1))

sim(i, j) = _ -
JZueLAJ (ru,i - ri)z Zuelj (rU,j - rj)z

(2.4)

whereU is the set of users who rated itérand itemj. Similar to the user-based Ofr,and

rj are the average ratings given by userbifor itemi and itemj respectively.

Some other correlation-based similarities are constdaRearson correlation, Spearman rank

correlation, and Kendall's correlation [21, 22, 23].

In cosine-based approach [19, 18], the U#erss are treated as two vectors and the cosine
angle between these vectors is computed [2]. The similagtween vectok and vectoly is

computed as follows,

k
2. XeYe
e=1

sim(x, y) = cos,y) = (2.5)

K 2k 2
2 X6 X Ve

e=1 e=1
wherek is the length of the vectors. In user-based CF, the vectarsdy contain the rating

7



values of the co-rated items. In item-based CF, these \&ectotain the rating values of the

items given by the users who rated both two items.

2.2.1.2 Prediction Computation

In user-based CF, after computing similarities betweeivaciser and other users, a number
of nearest neighbord\( are selected by considering the computed similaritied, taen a
proper function with the similarities of nearest neighbamsl their ratings is used for making

a prediction [22, 13].

In [2], three prediction functions are mentioned. Theselaedollowing:

1. Average
2. Weighted sum

3. Adjusted weighted sum

In order to predict an unknown rating of userfor item i in user-based CF, the simplest
function is the “average” of the ratings of the nearest nigdgh given to the item Prediction

of a rating for an iteni given by useu is as follows,

1
predii = 5 >ty (2.6)

weu’
whereU’ is the set oN number of most similar users (nearest neighbors) to wsandr,y

is the rating given by the usef for the itemi. Similarly in item-based CF an unknown rating
can be predicted by taking the average of the ratings of theeseitems given by the user
u. Another function that can be used for making predictionvigighted sum”, which is the

following.

1 P
m u;, S”T’(U, u )ru/,, (27)

uey’

pred,j =

The similarity between an active user and the neighborsseé as weights. Therefore, more

similar users have more weights in rating prediction. Thevaliormulation is for user-based

8



CF, but it can easily be used for item-based CF. Another fonctwhich can be used in
user-based CF, is called “adjusted weighted sum”. Adjusteijhted sum function is the

following,

pred,j =y +

1 _
—_— sim(u, U)(ry — fy 2.8
SRRl EU] MU, W) (e, — Fur) (2:8)
wel’
wherer, is the average of the ratings of user The advantage of using adjusted weighted
sum is that it takes into account thefdrent rating scales of flerent users. For instance, for
some users, rating value 3 indicates that these users kkeathd item, but for some users,
rating value 3 indicates that these users do not like thal riiéen. Therefore, rather than

using the rating values in scale of 1 to 5 for all users, ratigge minus average rating of the

corresponding user is used for making prediction.

As mentioned before, model-based algorithms learn a maodesing the rating values, and
then this model is used for predicting a rating for an usamipair [18]. According to [13],

some model-based CF techniques are clustering CF modelggpBayesian belief nets CF
models [18, 26, 27], latent semantic CF models [28]. In thisis, we focus on memory-

based CF, therefore model-based algorithms are not erplaindetail.
As mentioned in [29, 2], some limitations of collaboratieeommendations are the following.

Sparsity: In such domains which have large number of items, users rager@atively small
number of these items. As a result, the user-item ratingixean be very sparse and this
can lead poor predictiofrecommendations. For the users who rated a small numbema$it
compared with the large number of items in the system, findinglarities between these
users can be fficult or inaccurate. For instance, if there is not any coedratiems for two
users in the system, the system can not compute similaritydam these users. As a result,
quality of recommendations obtained from sparse data cdowbeThis problem also occurs

in the initial phase of a recommender system [11].

New item problemAnother major problem in CF is new item problem. In recomnagiath
systems, it is obvious that new items are added to the systemime. As mentioned before,
prediction process in collaborative filtering systems aejgeon the other users’ opinion, in

other words their ratings for items. When a new item is addeithé system it is clear that

9



the system has no rating data given by the users for this meew iTherefore, CF system can
not recommend this item to users until a significant numbersefs rate this new item. This

problem also called first-rater problem [11].

New user problemUntil a new user rates flicient number of items in a CF system, because
of lack of information about the user, the similarities be&n this user and other users can
not be computed accurately. As a result, the predictienemmendations can be poor. Both
new user and new item problems are called “cold start” probland these problems can be

treated as a result of the sparsity problem [13].

2.2.2 Content-Based Recommendation

The idea behind content-based recommendation approachkrawn as content-based filter-
ing, is that a user has the same opinion about similar ite@ls (2ontent-based recommenda-
tion approaches, also known as content-based filtering JQRfaerate recommendations by
comparing representation of content, which defines an itemgpresentation of content that
is liked by the user [30]. By using the model mentioned in Bec2.1, in content-based rec-
ommendation, the utilityt(u, i) of itemi for useru is predicted based on the utilitie(u, i;)

wherei; are “similar” to itemi [2].

A CBF system generates recommendations based on the #iesldretween the content of
the items item profil§ and the preferences of the active usesgf profilg [31]. A user profile
can be constructed using the profiles of the items that hase taed by the corresponding
user. After constructing the user profile of the active uae€BF system can generate rec-
ommendations for the active user by considering the siitidarbetween the constructed user
profile and the item profiles of the unrated items. This pre@as be formalized as follows
[2]. ItemProfile(i)is a set of attributes that represent itenitémProfile(i)can be constructed
by extracting some features from item i. For textual domanahich a CBF system rec-
ommends text-based items (or called “documents”), iterfilproonsists of “keywords” and
their weights. The terms keyword and document reféiedént terms in dferent domains.
For instance, in movie domain, document refers a movie iteithé CBF system and key-
word refers an attribute of the movie item such as actor,ggamnintime etc. Item profile of

document; is defined as follows,
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ltemProfilgd;) = {wyj, W2, ..., Wi j} (2.9)

wherew; ; is the weight of the keyword; in documentd; andk is the number of keywords
in the system. A weight of a keyword in a document defines tigomance of this keyword
for corresponding document. The term frequgimverse document frequency weight [32] is

one of the measures for specifying keyword weights [2, 33].

The profile of a user is constructed from profiles of items tieate been rated by the corre-

sponding user by using some averaging approaches [2]. Usfieps defined as follows,

UserProfilgu) = {wyy, Way, ..., Wiy} (2.10)

wherew; ,, is the importance of the keywolgl for useru. After constructing profile of a user,
utility of an item to the user is usually computed by using artstic, such as cosine similarity

[32] between the user profile and item profile vectors whidhsi$ollows [2].

ut(u, i) = (2.11)

After finding the utilities of unrated items to the active ysecontent-based recommendation
system recommend items with the highest utility valuess tttivious that, range of the cosine
similarity, which is from 0 to 1, can be mapped into the ratsogle, for instance 1to 5 in

order to make a prediction.

Not only heuristics but also other techniques for conterstelll recommendation approach
have also been used in the literature in order to make predigenerate recommendations
[2]. The task of constructing the user profiles can be treased classification learning [33].
Items that have been rated by the active user can be usednasgtidata. Categories (classes)
of the training data can be rating values, e.g., 5 classesdoh rating value in the 1 to 5
rating scale, or can be binary which denotes the correspgritdim is liked by the active user
or not. After constructing the “model” for the active usemggictions are made or recommen-

dations are generated by classifying unrated items. Aaugid [33, 2, 34, 35], some of the
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algorithms used for learning the model of a user are naivee8an classifiers, decision trees,

nearest neighbor methods, linear classifiers, artificiatadenetworks.
Some problems of content-based recommendation approacts dollows [2, 33].

Limited content analysisContent-based recommendation approaches are limitedebgxth
pressiveness of the features. The features of the items amt@rt-based recommendation
system can be obtained by automatically or assigned manusdisigning these features to
items manually is not practical and analyzing items to extthe features automatically is
a difficult task for some non-textual items, such as audio and V&b The other prob-
lem occurs when the content of the items does not containgtnimfiormation to determine
whether a user like the corresponding item or not [33]. Iteésuicthat under this circumstance,

content-based recommendation generate poor recommamslati

Over-specialization:If a content-based recommendation system can only recoghiitems

that are similar to the profile of the active user, it is implolesthat the active user receives
recommendation items that are not similar to the previotetigd items [14]. For instance, a
content-based movie recommendation system may never neenchcomedy movies to the

active user until the user rates comedy movies.

New user problemit is the same problem that is mentioned in Section 2.2.1. riferoto
construct the profile of a user accuratelyffimient number of items has to be rated by the
user. If the system can not model the preferences of a usegrajed recommendations for

the corresponding user can be poor.

2.2.3 Hybrid Recommendation

Hybrid recommendation is referred as a recommendatioroaphrthat utilizes multiple rec-
ommendation approaches in order to generate recommensiaiiomake predictions [36].
Hybrid recommendation systems are generally implemengembinbining collaborative and
content-based recommendation approaches to cope withntitations of these two ap-

proaches [37, 2]. Some of the hybrid recommendation appesaare as follows [38].

Weighted: One approach to use both content-based and collaboratteenmeendation ap-

proaches is that the recommendatjpnadictions of these approaches are combined to pro-
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duce a single recommendatiprediction. For instance in [39], collaborative and cotten
based recommenders have initial weights for each user as# thveights are used for the
prediction of unknown ratings. The weight values of theskependent recommenders are

initially equal, and adjusted over time by observing theeof the system.

Switching:In this approach, hybrid recommendation system switchtgdma content-based
and collaborative recommenders based on a criterion. Btarioe, a switching hybrid system
generates recommendations usinffedent approaches forfierent users by analyzing the

profile of the user using the switching criterion [36].

Mixed: Simply, a mixed hybrid recommendation system presentswmaeendations by com-
bining recommendations that are generated If§edint recommenders independently. For
instance, a mixed hybrid recommender, which consists ofetttbased and collaborative
recommenders, produces recommendation lists indepdpdant then presents all recom-
mended item in a single combined list. A major challenge eirmine the way of integrat-

ing the rankings of the élierent recommendations [36].

Feature combinationin this hybrid approach, the features that are obtained leg@nmen-

dation approach are injected into the other recommendagiproach. For instance, the hybrid
approach that is mentioned in [40] uses collaborative feafwhich are ratings of the users,
with the content features to improve the performance of potiaborative recommendation

approach.

Cascade:In cascade hybrid approach, one recommendation approatiized in order to

refine the other recommendation approaches output thateiscanmendation list or predic-
tions. For example, second recommendation approach caseloeiiorder to the determine
the ranking of the items that have equal predictions as dtrekthe first recommendation

approach [38].

Feature augmentationin feature augmentation hybrid approach, the input of theeresom-

mendation approach is the output of the other recommendagproach. “Content-boosted
collaborative filtering” [11] can be given as an example @ftfee augmentation hybrid ap-
proach. In this approach, first, a content-based recommemddicts unknown ratings by
learning user models in order to complete the missing datagnitem rating matrix. Content-

based recommender uses an extended version of a bag-of;veovector of bags of words,
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naive Bayesian text classifier [41]. And then, this enhanc-item rating matrix is used as

an input for collaborative filtering.

Meta-level: In this hybrid approach, the model constructed by a recondereis used as an
input for the other recommender. For instance, “collabonatia content” [37] is a meta-level
hybrid approach. In collaboration via content, user prsfilehich are constructed by content-
based recommender, are represented as vectors that caeigins for the termkeywords.
After that, in collaborative filtering part of the hybrid apjach, these content-based profiles

are used in order to calculate the similarity between users.

The proposed approach in this thesis is based on the cdmested collaborative filtering

which is a feature augmentation hybrid approach. Rather tising a naive Bayesian text
classifier [41] to enhance user-item rating matrix, conteaged filtering in our approach finds
semantic similarities between items by using contentdbaser models and ontology-based

metadata in order to enhance user-item rating matrix bizimg these semantic similarities.

2.2.4 Semantic Recommendation

In semantic recommendation approach, the recommendatimess is generally based on a
concept diagram or an ontology describing a knowledge badeises Semantic Web tech-
nologies [42]. An ontology, which consists of concepts incandin and relations between
them, is a form of knowledge representation [43]. Becausestimantic recommendation
systems are based on a knowledge-base, they can appeacatabery of knowledge-based
recommender systems [2]. Semantic recommendation sysmise used to limit the spar-

sity and new item problems of collaborative filtering systgd].

Some of the semantic recommendation systems in literaterasafollows. The study men-
tioned in[45] presents a multilayered semantic social nétwnodel that groups users accord-
ing to their common preferences in a layered model. Usingdineelation of ontology-based
user profiles and relations between concepts, conceptsiumtered into dierent concept
groups. According to the concept clusters, user profilegargtioned and therefore simi-
larity between users can be found affelient semantic layers. Based on the similarities at
different layers, implicit social networks, which can be witizn collaborative and content-

based recommendation systems, are found.
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Another study exploits taxonomic knowledge for generatimg personalized recommenda-
tions [46]. In this approach user profiles are representegesrs of interest scores assigned
to topics taken from taxonomy over product categories. @#irese user profiles, similar

users to the active user are discovered. In our approacigelsegsing super-concept and
sub-concept relationships between items in taxonomy, seainsider the relations between

concepts.

2.3 Evaluation Metrics

In order to evaluate the performance of a recommendatioroaph, several evaluation met-
rics are used in the literature. In this section, the evadnanetrics that are commonly used

in the literature are examined.

The accuracy of a recommendation approach is simply ewluat comparing the predicted
ratings with the actual ratings. The accuracy metrics aassified into the following two

classes [22]:

e Statistical accuracy metrics

e Decision-support accuracy metrics

Statistical accuracy metrics (predictive accuracy mef{d@]) are used to determine how close
the predictions which are generated by recommender, tacthalaatings given by users [12].
The most commonly used statistical accuracy metrics ar@aesolute error (MAE) and root

mean squared error (RMSE). MAE is calculated as follows,

_Zplpfed,j = rijl
MAE = (i.)e

5 (2.12)

whereP, which is called test set [48], is the set of predictions mimlainknown user-item
pairs,pred j andr; j are the predicted rating and actual rating for the useritem j, respec-
tively. The diference between MAE and RMSE is that RMSE penalizes largesemore
than MAE does [48]. RMSE is calculated as follows.
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> (predj —ri;j)?
(i.)eP
RMS E= = (2.13)

Decision-support accuracy metrics are used for evaludkiagperformance of a recommen-
dation approach from the aspect of distinguishing the lojgality items rather than error on
numerical predictions [12]. Suppose that a recommendatystem recommends items that
have prediction of more than 3 to its active user. For thismanendation system, thefidir-
ence between predictions of 2 and 3, 4 and 5 is not importatase, for both prediction of
2 and 3 the item is not recommended, and for both predictiomd4satem is recommended.
For evaluation of such recommendation systems, decisippest accuracy metrics is more
suitable than the statistical accuracy metrics [22, 49prtter to evaluate the performance of
a recommendation approach using decision-support agcumatrics, the rating scale has to
be transformed into a binary scale which indicates an itefreisvant” or “irrelevant” [47].
For instance, according to [47], in order to transform Maees data set [50], which has a
rating scale 1 to 5, commonly used process is that the ratingisand 3 are converted to irrel-
evant,and the ratings 4 and 5 are converted to relevant. drifagion matrix, which indicates

the classification of items in recommendation process,aa/ghin Table 2.3.

Table 2.3: Confusion Matrix for Decision-Support Accuradgtrics

Predicted
Relevant| Irrelevant
Relevant tp fn
Actual [Mrrelevant fp tn

In Table 2.3, the rows show that whether the items are retemainrelevant actually, and the
columns indicate whether items are predicted as relevanetevant by the recommendation
process. Some of the decision-support accuracy metrigsracgsion, recall and F-Measure.

By using this confusion matrix, precision and recall arerdefias follows.

Precision= tp (2.14)
tp+ fp
Recall= —P (2.15)
~ tp+ fn '
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As it can be seen from the Equation 2.14, precision is the tirelevant items predicted
as relevant to the number of items predicted as relevantregall is the ratio of relevant
items predicted as relevant to the number of actual relatemis. In other words, precision
is the probability that a selected item is relevant and tesahe probability that a relevant
item will be selected [47]. According to the [49], high pr&ioin is important if the task is
“recommending some good items”, and high recall is impdiifathe task is “recommending
all good items”. In order to evaluate the recommendatiotesydy using both precision and
recall metrics, several approaches combine these twoasefiMeasure (also known as F1

[12, 47]) is one of these approaches and defined as follows.

2 x Precisionx Recall
F — Measure= — (2.16)
Precision+ Recall

As it can be seen from Equation 2.16, F-Measure metric gigaalaveights to precision and
recall. If the two metrics, precision and recall, are 1, tttenF-Measure metric is 1, which is

the best value.
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CHAPTER 3

SEMCBCF:CONTENT-BOOSTED COLLABORATIVE
FILTERING USING SEMANTIC SIMILARITY MEASURE

This chapter presents the proposed hybrid recommendaggterns approachSEMCBCFE
for movie domain. First, a brief overview of the system isegiv Then, the content-based
filtering of the SEMCBCHs presented. After that, some refinements that were appli¢tde
content-based filtering part of tts=MCBCFare explained. Finally, the collaborative filtering
approach used iSEMCBCHs introduced.

3.1 System Overview

In order to reduce the sparsity and new item problems of lootkive filtering, we have
developed a hybrid approach, content-boosted collalverfiliering using semantic similarity
measure $EMCBCEH, that utilizes semantic similarities between items byhgsontology-
based metadata in the movie domain. The flow diagram of owoaph is shown in Figure
3.1

Our system, first generates ontology-based metadata by agiredefined ontology and the
content information of the movies in the system. After gating ontology-based metadata,
SEMCBCFE which is based on the hybrid methodology in [11], first agpltontent-based fil-
tering to user-item rating matrix by utilizing the similéeis between items in order to predict
unknown ratings. AfterwardsSEMCBCFapplies collaborative filtering to enhanced user-
item rating matrix in order to generate recommendationsafoactive user. Therefore, our

hybrid approach consists of four main phases:
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1. Generating ontology-based metadata
2. Semantic similarity calculation
3. Rating prediction in order to enhance user-item ratingrima

4. Using collaborative filtering on enhanced user-itermgathatrix

As it can be seen form the Figure 3.1, first three phas&EMCBCFconstitutes the content-
based filtering using semantic similarity measure, nameS8EMCBF In Section 3.2, the

SEMCBFis explained in details.

3.2 SEMCBF:Content-Based Filtering Using Semantic Similaty Measure

Content-based filtering systems recommend items, whiclhigidy similar to the profiles
of the users, by considering the content of the itemsSEMCBFcollaborative-based user
model is used for representing user profiles. In this modalea'sipreferences is represented
by a vector that consists of user’s ratings for the items éndysstem. Beside collaborative-
based user modelSEMCBFutilizes similarities between items in movie domain by gsin
ontology-based metadata in order to predict unknown ratfnguser-item pairs. In the fol-
lowing subsections, information about ontology-basedaa&ta, semantic similarity measure

to calculate similarities between items and predictiorhefratings is given respectively.

3.2.1 Generating Ontology-Based Metadata

3.2.1.1 Extracting Content of Movies

Each movie item in the system is represented by a unique kahvidithe url of the movie
in IMDb (The Internet Movie Database) [51]. By using thesgefor each movie item,
the system gathers content information from IMDb by the enpénted web crawler. These
content information are kept in the database of the systemtdier to generate ontology-based

metadata.

Content of a movie is organized as follows: the extractedrinftion of a movie consist of

a set offeature-valuesind each feature-value belongs tfieature Thus, for each movie, the
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web crawler parses the IMDb web page of that movie accordirthe predefined features.
In SEMCBCEF 10 features of the movie domain are used. Theseasét director, writer,
language genre runtime release datecountry, color andIMDb rating. For some of these
features, a movie can have more than one feature-value x&on@e, if a movie has 2 writers,
the number of the feature-values that belongsvtider feature is 2. But for some other
features, a movie can have at most one feature-vaRumtimefeature can be given as an
example of such features. And also for the features that @éem@an have more than one
feature-value, there is an upper limit for the number oféhfesiture-values. For example, for
the featurecast the upper limit is 3. That means, if a movie has more than Gra@ngor

actresses, the web crawler only gathers the first 3 actoysraamctresses of that movie.

Two features, whose the feature-values are adjustedMieé rating andruntime features.
The adjustment process is that the average IMDDb rating of @éaris rounded the nearest
integer value for the featui®Db rating. For the featureuntime the digit in the ones place
in the feature-value is subtracted from itself. The prdpsrtf the features is shown in Table
3.1

21



(44

Table 3.1: Properties of the Features

Upper Limit for

Feature Description Single Value | Number of Feature-Values Adjustment Rule
Cast Actors a_mqbr actre_sses NO 3 )
starred in the movie
Director Directors of the movie No 2 -
Writer Writers of the movie No 2 -
Language _Languageg spoken NoO ) )
in the movie
Genre Genres of the movie No - -
Runtime _Run'Flme of the movie Yes - value— (valuemod 10)
in minutes
Rel Date Year of the relegse Yes i i
date of the movie
Countries in which
Country the movie produced No i i
Color Color_technology NoO i i
used in the movie
IMDb Rating Average rating of the movie Yes - Lvalue+ 0.5]

given by the IMDb users




3.2.1.2 Ontology and Ontology-Based Metadata Models

Based on the studies in [52] and [53], our approach finds seécreimilarities between items,
which are movies in movie recommendation domain, by usimgdbntents of items and
their relations in the system. Therefore, in order to find aetic similarities between items,

ontology model and ontology-based metadata model have defioeed.

Ontology model represents the concepts, attributes aatdaeships between them in a do-

main. Ontology model is defined as follows [52]:

0 :={(C, P, A, HE, prop, att} (3.1)

For ontology modelC, P and A are sets which consist of concepts,relation and attributes
identifiers respectively.H® is called concept hierarchy which defines the hierarchiek-r
tions between conceptprop is the function that defines non-hierarchical relationsvieen
concepts. Additionallyatt is the function that defines non-hierarchical relationsvieen

literal values and concepts.

Ontology-based metadata model represents the instaiteealsl and relationships between

them in a domain. Ontology-based metadata model is definfdlass [52]:

MD := {O,I,L,inst instl, instr} (3.2)

For metadata model, and L are sets which consist of instances and literal values cespe
tively. O is the ontology that the metadata relies amst, instr, instl are the functions that
define concept instantiation, relation instantiation attdbaite instantiation. Predicates and

the meanings of them that is used in the rest of the thesidharersin Table 3.2.

As an example, an ontology and ontology-based metadat&dombvie domain are shown
in Figure 3.2. Men in Blackis the only movie that exists in the metadata in Figure 3.2.
The feature-values that exist in the metadata belong tarfesgenre release datecastand
director. In the Table 3.3 some predicates of the ontology and onyeb@ged metadata in

Figure 3.2 are shown.
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Table 3.2: Predicates and Meanings

Predicate | Meaning
H®(C1,Cy) | ConceptC; is a sub-concept of conce@b
P(C.,Cy) | Pis arelation with domail€; and rangeC,
A(C1) Alis an attribute ofC;
c®) | is an instance of conceft
P(l1, 1) Instancel; has aP relation to instancé,
A(l1, L) Instancel, has anA attribute with literal value ot

Table 3.3: Ontology and Ontology-Based Metadata Prediaztthe Example

H¢(ComedyMovie)

H¢(Action Movie)

H¢(RomanceMovie)

H¢(Cast Person)

Ontology Predicates | H¢(Director, Persor)

HC(Person Feature

hasCastMovige Cas)

hasDirecto(Movig Director)

ReleaseDat@viovie)

Action(Men In Black)

Comedy(Men In Black)
Ontology-Based Cast(Will Smith)

Metadata Predicates | Director(Barry Sonnenfeld)

hasCast(Men In Black,Will Smith)

hasDirector(Men In Black,Barry Sonnenfeld)

ReleaseDate(Men In Black,"1997")
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Figure 3.2: An Example of Ontology and Ontology-Based Matad

3.2.1.3 Characteristics of Ontologies

As mentioned in Section 3.2.1.1, content of a movie is represl as a number of feature-
values for 10 features. In order to represent movies, featand feature-values in the system,
different ontologies can be used. We generatdtBréint movie ontologies manually by using
a free, open source ontology editor and knowledge-baseeframk called Protégé [54]. After

generating movie ontologies manually, the metadata isrgetbased on the defined movie

ontology and the content information of movies extractednfiMDb [51].

In all of the 5 movie ontologies, the following charactdadstare the same:

1. MovieandFeatureconcepts are sub-conceptsRotconcept.
2. The feature-values gfenrefeature are represented by concepts.

3. The concepts that represent the feature-valuegenfefeature are linked tdVlovie

concept bysubConceptO finks.
4. Personconcept is sub-concept &featureconcept.
5. Cast Director andWriter concepts are sub-conceptsR¥érsonconcept.
6. The relations are:

e hasCast(Movie,Cast)
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¢ hasDirector(Movie,Director)

e hasWriter(Movie,Writer)

The featuresast director andwriter are represented by relations in all of the movie ontolo-
gies. Other features, which demnguage runtime release datgcountry, color, IMDDb rating,
can be represented by relations or attributes in the ontoldbe feature-values, whose fea-
tures are represented by relations, must be representestayces in ontology-based meta-
data. And also, for the features that are represented hyoresaa proper concept or concepts
has to be defined in the ontology. For exampbestfeature is represented basCastelation.
For that relationCastconcept is defined. Additionally, the feature-values, vetestures are
represented by attributes, must be represented by litataés in ontology-based metadata.

Briefly, the 5 movie ontologies fier from each other by the following characteristics:

e Concept hierarchy
e Relations that represent features

e Attributes that represent features

The last two characteristics of these movie ontologiestawe/a in Table 3.4. In the rest of the
thesis, when we say ontology, unless explicitly expresaedmean ontology and ontology-

based metadata models.

Movie Ontology 1 The basic ontology used in our approach is Movie Ontology Ja&

of the Movie Ontology 1 is shown in Figure 3.3. It can be seemfthe Figure 3.3 that all
feature-values afenrefeature are sub-concept Movieconcept. For exampleomedywhich

is feature-value ofenrefeature, is a sub-concept of concéppovie In order to represent a
movie, an instance is inserted into the ontology. The chpdant is that this movie instance is
instance of the concepts which are the movies feature-wdhat belong to thgenrefeature.
The movieMen In Blackin the Movie Ontology 1 is represented by an instance which is
instance of the conceptsction and Comedy For each remaining feature, a concept and a
relation exist in the ontology. For example, in order to esgnianguagefeature,Language

concept andhasLanguageelation exist in the ontology. The feature-values of thatdees
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Table 3.4: Characteristics of Ontologies from the point @ffare-Value Representation

Ontology

Features whose
Feature-Values ar
Instances

Features whose
p Feature-Values ar
Literal Values

Features whose
p Feature-Values ar
Concepts

1%}

Movie Ontology 1
Movie Ontology 2

cast,director,
writer, language,
runtime, release,
date, country,
color, average
rating

genre

Movie Ontology 3
Movie Ontology 4
Movie Ontology 5

cast,director,
writer, language,
country, color

runtime, release
date, IMDb

rating

genre

other thangenre are instances of their corresponding concepts that repieshe features.
Englishfeature-value ofanguagefeature can be given as an example. At last, the relations

between the movie instance and corresponding feature-\tadtiances are set.
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~-@ Country

- @ Africa

- @ Antarctica

- @ Asia

- @ Australia_and_Pacific
-~ @ Caribbean
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Figure 3.4: The Hierarchy of Concepts defined for Countrylo€dMDb Rating, Release
Date and Runtime Features in Movie Ontology 2

Movie Ontology 2 Another ontology used in our approach is Movie Ontology 2.vio
Ontology 2 is similar to Movie Ontology 1. Theftirence between these two ontologies is
the hierarchy of the concepts that are definedcfauntry, color, IMDb rating, release date
andruntimefeatures. The hierarchy of these concepts is shown in FRjdrerhese concepts,
which are linked tdeatureconcept bysubConceptOfinks, has more sub-concepts in Movie
Ontology 2 than it has in Movie Ontology 1. For example comndhpt representsuntime
feature has a number of sub-concepts that defines the rumttergals. Similarly it can be
seen from the Figure 3.4 thRiatingconcept has three sub-concepts that defines the intervals

of the average rating of the IMDb users.

Movie Ontology 3 Another ontology used in our approach is Movie Ontology 3.lyOn
difference between Movie Ontology 2 and Movie Ontology 3 is tNdDb rating, release
date andruntime features are represented by the attributes in Movie OnyoBgAs it can
be seen from Figure 3.5, unlike in Movie Ontology IRDb rating feature is represented
by attributeRatingrather than by a relation. Thus, in Movie Ontology 3, a festualue of a
feature, other thagenrefeature, can be an instance or a literal depending on thegeptation

of the feature. For examplejen in blackhas a feature-valug997that belongs to theelease
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datefeature. As a result of representirgjease datéeature by an attribute, after inserting the
instance that represents tkien In Blackinto the Movie Ontology 3, the attribuiReleaseDate

is set to the literal valu@997for the movieMen In Black
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Figure 3.6: The Hierarchy of Descendantdvidvie Concept in Movie Ontology 4

Movie Ontology 4 Movie Ontology 4 is another ontology used in our approaclis Very
similar to Movie Ontology 3. The €lierence them is the hierarchy of the concepts that repre-
sents the feature-values génrefeature. In order to identify thefiect of the hierarchy of the
concepts that represent the feature-valuageofefeature, the feature-values génrefeature

are grouped into six sets by common sense. In Movie Ontologadh of these sets is rep-
resented by a concept that is sub-concept¥lofie concept. Additionally, each feature-value
of genrefeature is sub-concept of its corresponding concept. Tératdhy of descendants of

Movie concept is shown in the Figure 3.6.

Movie Ontology 5 Another ontology used in our approach is Movie Ontology 5e ©hly
difference between Movie Ontology 3 and Movie Ontology 5 is tleeanchy of the descen-
dants ofMovie concept. Considering the feature-valuegehrefeature, the hierarchy of the
descendants d¥lovie concept is created by the help of a group of students studyamtjo-
Television and Cinema. The other characteristics of Mowvieoldgy 5 are the same as Movie
Ontology 3's. The hierarchy of descendantdviivie concept in Movie Ontology 5 is shown

in the Figure 3.7.

32



——> subConceptOf @

VAN
G
@D GD,

VARV

@mvod (G
ECDY G,

I

™
Sein
(o2,

V“ N\

Eo)| @y | o) O, o
CHRECED, 7h%
[ @ @

(Rnimaton)

S @@
i Con> <>
@ @&

Figure 3.7: The Hierarchy of Descendantdvidvie Concept in Movie Ontology 5

33



3.2.2 Semantic Similarity Calculation

In S EMCBE after generating ontology-based metadata by using a fimedeontology and
content of the movie items, three types of similarity measyb2] are used in order to calcu-

late similarities between items which are instances inlogiebased metadata:

e Taxonomy similarity TS)
e Relation similarity RS)

e Attribute similarity (AS)

For each pair of item in the systeBEMCBFcomputes a semantic similarity using the above
similarity measures and weight values of these meas@&l;, 1), semantic similarity be-
tween instanceé; and instancd;, is calculated by the weighted arithmetic meanT@, RS

andAS.

axXx TS(|1, |2) + b x RS(|1, |2) +CXAS(|1, |2)
a+b+c

Sy, 1n) = (3.3)

3.2.2.1 Taxonomy Similarity

Taxonomy similarity between two instanceBS) is based on their corresponding concepts’
positions in concept hierarchydf) which is defined in ontology model. Basically, the idea
behind taxonomy similarity is that closer concepts in tarag are more similar. For instance,
MovieA is a biography, MovieB is a war and MovieC is a comedywiaoln Movie Ontology

5, it is expected that taxonomy similarity between MovieAl aviovieB is higher than the

taxonomy similarity between MovieA and MovieC.

An instance can be instance-of more than one concept inamytolFor example in Figure
3.2,Men In Blackis instance-of botlctionandComedyconcepts. In order to find taxonomy
similarity between two instances, the corresponding cotscef these instances have to be
considered. Therefore, at the beginning, taxonomy siityléetween two conceptsI S O
have to be defined. After finding similarities between cote@pontology, similarity between
two instances can be found by considering the similaritetsvben corresponding concepts

of these instances.
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In order to calculate the taxonomy similarity between twoazpts, the following 4 dierent

measures can be used:

TSGwm

TS GNL& Palmer

TSGin

TS C:r\/Iclean

The first method to calculaté S Cis taxonomy similarity between concepts using concept
match 'S Govm) which is mentioned in [52]TS G v is based on the distance between two
concepts in ontology. Concept match between two conc& (which is used foll S G,

is defined as follows,

JUC(Ci, H®) n UC(C;, HO)|

MG C) = 4
CM(G.Ci) = uee, o ue(E;, 1o (3.4
whereUC (upwards cotopy) is the following.
UC(Ci, H®) = (Cj € CIH®(Ci,Cj) VCi = C}} (3.5)

UC defines the set of concepts that form the path from a givenegtro the root of a given

concept hierarchy. Thefl,S Gy is defined as follows.

1, if Ci = C;
TSGm(Ci.Cj)) =1 cm(Ci.C)) _ (3.6)
————, otherwise
2
Suppose that, we try to find the similarity betwddorror andActionconcepts usind S G
in Movie Ontology 5.TS Gum(Horror, Action) can be computed using the upwards cotopy

of these concepts.

UC(Horror,H®) = {Horror,G3,G8,G9,G10,G11,G13 G15 G16,G17, Movig root}

UC(Action H°)

{Action G5, G9, G10,G11,G13 G15 G16,G17, Movie root}
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After finding the upwards cotopies Biorror andActionconcepts, the concept match between
these concepts is computed by dividing the cardinality tdrsection of the corresponding
upwards cotopies by the cardinality of union of the corresliog upwards cotopies. Using

the concept match between these concdp®S:m(Horror, Action) can be computed.

CM(Horror, Action)

TS Gm(Horror, Action) >

9 1
14 2
0321

The second measure used for calculafligCis a measure proposed by Wu and Palmer in
[55]. Taxonomy similarity between concepts using Wu andrieals measurel(S Gyw. paimer)

is the following.

1, if Ci = C;j
TS GNL&PaImer(Ci,Cj) = 2-N3 (3.7)

, otherwise
Nl + N2 +2- N3

N; and N, are the number oSubConceptO finks from C; and C; to their most specific
conceptCy that subsumes both of them. Additionallyg is the number osubConceptO f
links from Cy to the root of the ontologyéot concept). Similar tof SGm, TS Gy Paimer

based on the distance between concepts in ontology.

If the previous example, where the conceptstdoeror andAction, is considered, the most
specific concept that subsumes béthrror and Action is G9 concept in Movie Ontology
5. N; is the subConceptOflinks from Horror concept toG9 concept which is 3 andi,
is the subConceptOflinks from Action concept toG9 concept which is 2. AndN3 is the
subConceptOfinks from G9 concept taoot concept which is 8. Based on the valuesN\af

N2 andNs, T'S Gy pame{HoOrror, Action) can be computed.

2-8
3+2+2-8
16

21
= 0761

TS Gy pame{Horror, Action)
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Lin's taxonomy similarity [56] is selected as the third me@sfor calculatingl S Cin SEM-
CBF. Lin’s taxonomy similarity is an information theoretic appch based on probabilistic
model. Taxonomy similarity between concepts using Linkoteomy similarity TS Gjn) is

the following.

1, if G = C;
TSGin(Ci,Cj) = 2-log Pr(Cy) otherwise (3.8)
log Pr(C;) + log Pr(C;)’

Pr(C,) is the probability that a randomly selected instance lgao concepC,,, andCy is
the most specific concept that subsumes lipthndC;. Since the ontologies that are utilized
in SEMCBFhas two main conceptd/ovie concept and-eatureconcept, the instances that
represent movies and the instances that represent featiues does notffect each others
probabilities. For example, when the probability of a cqidbat is descendant dflovie

concept, only the movie instances are taken into accouretdrePr(C,,) is the following.

IISET(C,)| . .
—_— f M ,H¢
IS ET(Movie) if Moviee UC(Cp, H®)
IISET(Cp)| .
fF H°
IS ET(Featura]’ if Featuree UC(C,, H®)

ISET(C,) represents the set of instances that are instances of tioets which are con-

nected to th&, concept bysubConceptO finks. IS ET(C,) can be formulated is as follows,

ISET(C) = {I € {|C e UC(CSET(), H%)} (3.10)

where

CSETI) ={C e C|C(1)} (3.11)

CSET) represents the set of concepts which instdnseconnected to binstanceOflinks.
When the similarity betweeHorror andActionconcepts in Movie Ontology 5 is considered,
atfirst|IS ET(Movi€)| have to be computed in order to find the probabilities needled.num-

ber of the movie instances, in other words the number of thiaintes which are connected to
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thegenreconcepts bynstanceOflinks is 1659 in the system. SimilarlyS ET(Horror)| is 98
and|IS ET(Action)| is 254. The most specific concept that subsumes Hotinor andAction
is G9. Additionally [IS ET(G9)| is 802. Using these computed valueS G i, (Horror, Action)

can be computed.

2 - 10g(802/1659)
l0g(98/1659) + log(254/1659)
2.-0.3156

-1.2286+ -0.815
-0.6312

-2.0436
= 0.308

TSGin(Horror, Action) =

The last measure used 8EMCBFis mentioned in [57]. In [57] dferent similarity calcula-
tion strategies are evaluated and the following similamitgyasure, which we call taxonomy
similarity between concepts using Mclean’s taxonomy sntyf (T S Gyclean), Yields the best

performance.

1, if G =C;
TS Guclean(Ci, Cj) = et stherise (3.12)
&+ e’
| is the shortest path length betwe€nandC;j, h is the depth of most specific concept in
ontology. According to [57], optimal values of parametersndg is 0.2 and 0.6 respectively.
Similar toTS Gy andT S Gyw.paimen T S Guclean iS based on the distance between concepts

rather than an information theoretic approach.

If the same example is examined B8 Gyclears |, Which is the shortest path betweldiorror
and Action concepts, is 5h, which is the depth o659 concept in Movie Ontology 5, is 8.

Based on this valueg, andg constantsl' S Gyuclean(HoOrror, Action) can be computed.

68 _ 068
e 025 b8 e
068 | o 068

T S Guclean(Horror, Action)

= 0.378

After defining the taxonomy similarity between concept$;@ating taxonomy similarity be-

tween instances is reduced to calculating the similaritwben two sets containing concepts.
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TS between instanck and instance; is defined as follows.

SSIMCSET(),CSET(;). otherwise

Tstp={ (3.13)

CS ETwas previously defined in the Equation 3. HLIS IMS,, S,) is the similarity between
setS; and setS,. Similarity between two sets can be found using the sintidgeribetween
their elements, in this caseS Cof concepts, and a method that defines a way of utilizing

these similarities. These methods are mentioned lateratidpe3.2.2.4.

3.2.2.2 Relation Similarity

The second type of similarity measure using ontology-basethdata is relation similarity.
Relation similarity between two instancedRS) is based on their relations to other instances
in ontology-based metadata. Suppose that DirectorX isitieetdr of MovieA and MovieB,
DirectorY is the director of MovieC. In this example, retatisimilarity between MovieA and
MovieB is higher than the one between MovieA and MovieC bsealirector of MovieA and
MovieB is the same. For relation similarity measure, we usedified version of Maedche
and Zacharias’s relation similarity measure [SR]S between instanck and instance; can

be calculated as follows:

RS(|i,|j)= Z OR(|i,|j,p,|N)+ Z OR(|i,|j,p,OUT) (3.14)

pePco-| pePco-0 .
, otherwise
|Pco-1] + |Pco-ol

Pco.| Stands foincoming relationsand is the set of relations that allowkC(C(l;), H®) and
UC(C(l;), H®) as range. SimilarlyP¢-o Stands foroutgoing relationsand is the set of re-
lations that allowsJC(C(l;), H®) andUC(C(l;), H®) as domain OR(l;, I}, p, DIR) stands for
the similarity for relationp and directionDIR between instancel and |} whereDIR ¢
{IN,OUT}. Thus, relation similarity between two instances is coraduiy calculating sim-
ilarities for eachincomingand outgoing relationsof these instances and taking average of

them.
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OR(i, 1;, p, DIR) can be calculated by considering associated instancksaoti|; with re-
spect to the relatiop and directionDIR. For example, if we consider the similarity for the
relationhasDirectorand directionOUT between two movie instances in Movie Ontology 5,
we consider the directors of two movies. Similarly, if we smer the similarity for the re-
lation hasDirectorand directionIN between two directors, we consider the movies directed
by these directors. Associated instancks 6Of instancel, with respect to the relatioR and

directionDIR is the following.

I i kel A (P(g, 1)), ifDIR =IN
AP1,DIR) = ¥ "ENA( (e I} 1 (3.15)
(I ke T A (P(In, 1)}, ifDIR = OUT

After defining As(P, In, DIR), calculatingOR(l;, I, p, DIR) is reduced to calculating the sim-

ilarity between two sets that contain associated instan€&(l;, I;, p, DIR) is defined as
follows.
0, if (As(P, 1;,DIR) =0
OR(;, 1}, p,DIR) = VAs(P, 1j, DIR)) = 0)

SSIMAs(p. li. DIR), As(p, 1;, DIR)), otherwise
(3.16)

As mentioned in Section 3.2.2.1, to find the similarity begweawo sets$ S|M, similari-
ties between their elements are considered using a methdbisicase, associated instances
consist these sets and semantic similarities between ¢ngeels of these sets are used. The
problem is that to calculat8 Ss between instanceRSis used and to calculai®Ss between
instancesS Ss between associated instances are used. Therefore, inomtevent calcula-

tion from infinite cycles, anaximum recursion deptias to be defined.

The advantage of using relation similarity is that the simiiies between associated instances
are taken into account. If the relation similarity betweeavia instances are considered,
associated instances are feature-values of these moviledar§, if the relation similarity
between instances, which represent feature-values, asdeved, associated instances are
the instances that represent movies. Suppose that, inengystovies have only one feature
which is an actor starred in the movie and we try to find the lsinity between two movies,

MovieX and MovieY. MovieX has a feature-value ActorA and N®Y has a feature-value
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ActorB. If a user only rates movies in which only ActorA seur it is unable to predict the
rating of MovieY by using naive Bayesian classifier [41] whis used in [11]. But irSEM-
CBEF, relation similarity between MovieX and MovieY depends tie semantic similarity
between ActorA and ActorB. In a recursive manner, relatiomlarity between ActorA and
ActorB depends on the semantic similarity between othdaites which have relations to
ActorA and ActorB. Therefore, a similarity value betweeadh two movies can be computed

and then, a rating prediction can be made.

3.2.2.3 Attribute Similarity

Attribute similarity (AS) is the third similarity measure that is used for calculgtsgmantic
similarities in ontology-based metadata. Similar to tHatien similarity, attribute similarity
between two instances depends on their attribute vah®setween instanck and instance

I is the following.

1, if ;=1
AS(|i, |j) = 4 OA(|i, Ij,a) (3.17)

ac .
A otherwise
|Pal

Pa represents the set of attributes that are attributes of GG{C(1;), H®) andUC(C(l;), H®).
OA(l;, 1}, a) is the similarity between instancésand|; for attributea. Therefore, attribute
similarity between two instances is computed by calcupsimilarities for each attribute in

the setPa and taking average of these similarities.

Similar to the calculation 0®OR(l;, 1}, a), OA(l;, I}, a) is calculated by considering associated
literals ofI; andl; with respect to the attribute. For example if the attribute BeleaseDate
associated literals of two movies are years of the releates dd these movies in Movie

Ontology 5. Associated literal) of I, with respect to the attributa is the following.

{ Lo if Lye D AA(In Ly)
A(A 1) = (3.18)

0, otherwise

The diference betweeAs and A, is that A; can contain at most one literal unlildg. The

reason of this dference is that the characteristics of the ontologies treautiized in SEM-
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CBF. In ontologies that are used BEMCBF, an instance can have at most one attribute value
(literal) with respect to an attribute. For instance, a rmaan have more than one director,
on the other hand, a movie has at most one release date. dieerefther than calculating
similarity between two sets, similarity between attributdues is focused in order to calculate

OA

0, if (AIA L) =0
OA(l;, 1, @) = VA(A,1}) = 0) (3.19)
LSIM(Li,Lj,a), otherwise

Li = A(al) andL; = A(alj). In ontologoies that are used BEMCBF all attributes
(ReleaseDateRuntime Rating represent numeric features of the items. Therefore, we hav
to translate dierence of numeric values to a similarity value that is betw@&and 1. For this

translation, maximum dierence of a numeric attribute (MDIF (A)) has to be defined.

MDIF(A) = max(Li — L) : A(lz. Li) A A2, Lj) Al 1o € T} (3.20)

Suppose that we want to find the maximunftelience of the attributRuntime Maximum
difference, 260, is achieved by the shortest movie, which hasribute value 20 foRuntime
attribute, and the longest movie, which has an attributeesaB0 forRuntimeattribute. After
defining maximum dterence of a numeric attribute, we can define the similality I(V)

between attribute valule; and attribute valué&, of an attributea.

L1 — Lol

LSIM(Ly. Ly.a) = 1— —L— 2
SIM(Ly, L2,8) MDIF (a)

(3.21)

3.2.2.4 Similarity Between Sets

In order to calculate taxonomy similarity and relation darity, we have to define the similar-
ity between sets of elements. Similarity between two sgigiés on the similarities between
their elements and the similarity method used. Elementsexfd sets areonceptdor taxon-
omy similarity andnstancedor relation similarity calculation. Similarities betweelements

areTS G for taxonomy similarity an& Ss for relation similarity. INSEMCBF, six different
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methods can be used in order to find the similarity betweersst®.

The first method$ S IM) used for calculating the similarity between two sets is tioaed

in [52]. Similarity between se$1 and se62 (S S1M(S1, S2)) is the following.

> maXSIM(a, b)b € S2}
acS1 .
1] , 1f |S1] > |S2|
SSIM(SL,S2) = (3.22)
> maXSIM(a, b)b € S1}
acs2 otherwise
1S2| ’

In SSIM, after selecting the set with the greater size, for eachahin the selected set, an
element which has the maximum similarity with the corregfiog element is selected from
the other set. Then, the similarity between these two sdiwigverage of these calculated

similarities between selected element pairs.

The method mentioned in [58] is the second metl®& (M) used for calculating the simi-

larity between two sets of elements.

> maxXSIM(a b)lbe S2} + > maXSIM(b,a)lac S1}
beS2

SSIM(S1,S2) = &3¢ S (3.23)

In SS M, for each element of the two sets, an element which has thémax similarity
with the corresponding element is selected from the othier@een, the similarity between

these two sets is the average of these calculated singlbBtween selected element pairs.

The third method, which is used for calculating similarigtlveen two sets, forms pairs of
elements by using these two sets [59]. Pairing of elememsrig by selecting two elements
a andb, whose similarity § |M(a, b)) is maximum, from set§1 andS2 respectively. Thea

andb are removed from their belonging sets. This pairing protesgene until one of these

sets has no more elemen&sS | M(S1, S2) using element pairing is the following,

SIM(a, b)
(ab)ePairs(S1,S2)

SSIM(SL S2) = —— = sT.152)

(3.24)

wherePairs(S1, S2) contains the pairs of elements that are formed by the abmaess.
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The other methods used for calculating the similarity betwisvo sets are based on the meth-
ods used for calculating the distance of pair of clustersenanchical clustering algorithms.

These methods are single-link, complete-link and aveliagd60].

In the single-link hierarchical clustering, distance betw two clusters is theinimumdis-
tance between the pairs of elements belong to these cluss@rse distance and similarity
are inversely proportional, similarity between two setthesmaximunsimilarity between el-
ements from these sets. Similarity between two sets usiggeslink method $ S IM;) is the

following.

SSIMs(S1,S2) = maxSIM(a b)lac S1A b e S2} (3.25)

Complete-link hierarchical clustering is the opposite ioigke-link hierarchical clustering.
In the complete-link hierarchical clustering, distancéwmsen two clusters is theaximum
distance between the pairs of elements of these clustersrefbine, we take theninimum
similarity between elements of two sets to determine thelaiity between these sets using

complete-link methodg S IM:).

SSIM(S1,S2) = min{SIM(a b)lac S1 A b e S2) (3.26)

The last method used for calculating the similarity betwtven sets is average-link. In the
average-link hierarchical clustering, distance betweemdlusters is theverageof all dis-
tances between the pairs of elements of these clusters. By tids definition, similarity

between two sets using average-link meth®&( M) can be calculated as follows.

2 2 SIM(ab)

aeS1beS2

SSIM(SL S2) = S1s2

(3.27)

3.2.3 Rating Prediction

The last step 0SEMCBFis prediction of the unknown ratings in order to enhance-isen
rating matrix. In order to predict the unknown ratin@EMCBFuses a prediction function

(PF), semantic similarities between itemS $ and collaborative-based user models which
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consist of ratings given by users, on a neighborhood-basettiad [22] [19]. In order to
compute a prediction for a user-item pair, two predictionclions can be used after selecting

a number of K) most similar itemsK nearest neighboj<o the item in the pair.

By using the first prediction functiorpfedl), the predicted rating of userfor itemi can be
calculated by taking the average of the ratings given by #eewfor | which is the set ok

most similar items td (according to theéS Ss) that have been rated by user

1
predly; = P Z M (3.28)

By using the second prediction functiopréd?, the predicted rating of userfor itemi can
be calculated by taking the weighted average of the ratings@y the useu for | which is
the set otk most similar items ta that have been rated by userWeights of the ratings are

set according to the sematic similarities between items.

1 -
pre2,j = ——— > Si,i)r; (3.29)
Sier S 1) %‘ -
SEMCBJFcreates enhanced user-item rating matrix by predictingrddhown user-item pairs.
In other words, the sparsity of user-item rating matrix idused. Additionally, new item
problem is avoided. Even if an item has no explicit ratingegivy any user in the system, by

usingSEMCBEF, our approach predicts a rating given by every user for thai.i Thus, a new

item which has no ratings given by any user in the system hlaarece of being recommended.

3.3 Refinements oBEMCBF

There are two refinements that are applied in order to impifowejuality of SEMCBFs rec-
ommendations. One of these refinements is excluding unsegeattributes and relations
from recommendation process. The other refinement is detiegrfeature-weights and uti-

lizing these weight values IBEMCBFE
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3.3.1 Feature Selection

Feature selection is a way of dimensionality reduction Whg a process of finding low
dimensional representations for high-dimensional daid [6he aim of a feature selection
method is to find thdvest subsedf the input feature set [62]. Best subset refers to the set
of features that optimizes a given objectoriterion function. The size of the subset can
be predetermined or can be optimized by the feature seteatiethod. In fact there are
optimal methods, e.g. exhaustive search, due to the cotignah constraints, we apply
Sequential Forward SelectioBES [63] which is a sub-optimal feature selection algorithm.
S FSstarts from an empty set and at each iteration, adds a featinieh maximizes the
objective function, to the set. This process ends when the af the subset reaches the

predetermined value or there are no more features remaining

S FSis used for determining a sub-optimal subset of relatiomsadtmibutes used IBEMCBF

in order to improve the performance SEMCBF Therefore, relations and attributes consti-
tutes the features and any performance metric that is usexi/étuating the performance of
recommendation systems can be used as the objective fantaditionally, the size of the

subset is not predetermined. Algorithm 1 computes3h8used forSEMCBFE

Algorithm 1 Sequential Forward Selection for SEMCBF
Input: X — the set of relations and attributes of utilized ontologysiE MCBF

OF — evaluation function o EMCBFusing relations and attributes set as input
Output: SF— the set of selected relations and attributeS F ¢ X

Y<0
maxOF < 0
while X # 0 do

X & argmaxex[OF(Y + X)]

Y&Y+X

X&X-X

if OF(Y) > maxOFthen

SFeY
end if

end while

In Algorithm 1, it is assumed that minimum value of the evélwafunction is 0 and higher
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values of the function indicates better performanc&BMCFE For each iteration, if the per-
formance ofSEMCBFusing new subset exceeds thmaxOFthat keeps the value of the best

evaluation value of the previous subsets, selected subset to the new subset.

3.3.2 Feature Weighting

As mentioned in Section 3.2.2, two of the similarity measursed for calculating semantic
similarity between two instances are relation similaritydaaxonomy similarity. Relation
similarity is calculated by considering similarities foach relation of these two instances’
relations and taking average of these similarities. Inmotmds, every relation has the same
weight, same féect. It is also the same for calculation of the attribute kirity between two
instances. On the other hand, rather than using equal vgeidgtiermining these weights can

improve the quality of recommendations.

In SEMCBF, content-based user models are used for calculating thikastias between items

in the system. The reason for using content-based user smdiel discover fects of each
feature to the preference of the users. For instance, soens cansidewriter feature of the
movie is important more thaglirector feature of the movie. For such users, when calculating
the similarities between itemS§EMCBFgives more weight to the similarity of the relation
that representariter feature than the similarity of the relation that represelimesctor feature.

In order to determine the feature-weights, multiple cidtepproach in [64] is used.

Every movie in the system is represented as a vector caltade feature vectdiMFV). MFV

of the moviemis as follows.

MFVm = ((fo1, o ok oo (I -0 Tky)) (3.30)

Each feature-value has an index number for its correspgrfdature. This index number has
a range between 1 and the number of values belonging to thespainding feature. And also
each feature has a number in the systemMHKV, f; ; represents the value with the indgx
of the featurd, k; represents the number of values for the feataedN represents the total
number of features. For instandanguagefeature, which is the 4rd feature, has 76 values
such asTurkish Danish Englishetc., andTurkishis the 5th value for théanguagefeature.

Then, if the language of a movie is not Turkish, thigg is set to 0. But if a movie has a
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feature-value that is represented fpy, f; ; is set a value that depends on the selected method.

We use three types of methods to §gtin MFV of a movie:

o Default
o |df

o |fw

Simplest method used to construdvi&V is Default In this method if a movie has a feature-
value that is represented Wy, thenf; ; is set to 1. In the second methaddyerse document
frequency(ldf) of the feature-values, which is mentioned in [2], is usédf. is defined as

follows,

ldf;, = log % (3.31)
i

whereM is the number of all movies amd | is the number of movies that has a feature-value
that is represented bfy ;. If a movie has a feature-value that is represented hythenf; ; is
set told fy,;. Similarly, in the third methodf; j is set toitem feature weigh(ifw) [65] of the

feature-valuelfw is defined as follows,

I fw, = log mﬂ x logk (3.32)

]

wherek; is the number of values for featureTherefore, the importance of a feature-value is
proportional to the number of feature-values of its coroesjing feature. After constructing
the MFVs of all movies in the system, in order to determine the ug@eferences, for each

user, auser preference vect@tJPV) is constructedUPV of the use is as follows.

UPVy = ((Praa, - Priky)s - (PrNLs - PINKy)) (3.33)

pri j represents the opinion of the corresponding user aboutettere-value that is repre-
sented byf; ;. In order to construcUPV of a userMFVs of the movies that has been rated

by the user and the rating values are used.
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ZA 02xrymx MFVp

UPy, = =M i (3.34)

M is the set of movies that has been rated by the userm gnd the rating given by the user
u for the moviem. In the equation 3.34, 0.2 is used for transforming the gatmlue in range

1-5 to normalized rating value in range O-1.

User weight vectorWV) represents the opinion of a user about features by usinghivei
values. For a user, weight values of the features are olotdiinen the user'sJPV. UWV of

the usew is as follows,

UVW, = (Wl,Wz...,WN) (335)

wherew; = pri/Ei’il pri. w; represents the opinion of the corresponding user about the

featurei.

In order to find the value of; in UVW, we use two dterent methods to seir:

e Default

e Stddev

Using Defaultmethod, pr; is the biggest value of the values that represent the preferef
the user about feature-values of the featungthe corresponding/PV. In the second method,
Stddey pr; is standard deviation of the values that represent the nerefe of the user about

feature-values of the featurén the corresponding/PV.

After constructing th&JWVs of all users in the system, in order to avoid scalabilityopem,

we apply clustering oWVs for grouping users that have simildWVs. In order to cluster
users, we appliK-MeansandExpectation Maximisatioalgorithms separately by usivjeka
API [66]. One crucial point is that whddW Vs are clustered, the weights of thenrefeature
are ignored. Because tlgenrefeature is not represented by a relation or attribute in dny o

the ontologies used.
Cluster weight vector@QWV) represents the opinion of the group of users in a clustentabo
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features. Feature-weights of the clusters are calculatelddJWVs in the systemCWV of

the clustelCl is as follows,

Y UWY,
ueU(Cly)

CWAeL = G C)

(3.36)

whereU (Cly) is the users in clustetly. Briefly, in order to determine the feature-weights of

a cluster, average of feature-weights of the users thahbetothe cluster is computed.

So far, feature-weights, or in other words weights of relai and attributes of the clusters,
are determined. These feature-weights are used in relatidrattribute similarity measures
of semantic similarity calculation. For each cluster, seticasimilarities between instances
are calculated separately. In order to consider tifierdint weights in dferent clusters, the
Equation 3.3 is changed into a new o1$S between two instances for clusi€ly is defined

as follows.

aTS(h, |j) + bR&lk(li, |j) + CASC|k(|i, |j)

a+b+c

S (li 1y) =

(3.37)

R&, (li, 1j), which represents relation similarity between instanesd instance; for cluster

Cly, is the following,

1 if 1= 1|
PEPco-| +
RSe (11 1) = pepzm wW(Cly, p) + pePZM w(Clk, p) (3.38)
> W(Clk, p)OR(;, 1j, p,OUT)
P<Peo-o otherwise
> WClep)+ > WCl.p)
pePco-i PEPeo-0

wherew(Cly, p) is the weight value of the feature, which is representechkyrélationp, in
CW\gy,. Similarly, AScy,(li, 1), which represents attribute similarity between instanegd

instancel ; for clusterCly, is the following:
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AS(li, 1i)cy, = aeZPAW(CIk,a)OA(Ii,lj,a) - (3.39)
S W(Cl,a) , otherwise
acPa

wherew(Cly, a) is the weight value of the feature, which is representedhieyattributea,

in CW\g,,. After finding semantic similarities between instancesedach cluster, in order
to predict unknown ratings of user-item rating matrix, thstlstep ofSEMCBFis rating
prediction that is mentioned in Section 3.2.3. For the firsdfction function predl), the
only difference in Equation 3.28 is the definitioniofSince the semantic similarities between
items are calculated for each cluster, itdnisthe set ok most similar items tofor the cluster
that useu belongs to. Similarly, for the second prediction functipre@d?, the Equation 3.29

is changed into the following,

1 ,
reyi = —————— 3 S, (L )rys 3.40
Precau z;efssak(n,l)z S, (3.40)

whereCly is the cluster that userbelongs to.

i€l

3.4 Collaborative Filtering

In fourth phase oSEMCBCE a neighborhood-based [22] collaborative filtering altioni is
performed on enhanced user-item rating matrix and actige nasings vector which consists

of actual ratings given by the active user and the ratingdigtiesd bySEMCBFE

The collaborative filtering algorithm first computes the ismity between the active user and
other users by using the enhanced user-item rating matrig.then, a number of most similar
users called neighbors are selected. In order to calculaitagties between the active user

and other users, Pearson correlationfitoient [20] is used.

After computing similarities between the active user arteptisers by using enhanced user-
item rating matrixn most similar users, which are called n-nearest neighbreseaected. An
unknown rating for a user-item pair in active user ratingsaeis predicted by calculating the
adjusted weighted sum of the user’s n-nearest neighbdmgsafor the item. The advantage

of using adjusted weighted sum is that it also considefsrdince of rating scales of the users.
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The weight of nearest neighbors depends on the similabBéseen users.

At the end of the recommendation process, the system recods@enumber of unrated items

which have the highest predicted rating to the active user.
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CHAPTER 4

EVALUATION AND RESULTS

This chapter presents the evaluation of the system. Histdata set used in experiments is
described. Then, evaluation metrics that are used to dealia system is explained. After

that, the results of the experiments are shown and discussed

4.1 Data Set

The data set used in experiments is the MovieLens 100k dafgjevhich is publicly avail-
able. This data set contains 100000 ratings that are cetldodm 943 users for 1682 movies.
The ratings in MovieLens 100k data set are on a scale of 1 toididates strongly dislike
and 5 indicates strongly like. Each user in this data set atslrat least 20 movies. This
data set contains some demographic information about thes fage, gender, occupation,
zip) and some information about the itemsvies. The information about an item consists
of title, release dateIMDb URL andgenreof that item. IMDb URL is used for extracting
the content of a movie that is explained in Section 3.2.1.#idi#onally, rather than using
the genre information provided by this data set, genre in&tion of each movie is extracted

from IMDb.

In order to apply 5-fold cross-validation, the disjointttests (20% of rating data) and their
corresponding training sets (80% of rating data) are pexvith MovieLens 100k dataset.
Therefore, 100000 ratings are divided into 5 disjoint satbeach of these sets contains 20000
ratings. For each of these disjoint sets, experiments aferpeed using the remaining sets as

training data set and the selected set as test data set. Alg, fihe results are averaged.
MovieLens 100k data set has some inconsistencies. For samesniMDb URL of that
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movie is unavailable. For somefiirent movielDs in data set, the title aldDb URL are
the same. In order to fix these inconsistencies, all movid¢sisndata set are processed. The
movies, whoséMDb URLs are unavailable, are removed with corresponding ratiitey drr
duplicate movies, just one movie entity and its correspagndating data are kept in the data
set. After processing the data set, disjoint sets that & fos 5-fold cross-validation contain

the following numbers of ratings:

Setl contains 19964 ratings.

Set2 contains 19954 ratings.

Set3 contains 19930 ratings.

Set4 contains 19925 ratings.

Set5 contains 19905 ratings.

4.2 Evaluation Metrics

In experiments, in order to evaluate the performance of yiséem, we use mean absolute
error (MAE) and F-Measure performance metrics that are imeed in Section 2.3. In order
to use F-Measure performance metric, actual and prediatet)s below or equal 3 indicates

that the item is irrelevant and those above 3 indicates ligaitém is relevant.

4.3 Evaluation of SEMCBF and SEMCBCF

The evaluation process consists of three phases. In thelieste, in order to find the most
appropriate values SEMCBFparametersSEMCBFis evaluated without considering the re-
finements (feature selection and feature weighting) meatlan Section 3.3. In other words,
all users are grouped in only one cluster with equal featveght values. Therefor€WV of
this cluster has the value of 1 for weight of each featurehénsecond phase, the refinements
of SEMCBF, which are feature selection and feature weighting, aréuated. In the third
phase, the performance SEMCBFandSEMCBFis compared with some other approaches

[7, 67,1, 68, 11] in the literature.
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4.3.1 First Phase of Evaluation

The content-based filtering part SEMCBCFE named aSEMCBF, consists of some param-
eters as mentioned in Chapter 3. These parameters and tssible values are shown in

Table 4.1. The performance SEMCBF, therebySEMCBCEFE depends on the values of these

parameters.
Table 4.1: Parameters and Possible ValueSE¥ICBF
Parameter Possible Values
Movie Ontology 1
Movie Ontology 2
Ontology ©) Movie Ontology 3
Movie Ontology 4
Movie Ontology 5
Max. Recursive Depthrd) 0,123,4,56,7,8,9,10
Weight of TS (a) 0,0.1,0.2,0.3, ..., 1.0
Weight of RS (b) 0,0.1,0.2,0.3,...,1.0
Weight of AS (c) 0,0.1,0.2,0.3,...,1.0
TSCGwm
Measure for Taxonomy TS Gyws.Palmer
Similarity Between Concept§ SO | TSGin
TS CMclean
SSIM,SSIM,
SSIMMethod forTS(SSIMss) | SSIM,SSIM,
SSIM, SSIM
SSIM,SSIM,
S SIMMethod forRS(SSIMs) | SSIM, SSIM
SSIM, SSIM
Number of Nearest Neighbork)( | 5, 10, 15, 20, 30, 50, 100, 200
Prediction Function®F) predi, pred2

Because semantic similarity between two instances is ctedpgoy the weighted arithmetic
mean ofT S, RSandAS, the parameters, b, c, satisfies the constraina ¢ b + c) = 1 during

the evaluation process. For each parameter we try to find ts¢ appropriate value. In order

to find the most appropriate value of a parame®&MCBFis evaluated for each of the values
of the corresponding paramet&randO, while other parameters are set to selected constant
values from the possible values. For each analysis of pdeaspehe determined values of
the previously analyzed parameters are kept same. Therafdhe end of the first phase

of evaluation, for each of the ontologies, appropriate eslaf the parameters mentioned in
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Table 4.1 are determined. The experiments are conductedién to analyze the parameters

in the following order:

1. PF

2. TSCandSSIMs
3. SSIMks

4. a,bandc

5. rd

4.3.1.1 Experiment forPF

After S Ss between items are computed in the systBifa parameter oSEMCBFis used in
the rating prediction phase. In order to find the most apipralue ofPF, parametersd,
a,b,c, TSCSSIMs, SSIMsare set to their initial values alBEMCBFis evaluated using
for each value ok, O andPF. We call combination of the values of paramet&8EMCBF
configuration Therefore, usinGEMCBFconfigurations shown in Table 4.2, the performance
of SEMCBFin MAE and F-Measure metrics is observed. The results of Xpement are

shown in Table 4.3.

Table 4.2:SEMCBFConfigurations of the Experiment f&F

0 Movie Movie Movie Movie Movie
Ontology 1 | Ontology 2 | Ontology 3 | Ontology 4 | Ontology 5
k All Values | All Values | All Values | All Values | All Values
PF All Values | All Values | All Values | All Values | All Values
TSC TSGwm TSGwm TSGwm TSGwm TSGwm
SSIM+g SSIM SSIM SSIM SSIM SSIM
SSI Mgs SSIM SSIM SSIM SSIM SSIM
a 0.4 0.4 0.4 0.4 0.4
b 0.3 0.3 0.3 0.3 0.3
c 0.3 0.3 0.3 0.3 0.3
rd 1 1 1 1 1
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Table 4.3: Results of the Experiment feF

Movie Ontology 1

Movie Ontology 2

Movie Ontology 3

Movie Ontology 4

Movie Ontology 5

MAE MAE MAE MAE MAE
PF PF PF PF PF
predlL pred2 predl pred2 predlL pred2 predl pred2 predlL pred2
51| 0.8076| 0.8070 0.8003| 0.7997 0.7871| 0.7867 0.7923| 0.7919 0.7865| 0.7861
10| 0.7907| 0.7895 0.7845| 0.7833 0.7725| 0.7717 0.7770| 0.7762 0.7725| 0.7717
15| 0.7896| 0.7880 0.7834| 0.7817 0.7725| 0.7714 0.7767 0.7755 0.7734| 0.7724
20| 0.7916| 0.7897 0.7860| 0.7840 0.7750| 0.7737 0.7793| 0.7779 0.7760| 0.7749
30| 0.7978| 0.7954 0.7925| 0.7899 0.7820| 0.7804 0.7858| 0.7840 0.7832| 0.7817
50 | 0.8071| 0.8042 0.8027 0.7994 0.7941| 0.7919 0.7971| 0.7947 0.7960| 0.7939
100 | 0.8219| 0.8180 0.8192 0.8146 0.8147| 0.8114 0.8161| 0.8125 0.8160| 0.8130
200 | 0.8326| 0.8277 0.8317 0.8259 0.8305| 0.8259 0.8307 0.8258 0.8311| 0.8270
F-Measure F-Measure F-Measure F-Measure F-Measure
PF PF PF PF PF
predlL pred2 predl pred2 predlL pred2 predl pred2 predlL pred2
51| 0.7330| 0.7360 0.7370| 0.7397 0.7406| 0.7422 0.7382 0.7404 0.7407| 0.7426
10| 0.7416| 0.7419 0.7443| 0.7443 0.7474| 0.7475 0.7458| 0.7459 0.7476| 0.7477
15| 0.7419| 0.7419 0.7446| 0.7448 0.7476| 0.7477 0.7463| 0.7463 0.7474| 0.7475
20| 0.7410| 0.7414 0.7435| 0.7435 0.7465| 0.7467 0.7460| 0.7461 0.7468| 0.7469
30| 0.7390| 0.7394 0.7410| 0.7417 0.7444| 0.7449 0.7436| 0.7438 0.7448| 0.7452
50| 0.7360| 0.7371 0.7377 0.7383 0.7413| 0.7416 0.7402 0.7406 0.7411| 0.7415
100 | 0.7310| 0.7322 0.7318| 0.7329 0.7340| 0.7348 0.7333| 0.7342 0.7339| 0.7345
200 | 0.7270| 0.7285 0.7273| 0.7292 0.7285| 0.7301 0.7282 0.7297 0.7284| 0.7299




The results show that better performance in MAE and F-Measuetrics is achieved by
usingpred2for PF rather than usingredlfor PF. The reason opred? gives better results
is that the ratings of more similar items have mofie& on the rating prediction by using
a weighted sum. However, usingedl, these similarities are not considered. Considering

these similarities in rating prediction step improves th@rmance oSEMCBFE

Among five diferent ontologies used in this experiment, Movie Ontologyivegthe best
result. In order to analyze théect ofk to the performance SEMCBF, MAE and F-Measure
obtained fromSEMCBFusing Movie Ontology 5 and fferent values ok are illustrated in

Figure 4.2. The vertical axes show MAE and F-Measure and dhngdntal axes show the
values ofk. It can be seen that, performanceSEMCBFin MAE and F-Measure initially
improves with the increase of the valuelond then declines aftédr= 10. Therefore, after
the point ofk = 10, additional neighbors of the corresponding item haveatig éfect on

rating prediction.
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Figure 4.1: Results of the Experiment f8F using Movie Ontology 5
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4.3.1.2 ExperimentforTSCandSSIMsg

The valuepred2is determined as the most appropriate valuBBin the previous experiment.
This value is used for the remaining evaluation phases. I&irta the previous experiment,
SEMCBFis evaluated using each of the valuekaD, TS CandS S | M- s while the values of
other parameters remain constaBEMCBFconfigurations that are used for this experiment
are shown in Table 4.4. The reason behind analyzing conibmaf TSCandS SIMs
rather than analyzing them separately is that these twargdess are highly related to each
other while calculating semantic similarities between tagtances in ontology. The results
of the experiment are shown in Table 4.5. These are the badtsef SEMCBFamong all

values ofk. For each ontology, the best MAE and F-Measure values areldhiip Table 4.5.

Table 4.4:SEMCBFConfigurations of the Experiment farS CandS S | M-s

0 Movie Movie Movie Movie Movie
Ontology 1 | Ontology 2 | Ontology 3 | Ontology 4 | Ontology 5
k All Values | All Values | All Values | All Values | All Values
PF pred2 pred2 pred2 pred2 pred2

TSC All Values | All Values | All Values | All Values | All Values
SSIM+ts | All Values | All Values | All Values | All Values | All Values
SSI Mgs SSIM SSIM SSIM SSIM SSIM

a 0.4 0.4 0.4 0.4 0.4
b 0.3 0.3 0.3 0.3 0.3
c 0.3 0.3 0.3 0.3 0.3
rd 1 1 1 1 1
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Table 4.5: Results of the Experiment fb CandS S IMrs

MAE F-Measure

Movie Ontology 1 Movie Ontology 1
SSIM; | SSIM, | SSIM3 | SSIMg | SSIMc | SSIMa SSIM; | SSIM, | SSIM3 | SSIMg | SSIMc | SSIMa
TSCcm 0.7880 | 0.7880| 0.7997| 0.7898 | 0.7920| 0.7850 TSCcm 0.7419 | 0.7424] 0.7377] 0.7420| 0.7430| 0.7440
TSCwug Palmer 0.8084 | 0.8107 | 0.8088 | 0.7921| 0.7963 0.8070 T SCwué& Pal mer 0.7344 | 0.7334 | 0.7345| 0.7419| 0.7419 0.7347
TSCwmclean | 0.8085| 0.8108 | 0.8088 | 0.7921| 0.7973| 0.8073 TSCwmclean | 0.7344| 0.7335| 0.7344| 0.7419| 0.7420| 0.7346
TSCLin 0.8087 | 0.8109 | 0.8088 | 0.7921| 0.8016 0.8074 TSCLin 0.7344 | 0.7334 | 0.7344 | 0.7419| 0.7400 0.7347

Movie Ontology 2 Movie Ontology 2
SSIM; | SSIM, | SSIM3 | SSIMg | SSIMc | SSIMa SSIM; | SSIM2 | SSIM3 | SSIMg | SSIMc | SSIMa
TSCcm 0.7817 | 0.7823] 0.7939| 0.7835| 0.7833| 0.7787 TSCcm 0.7448 | 0.7444] 0.7399| 0.7450| 0.7451| 0.7460
TSCwug Palmer 0.8024 | 0.8048 | 0.8026 | 0.7809 | 0.7813 0.7972 T SCwué& Pal mer 0.7367 | 0.7354 | 0.7365| 0.7462 | 0.7463 0.7381
TSCwmclean 0.8009 | 0.8033 | 0.8011| 0.7805| 0.7805 0.7950 TSCwmclean 0.7370 | 0.7358 | 0.7370 | 0.7465| 0.7464 0.7390
TSCLin | 0.8061 | 0.8082| 0.8062 | 0.7851| 0.7926 | 0.8029 TSCrLin | 0.7355| 0.7345| 0.7355| 0.7445] 0.7425| 0.7365

Movie Ontology 3 Movie Ontology 3
SSIM; | SSIM, | SSIM3 | SSIMg | SSIMc | SSIMa SSIM; | SSIM, | SSIM3 | SSIMs | SSIMc | SSIMa
TSCcm 0.7714 | 0.7711| 0.7814 | 0.7729| 0.7740 0.7689 TSCcwm 0.7477 | 0.7476 | 0.7438 | 0.7473| 0.7475 0.7483
TSCwus paimer | 0.7923 | 0.7948 | 0.7928 | 0.7666 | 0.7711| 0.7820 TSCwua Palmer 0.7398 | 0.7394 | 0.7400| 0.7492| 0.7485| 0.7432
TSCwmclean 0.7925| 0.7948 | 0.7929 | 0.7671| 0.7726 0.7823 TSCwmclean 0.7399 | 0.7395| 0.7402 | 0.7491| 0.7480 0.7432
TSCLin 0.7927 | 0.7945| 0.7927 | 0.7659 | 0.7747 0.7827 TSCLin 0.7401 | 0.7396 | 0.7401 | 0.7493| 0.7480 0.7436

Movie Ontology 4 Movie Ontology 4
SSIM; | SSIM, | SSIM3 | SSIMg | SSIMc | SSIMa SSIM; | SSIM2 | SSIM3 | SSIMg | SSIMc | SSIMa
TSCcm 0.7755 | 0.7745| 0.7807 | 0.7731| 0.7738 0.7703 TSCcm 0.7463 | 0.7471| 0.7442 | 0.7472| 0.7474 0.7479
TSCwug Palmer 0.7962 | 0.7939 | 0.7940 | 0.7668 | 0.7721 0.7856 T SCwué& Pal mer 0.7390 | 0.7394 | 0.7397 | 0.7491| 0.7478 0.7424
TSCwmclean | 0.7951| 0.7940| 0.7933| 0.7673| 0.7735| 0.7844 TSCwmclean | 0.7401| 0.7398 | 0.7399 | 0.7489| 0.7474| 0.7427
TSCLin 0.7972 | 0.7937 | 0.7943 | 0.7662 | 0.7758 0.7863 TSCLin 0.7390 | 0.7399 | 0.7395| 0.7491| 0.7472 0.7424

Movie Ontology 5 Movie Ontology 5
SSIM; | SSIM, | SSIM3 | SSIMg | SSIMc | SSIMa SSIM; | SSIM, | SSIM3 | SSIMg | SSIMc | SSIMa
TSCcwm 0.7717 | 0.7696 | 0.7845| 0.7719| 0.7766 0.7711 TSCcwm 0.7477 | 0.7485| 0.7428 | 0.7475| 0.7469 0.7482
TSCwus paimer | 0.7744 | 0.7701| 0.8008 | 0.7658 | 0.7784| 0.7704 TSCwua Palmer 0.7470 | 0.7487 ] 0.7380| 0.7493| 0.7464| 0.7480
TSCwmclean 0.7883 | 0.7845| 0.7957 | 0.7670| 0.7815 0.7795 TSCwmclean 0.7421 | 0.7436 | 0.7389 | 0.7491 | 0.7449 0.7448
TSCrLin | 0.7943 | 0.7911| 0.7941| 0.7659| 0.7816 | 0.7852 TSCrLin | 0.7402| 0.7412 | 0.7397 | 0.7492| 0.7448 | 0.7423




The best result in MAE is obtained by usifigs Gy andS S My and the best result in F-
Measure is obtained by usirigS Gyclean @andS S I Ms in Movie Ontology 2. These two per-
formance metrics are commonly used for evaluating recordiat@n systems. Therefore, in
the rest of the first phase of evaluation, the most apprapvialies ofSEMCBFparameters
are found by considering MAE and F-Measure separately. Tih@lagies other than Movie
Ontology 2, using the sam&S Cand S S| M- pair yields best results both in MAE and

F-Measure.

As it can be seen from the resultsffdrentTS CandS S I M- s values yield best results for
different ontologies. The reason of that is the characterisfitise ontologies that are repre-
sentation of the features and hierarchy of the conceptsXample, the depth of the hierarchy
of descendants dflovieconcept in Movie Ontology 5 is bigger than itis in Movie Oragy 3
and Movie Ontology 4. Additionally, this hierarchy in Mow@ntology 5 is created using the
domain knowledge. When the valuesidd Cparameter are consideredS G, gives the best
result for Movie Ontology 3 and Movie Ontology #,S Gy paimer gives the best result for
Movie Ontology 5. As mentioned in 3.2.1.3, thefdrence between Movie Ontology 2 and
Movie Ontology 3 is the representation m@iting, release dateandruntimefeatures. When
these features are represented by attributes as in Moviddggt3 rather than relations and
corresponding concepts as in Movie Ontology & G i, andS S | M give better results. Fur-
thermore, it can be generalized from the results that, irrai@calculate taxonomy similarity
between two instances, taking the maximum similarity betw#he corresponding concepts
of these instances, which is tBeS | Ms method, provides better results. For instance, MovieA
is an action and thriller movie, MovieB is an horror and terilmovie. Taxonomy similar-
ity between MovieA and MovieB is calculated regardless afsideringAction and Horror

concepts because both MovieA and MovieB are instancdsoller concept.

4.3.1.3 Experiment forS S IMs

In order to find the most appropriate value§ S | Ms for each ontology, each of the values
of k, OandS S S I Ms are used for evaluatinGEMCBFwhile the values of other parameters
remain constant. The determined value®&f, TSCandS SIM s in previous experiments
are used in this experiment. In order to obtain best resnlfslAE and F-Measure using

Movie Ontology 2, diferentTS CandS S | M g values are determined as appropriate in the
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previous experiment. Therefore, beginning from this expent, in order to obtain best MAE
and F-Measure, the experiments are separated into twoHesnSEMCBFconfigurations
that are used for MAE branch of this experiment are shown bieTd.6. Similarly, SEMCBF
configurations that are used for F-Measure branch of thisraxyent are shown in Table 4.7.
It can be seen from the Tables 4.6 and &EMCBFconfigurations of MAE and F-Measure
branches dfers from each other for Movie Ontology 2. Best results amdingaues ofk are

shown in Table 4.8. For each ontology, the best MAE and F-Meaglues are in bold.

Table 4.6:SEMCBFConfigurations of MAE Branch of the Experiment 8IS | Mks

0 Movie Movie Movie Movie Movie
Ontology 1 | Ontology 2 | Ontology 3 | Ontology 4 | Ontology 5
k All Values | All Values | All Values | All Values All Values
PF pred2 pred2 pred? pred2 pred2
TSC TSGwm TSGwm TSGin TSGin TS Gy paimer
SSIMts SSIM SSIM SSIM; SSIM; SSIM
SSIMgs | All Values | All Values | All Values | All Values All Values
a 0.4 0.4 0.4 0.4 0.4
b 0.3 0.3 0.3 0.3 0.3
c 0.3 0.3 0.3 0.3 0.3
rd 1 1 1 1 1

Table 4.7:SEMCBFConfigurations of F-Measure Branch of the ExperimentS& | Mks

0 Movie Movie Movie Movie Movie
Ontology 1 | Ontology 2 | Ontology 3 | Ontology 4 | Ontology 5
k All Values | All Values | All Values | All Values All Values
PF pred2 pred2 pred2 pred2 pred2
TSC TSQ:M TSCMcIean TSCLin TS GLin TSGNu&PaImer
SSI M+s SSIM SSIM; SSIM SSIM SSIM;
SSIMgs | All Values | All Values | All Values | All Values All Values
a 0.4 0.4 0.4 0.4 0.4
b 0.3 0.3 0.3 0.3 0.3
c 0.3 0.3 0.3 0.3 0.3
rd 1 1 1 1 1

The results in MAE show that, best results are obtained byguSiS I Vs for SS IMks in all
of the ontologies. In addition, for Movie Ontology 1 and Mewntology 5SEMCBFgives
the best result in F-Measure usi®S IMs for SSIMks. When the ontologies other than
Movie Ontology 1 and Movie Ontology 5 are consider8&MCBFgives the best result in F-

Measure using S IM for S S IMgs. From these results it can be generalized that, in order to
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Table 4.8: Results of the Experiment 8IS | Mks

MAE

SSIM;p | SSIM3 | SSIM3 | SSIMs | SSIMc | SSIMa
Movie Ontology 1 | 0.7850 | 0.7844 | 0.7856 | 0.7827 | 0.7897 | 0.7869
Movie Ontology 2 | 0.7787 | 0.7781| 0.7797 | 0.7764 | 0.7827 | 0.7805
Movie Ontology 3 | 0.7659 | 0.7648 | 0.7726 | 0.7643 | 0.7708 | 0.7675
Movie Ontology 4 | 0.7662 | 0.7651| 0.7730 | 0.7646 | 0.7712 | 0.7678
Movie Ontology 5 | 0.7658 | 0.7648 | 0.7718 | 0.7641 | 0.7711 | 0.7672

F-Measure

SSIMq | SSIM;, | SSIM3 | SSIMs | SSIMc | SSIM a
Movie Ontology 1 | 0.7440 | 0.7440| 0.7432| 0.7445| 0.7420 | 0.7430
Movie Ontology 2 | 0.7465 | 0.7466 | 0.7456 | 0.7461 | 0.7447 | 0.7461
Movie Ontology 3 | 0.7493 | 0.7496 | 0.7477 | 0.7495| 0.7481 | 0.7488
Movie Ontology 4 | 0.7491 | 0.7495| 0.7476 | 0.7494 | 0.7480 | 0.7487
Movie Ontology 5 | 0.7493 | 0.7495| 0.7477 | 0.7498 | 0.7483 | 0.7493

calculate relation similarity between two instances,tigkhe maximum similarity$ S 1 M)
between the instances that are the feature-values of thesponding movies provides bet-
ter results. For example, ActorA, ActorB and ActorC are aiged instances of instance
MovieX with respect to the relationasCastand directionrOUT, ActorA, ActorD and ActorE
are associated instances of instance MovieY with respehbeteelatiorhasCastnd direction
OUT. The similarity for relatiorhasCastand directionOUT between MovieX and MovieY
usingS S IMs for SS IMks is 1 because ActorA appears in both sets of associated aestan

4.3.1.4 Experiment fora, bandc

This experiment is conducted in order to determine the apjai® weight values of S, RS
andAS measuresg; b, c) that are mentioned in Section 3.2.2. In this experim8@aMCBF

is evaluated by setting thee b andc parameters to interval [0,1] with one decimal place under
the constraint o& + b+ ¢ = 1. The determined values of parameters in previous expatgne
are used and remaining parametel, has a value of 1. As mentioned in Section 3.2.1.3, in
Movie Ontology 1 and Movie Ontology 2, attributes are notdliseorder to represent features
of the movies. In these ontologidsS between instances is always 0. However, in Equation
3.3, the weight of attribute similarity is used in order tdccdate S Sof items. Therefore, in
this experiment, weight 0AS is also considered for Movie Ontology 1 and Movie Ontology

2. Similar to the previous experiment, this experiment gsated into two branches in order
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to obtain best results in MAE and F-Measure separat8igMCBFconfigurations that are
used for MAE branch and F-Measure branch of this experimenslown in Table 4.9 and

Table 4.10 respectively. Best results among all valués afb andc are shown in Table 4.11.

Table 4.9:SEMCBFConfigurations of MAE Branch of the Experiment farb andc

0 Movie Movie Movie Movie Movie
Ontology 1 | Ontology 2 | Ontology 3 | Ontology 4 | Ontology 5
k All Values | All Values | All Values | All Values All Values
PF pred2 pred2 pred? pred2 pred2
TSC TSQ:M TSQ:M TSCLin TSCLin TSGNu&PaImer
SSI M+s SSIM SSINy SSIM SSIM SSIM;
SSI Mgs SSIM; SSIM; SSIM SSIM SSIM;
a All Values | All Values | All Values | All Values All Values
b All Values | All Values | All Values | All Values All Values
C All Values | All Values | All Values | All Values All Values
rd 1 1 1 1 1

Table 4.10.SEMCBFConfigurations of F-Measure Branch of the Experimentsfdy andc

Movie

0 Movie Movie Movie Movie
Ontology 1 | Ontology 2 | Ontology 3 | Ontology 4 | Ontology 5
k All Values | All Values | All Values | All Values All Values
PF pred2 pred2 pred2 pred2 pred2
TSC TSQZM TSCMclean TSCLin TS Q_in TSGNL&PaImer
SSI M+s SSIM SSIM; SSIM SSIM SSIM;
SSI Mgs SSIM; SSIM SSIM SSIM SSIM;
a All Values | All Values | All Values | All Values All Values
b All Values | All Values | All Values | All Values All Values
C All Values | All Values | All Values | All Values All Values
rd 1 1 1 1 1

Best results in MAE and F-Measure using Movie Ontology 3, Mdntology 4 and Movie
Ontology 5 are obtained by using a configuration in which thlees ofa andb are the same
andc is higher than these values. Therefofe&§ andRS have equal #ects andAS has the
most dfect on finding the similarities between items accurately: Movie Ontology 1 and

Movie Ontology 2, it can be generalized from the results,tR&has more ffect on finding

the similarities between items accurately tiad has.
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Table 4.11: Results of the Experiment fgrb andc

MAE

al| b c MAE

Movie Ontology 1 | 0.1 | 0.4 | 0.5 0.7795
Movie Ontology 2 | 0.4 | 0.6 | O 0.7726
Movie Ontology 3| 0.1 | 0.1 | 0.8 0.7582
Movie Ontology 4 | 0.1 | 0.1 | 0.8 0.7574
Movie Ontology 5| 0.1 | 0.1 | 0.8 0.7564

F-Measure

al| b ¢ | F-Measure
Movie Ontology 1 | 0.3 | 0.3 | 0.4 0.7455
Movie Ontology 2 | 0.4 | 0.5| 0.1 0.7479
Movie Ontology 3| 0.1 | 0.1 | 0.8 0.7522
Movie Ontology 4 | 0.1 | 0.1 | 0.8 0.7525
Movie Ontology 5| 0.2 | 0.2 | 0.6 0.7525

4.3.1.5 Experiment forrd

As mentioned in Section 3.2.RS is a measure that is used for calculati&&s between
items. In order to calculatRS between two instanc& S between associated instances are
used. Consequentlyd parameter is used for preventing infinite cycles when catomg

S Ss between instances in ontology. In order to find the mostagpjate value ofrd for
each ontology, each of the values lgfO andrd are used for evaluatin§EMCBFwhile

the values of other parameters remain constant. The detednvialues of the parameters in
previous experiments are kept same in this experiment.|&itoi the previous experiments,
this experiment is separated into two branches in order taimlbest results in MAE and
F-Measure separatel@EMCBFconfigurations that are used for MAE branch and F-Measure
branch of this experiment are shown in Table 4.12 and Takl@ “spectively. Best results in
MAE are obtained by usinfg = 15 and best results in F-Measure are obtained by uUsiag

10 among all possible values kf These results are shown in Table 4.14. For each ontology,

the best MAE and F-Measure values are in bold.

Among five diferent ontologies used in this experiment, Movie Ontologyivegthe best
result in MAE, Movie Ontology 4 and Movie Ontology 5 give thedb result in F-Measure.
In order to analyze thefkect of rd to the performance cBEMCBF MAE and F-Measure

obtained fromSEMCBFusing Movie Ontology 5 and fferent values ofd are illustrated in
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Table 4.12:.SEMCBFConfigurations of MAE Branch of the Experiment fiat

0 Movie Movie Movie Movie Movie
Ontology 1 | Ontology 2 | Ontology 3 | Ontology 4 | Ontology 5
k All Values | All Values | All Values | All Values All Values
PF pred2 pred2 pred2 pred2 pred2
TSC TSGwm TSGwm TSGin TSGin | TSGywgPpaimer
SSI M+s SSIM SSINy SSIM SSIM SSIM;
SSI Mgs SSIM; SSIM; SSIM SSIM SSIM;
a 0.1 0.4 0.1 0.1 0.1
b 0.4 0.6 0.1 0.1 0.1
c 0.5 0 0.8 0.8 0.8
rd All Values | All Values | All Values | All Values All Values

Table 4.13:SEMCBFConfigurations of F-Measure Branch of the Experimentréor

0 Movie Movie Movie Movie Movie
Ontology 1 | Ontology 2 | Ontology 3 | Ontology 4 | Ontology 5
k All Values | All Values | All Values | All Values All Values
PF pred2 pred2 pred2 pred? pred2
TSC TSQ:M TSCMcIean TSCLin TS GLin TSGNu&PaImer
SSIMts SSIM SSIM SSIM; SSIM; SSIM;
SSI Mgs SSIM; SSIM SSIM SSIM SSIM;
a 0.3 0.4 0.1 0.1 0.2
b 0.3 0.5 0.1 0.1 0.2
c 0.4 0.1 0.8 0.8 0.6
rd All Values | All Values | All Values | All Values All Values

Figure 4.2. In Figure 4.2(a), MAE SEMCBFis obtained by using = 15, in Figure 4.2(b),
F-Measure ofSEMCBFis obtained by usindgc = 10. As it can be seen from these figures,
the performance cSEMCBFimproves with the increase of the valuerdf and remains al-
most constant after a value ad. The reason is that higher valuesrof hardly dfect the

performance oSEMCBFbecause of the nature of recursion.

4.3.2 Second Phase of Evaluation

After determining the appropriate values ®EMCBFparameters, the refinements SEM-
CBF, which are mentioned in Section 3.3, are evaluated in thenskphase of evaluation. At
the end of the first phase of evaluation, Movie Ontology 5 isdted as the ontology that per-

formed best among the other ontologies. Additionally, fa évaluation metric, F-Measure
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Table 4.14: Results of the Experiment for

MAE (k = 15)
Movie Movie Movie Movie Movie
Ontology 1 | Ontology 2 | Ontology 3 | Ontology 4 | Ontology 5
0 0.8274 0.8274 0.7601 0.7594 0.7589
1 0.7795 0.7726 0.7582 0.7574 0.7572
2 0.7779 0.7751 0.7578 0.757 0.7568
3 0.7772 0.773 0.7579 0.7571 0.7567
4 0.7774 0.7737 0.7579 0.7571 0.7568
rd| 5 0.7774 0.7737 0.7579 0.7571 0.7568
6 0.7773 0.7736 0.7579 0.7571 0.7568
7 0.7773 0.7737 0.7579 0.7571 0.7568
8 0.7773 0.7737 0.7579 0.7571 0.7568
9 0.7773 0.7737 0.7579 0.7571 0.7568
10 0.7773 0.7738 0.7579 0.7571 0.7568
F-Measure (k = 10)
Movie Movie Movie Movie Movie
Ontology 1 | Ontology 2 | Ontology 3 | Ontology 4 | Ontology 5
0 0.7234 0.7152 0.7504 0.7506 0.7510
1 0.7450 0.7479 0.7522 0.7525 0.7525
2 0.7455 0.7482 0.7523 0.7525 0.7523
3 0.7456 0.7486 0.7523 0.7525 0.7524
4 0.7456 0.7484 0.7523 0.7525 0.7524
rd| 5 0.7456 0.7485 0.7523 0.7525 0.7523
6 0.7456 0.7485 0.7523 0.7525 0.7523
7 0.7456 0.7485 0.7523 0.7525 0.7523
8 0.7456 0.7484 0.7523 0.7525 0.7523
9 0.7457 0.7484 0.7523 0.7525 0.7523
10 0.7457 0.7484 0.7523 0.7525 0.7523

is used in this evaluation phase. Therefore, in this phasgadfiation, in order to evaluate the
performance oEEMCBF Movie Ontology 5 and the determined values of the pararméter
F-Measure branch is used. The experiments are conductedanto analyze the refinements

in the following order:

1. Feature Selection

2. Feature Weighting
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Figure 4.2: Results of the Experiment fat using Movie Ontology 5

4.3.2.1 Experiment for Feature Selection

We apply a feature selection algorithsequential forward selection (SF3], in order to
find a subset of features that improves the F-MeasuREMCBFE As mentioned in Section
3.3.1, by applying SFS, we can determine unnecessaryuésiland relations in ontology.
Therefore, these unnecessary attribingdations can be removed from the recommendation
process to improve the performance SEMCBF In Figure 4.3, horizontal axis shows the
selected relatigfattribute that represent a feature and vertical axis shbesperformance

of SEMCBFin F-Measure for each iteration. Table 4.15 shows the exdde&sure values

obtained fromSEMCBFat each iteration.

As it can be seen from Table 4.15, the best F-Measure valubtééned at the end of 6th

iteration. This result shows that excludiRgintimeattribute,hasColorValueelation anchas-

68



Table 4.15: Result of the Experiment for SFS

lteration | Selected RelatiopAttribute | F-Measure
1 Rating 0.7512
2 hasDirector 0.7518
3 hasLanguage 0.7520
4 ReleaseDate 0.7521
5 hasWriter 0.7519
6 hasCountry 0.7529
7 hasCast 0.7527
8 Runtime 0.7526
9 hasColorValue 0.7525
0.7535
0.7530
g 07525 /N —
Z 0.7520 o—
S 07515 /K T
& 0.7510
0.7505
0.7500 -
& C‘)@& <§§) & & $ & b(x‘e \921
& S)(@ \?’\@ \ef’@ &@0 %00‘\9 @Cﬁ% & 00‘4“’
SR R & &&o
Relation/Attribute

Figure 4.3: Selected Relati@gkttribute vs. F-Measure

Castrelation from the Movie Ontology 5, in other words removimgri semantic similarity
calculation, improves the F-Measure ®EMCBF The relations and attributes selected from

the beginning to the 6th iteration are used in the later exans.

4.3.2.2 Experiment for Feature Weighting

This experiment is conducted in order to determine the gpjate values of the parameters
that are mentioned in Section 3.3.2. These parameterM&ié, UWYV and the algorithm
used for clusterindJWVs of users. At first, methods faviFV and UWYV are determined.
For this process, for each pair of methods kbFV andUWYV, SEMCBFis evaluated using
the corresponding pair and each of the valuek.oAdditionally, all users are grouped into
only one cluster while analyzing methods gV andUWYV. The values of other param-

eters, which are determined in the previous experimemsaireconstant. The results of the
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experiment foMFV andUWYV are shown in Table 4.16. For each combinatiofMdfV and

UWYV, the best F-Measure value is shown in bold.

Table 4.16: Results of the Experiment fd=V andUWV

k| MFV uwv F-Measure k| MFV UWV | F-Measure
5 | Default | Default 0.7471 5 | Default | Stddev 0.7476
10 | Default | Default 0.7521 10 | Default | Stddev| 0.7525
15 | Default | Default 0.7522 15 | Default | Stddev| 0.7521
20 | Default | Default 0.7507 20 | Default | Stddev| 0.7510
30 | Default | Default 0.7491 30 | Default | Stddev| 0.7495
50 | Default | Default 0.7450 50 | Default | Stddev| 0.7458
100 | Default | Default 0.7374 100 | Default | Stddev| 0.7380
200 | Default | Default 0.7312 200 | Default | Stddev| 0.7314
5| Idf Default 0.7484 5| Idf Stddev| 0.7482
10 | Idf Default 0.7530 10 | Idf Stddev| 0.7530
15 | Idf Default 0.7526 15| Idf Stddev| 0.7526
20 | Idf Default 0.7509 20 | Idf Stddev| 0.7515
30 | Idf Default 0.7492 30 | Idf Stddev| 0.7497
50 | Idf Default 0.7453 50 | Idf Stddev| 0.7456
100 | Idf Default 0.7375 100 | Idf Stddev| 0.7379
200 | Idf Default 0.7311 200 | Idf Stddev| 0.7314
5| Ifw Default 0.7481 5] Ifw Stddev| 0.7482
10 | Ifw Default 0.7527 10 | Ifw Stddev 0.7528
15 | Ifw Default 0.7515 15 | lfw Stddev| 0.7524
20 | Ifw Default 0.7503 20 | Ifw Stddev| 0.7510
30 | Ifw Default 0.7481 30 | Ifw Stddev| 0.7492
50 | Ifw Default 0.7444 50 | Ifw Stddev| 0.7453
100 | Ifw Default 0.7365 100 | Ifw Stddev| 0.7374
200 | Ifw Default 0.7302 200 | Ifw Stddev| 0.7311

The results show that, faviIFV, usingldf method rather than usirigefault or Ifw methods
gives better results. Therefore, in order to genekéfd/ for each movie in the system, using
Idf values of the feature-values are determined as appropr&itailarly, for UWV, using
Stddevmethod rather than usingefault gives better or same results. It can be said that it
gives better result using standard deviation of the valubéch represent the preference of
the user about feature-values of a featurdJRV than using the biggest value of the values,
which represent the preference of the user about featlues/af a feature, iUPV as the
weight of the corresponding feature. As a reslf, and Stddevmethods are determined as

appropriate foMFV andUWYV, respectively.
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After determining the appropriate methods MFV and UWV, the next experiment is con-
ducted in order to analyze the clustering algorithm thatpigliad to UWVs in the system.

For this step SEMCBFis evaluated using clustering algorithms, K-Means and Ebgti®n
Maximisation (EM), separately with each of the value&.ofvhen using K-Means clustering
algorithm,number of clusterparameter is set to 15. The determined values of other param-
eters remain constant. The results of the experiment¥v clusteringare shown in Table

4.17. For each clustering algorithm, the best F-Measungevalin bold.

Table 4.17: Results of the Experiment fokVV Clustering

k | Algorithm | F-Measure

5| EM 0.7487
10 | EM 0.7532
15| EM 0.7525
20 | EM 0.7515
30 | EM 0.7498
50 | EM 0.7462

100 | EM 0.7382
200 | EM 0.7316

5| K-Means 0.7484
10 | K-Means 0.7531
15 | K-Means 0.7526
20 | K-Means 0.7515
30 | K-Means 0.7499
50 | K-Means 0.7462

100 | K-Means 0.7382
200 | K-Means 0.7316

It can be seen from the Table 4.17 that, the results of both BMkeMeans algorithms
are nearly same. One of the possible reasons for thesesrésultat these two clustering
algorithms produce nearly same clusters. The other pesglson is that theWVs of all
users are very similar to each other. Thus, even the prodtlasters for EM and K-Means
algorithms are dferent, theCW\Vs of these clusters are very similar. Although the results of

these two algorithms are nearly same, EM algorithm is detesthfor UWV clustering.

At the end of the second phase of the evaluation, the detednialues of parameters of

SEMCBFthat gives the best result in F-Measure metric are shownhieTa18.
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Table 4.18: Determined Values of Parameters

Parameter Determined Value(s)
(@] Movie Ontology 5
rd 1
a 0.2
b 0.2
c 0.6
TS Cmethod TS Gywg Palmer
S S| M- s method SSIM;
S S IMks method SSIM;
Kk 10
PF pred2

Relations used
Attributes used

hasDirector, hasLanguage, hasWriter, hasCouptry
Rating, Runtime

MFV method Idf
UWYV method Stddev
Clustering Algorithm EM

4.3.3 Third Phase of Evaluation

SEMCBFis used for enhancing user-item rating matrix in the prog@gsroach calle8EM-
CBCEF. Therefore, the performance SEMCBCFis dependent to the performanceSEM-
CBF. Because of that, in the third phase of the evaluation, batperformance SSEMCBF
andSEMCBCFare compared with some other approaches. Table 4.19 gigesion, recall

and F-Measure metrics SEMCBF SEMCBCFand some approaches [7, 67, 1, 68, 11].

Table 4.19: Comparison SEMCBFandSEMCBCRFwith Other Approaches

Approach | Precision (%) | Recall (%) | F-Measure (%)
MovielLens 66 74 69.8
MovieMagician Feature-Based 61 75 67.3
MovieMagician Clique-Based 74 73 73.5
MovieMagician Hybrid 73 56 63.4
OPENMORE 62 91.7 74.1
ReMovender 72 78 74.9
CBCF 60 95.2 73.6
SEMCBF 63.7 92.2 75.3
SEMCBCF 63.8 93.1 75.7

Movielens [7] uses collaborative filtering approach. Mdagician [67] is a hybrid recom-

mender that uses kinds, actors and directors as featuresnovie. OPENMORE [1] is a
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content-based recommender based on fine-tuning the cotestruser models. ReMovender
[68] is a content-based recommender that is empowered kgboohtive missing data pre-
diction. Additionally, CBCF[11], which is a hybrid recommender that uses Naive Bayesian
classifier as a content-based predictor to enhance useirdting matrix, is implemented us-
ing the same dataset to make a fair comparison. Number oéstaagighbors are set to 30 as
mentioned in [11] for collaborative filtering parts of b@EMCBCFandCBCF. It can be seen
from the Table 4.19 tha8EMCBFandSEMCBCFoutperform these approaches according to

F-Measure metric.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

This thesis presents an ontology-based hybrid approacichwises both content-based and
collaborative filtering, in order to overcome the sparsitg aew item problems of collabora-
tive filtering. The proposed approacBEMCBCH is based on content-boosted collaborative
filtering presented in [L1]SEMCBCFHirst uses content-based filtering to enhance the user-
item rating matrix, then performs collaborative filteringing this enhanced user-item rating

matrix.

The contribution of our approach is that it uses contenethaser models and semantic sim-
ilarity measure on ontology-based metadata to calculatestimilarities between items in
content-based filtering. The content-based parSBMCBCFE SEMCBF, utilizes content-
based user models to obtain the feature-weights that rése opinion of the users on the
features. According to these user models, users are @dséed for each clusteBEMCBF
finds semantic similarities between items by using featug@hts of the corresponding clus-
ter and ontology-based metadata. After finding the sintiégrbetween items for each cluster,
user-item rating matrix is enhanced according to the siitida between items that are calcu-
lated for the active user’s cluster and active user’s ekphtings (active user’s collaborative-
based model). At the last step, collaborative filtering isgrened on the enhanced user-item
rating matrix to compute predictions. Our hypothesis was tising semantic similarity mea-
sures rather than naive Bayesian classifier [41], whichad urs[11], will improve the quality

of recommendations.

In the evaluation phase, firsfEMCBFwas fine-tuned by determining the values of its pa-
rameters, methods for creating user models and clustelgiogitam. Additionally, a feature

selection algorithm was applied for determining the relaiand attributes that are redundant.
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Then, using the determined values and featus8s\ICBFand SEMCBCFwere evaluated.
The results showed th&EMCBFand SEMCBCFoutperform content-boosted collaborative
filtering presented in [11].

Among five diferent ontologies, Movie Ontology 5 gives the best resulthm évaluation
phase. The first reason Movie Ontology 5 gives the best réstiiat the numeric features
are represented as attributes in Movie Ontology 5. Thesefoy considering the attribute
similarity between movie instances, more accurate siitylaalues are found. The second
reason is that the hierarchy of concepts, which represéetdeature-values of thgenre
feature, is generated by the help of a group of Radio-Tetviand Cinema students. Using
the domain knowledge to generate the hierarchy of conctgtenomy similarity between

movie instances becomes more accurate.

The results obtained in evaluation phase show that the dieaistics of the ontology, such as
the hierarchy of concepts, representation of the featugesfisantly efect the performance

of SEMCBF For further research, generating a more detailed ontotagy be focused to

improve the performance SEMCBE

SEMCBFconsists of many parameters and these parameters have wssigle values. In
the evaluation phase, most of tBEMCBFparameters are evaluated individually. As a fu-
ture work, the cross-dependencies between these paramsatebe analyzed and evaluated.
Additionally, the values and algorithms that are not evigdan this thesis can be evaluated.
For instance, in order to determine the feature-weightsiesother user modeling algorithms
can be used rather than the multiple criteria approach whiaked in [64]. Also, some other

alternatives for clustering and feature selection alparitan be evaluated.

In addition, SEMCBCFcan be applied to another domain such as music recommendatio
for further research. Using the features of music domaintaedeature-values of songs, a
music ontology can be generateBEMCBCFcan utilize the generated music ontology, the

feature-values of items and the user-item rating matrixd@eoto generate recommendations.
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