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ABSTRACT

A NOVEL USER ACTIVITY PREDICTION MODEL FOR CONTEXT AWARE
COMPUTING SYSTEMS

Peker Serhat
M.Sc., Department of Information Systems
Supervisor: DrAltanK o - y i J i t

September 201,177 Pages

In the last decade, with the extensive use of mobile electronic and wireless communication
devices, there is a growing need for context aware applications and many pervasive
computing applications have become integral parts of our daily li@estext aware
recommender systems are one of the popular ones in thisSarga systems surround the
users and integrate with the environment; hence, they are aware of the users' context and use
that information to deliveipersonalizedrecommendations ahb everyday tasks. In this
manner , p r e ahextcactivity grefeveaceswith shigh accuracy improves the
personalizedservice qualityof context aware recommender systeansl naturally provides
user satisfactionPredicting activities of people is efsl and the studies on this issue in
ubiquitous environment amonsiderablyinsufficient. Thus, this thesis proposes an activity
prediction model to forecastwas e mext activity preference usingast preferences of the
user in certain contextand current contegtof user in ubiquitous environment.The
proposed model presenégsnew approach for activity predictidsy taking advantage of
ontology. A prototypeapplicationis implementedo demonstratehe applicability of tis

iv



proposel modelandthe obtained outputs of a sample casahis application revealed that
the proposed model can reasonably predichéx activities of the users.

Keywords: Activity Prediction, Pervasiv8Jbiquitous Computing, Contexaware
Recommender Systems, Context Prediction, OntoBapged Systems.
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CHAPTER 1

INTRODUCTION

Today we have limitless information available everywhere #rnd huge amount of
information provides unlimited choice® us so theactual problem is makingmart
decisiors with the plenty of alternatives/Anderson, 2006) In this manner, he

recommendations play important roles in our daily lives in this era.

With the riseof the Internet, we have too much information our fingertips The rapid
developmentn the mobile and wireless communicatit@chnologylowers size and costs
of the computers and allow them to become available everywlR=eple are also

enthusiastic to use these technologies such as notebooks, smart phones, PDAs, etc.

Besides these improvementgth the use of sensor technology mobile devices will be used

to interact with the appliances and environment angbsguitols computing, also generally
referred to as pervasive computing technologies have been growing tremendously in the last
two decades.Ubiquitous computingmeans infusing the computers into the physical
environment while making them invisible to the humaigeiser, 1991) It enables
development of pervasive technologies that are highly accessible and usable by the humans
(Poslad, 2009)

Soonthe environments are going to be actiweequippng with the sensorgMcCarthy,

2001) These environments are callebiquitous computing environmentisat support their

individuals in a personalized mannend contextaware systemsare one of the popular
applications inubiquitous computingenvironments.Such systems ense t he i ndi v
contextsand act proactivelyo present appropriate service or information for the (Bey

& Abowd, 2000) Context isany informationdescribeghe situation of an entity, where an

entity can bea person, place, or object thatcensidered relevant tihe interaction between

a user and an applicatiancluding the ger and applications themsel{&y et al, 2000)



All of these technological improvements endbi@tlessinformation source everywhere and
thisleads us to information overload proble/e have difficulty in makingchoices on any
issue that satisfpur needs andwe do not have enough time tmmpare anevaluate the
huge amount of informationWe need filtered informationand so thismakes the
recommendationsnore valuable Recommendations from any reliable source ease our
decision making process and direct us to the most appropriate chdisea result,
recommender systenae designedo overcome tha information overload problems. Such
systems help individuals make decisions quickly and efficientlypitoyviding the most

valuableand appropriateecommendationthat suit their situation anderds

People in different contexts (such as time, location, weather, etc.) may have different
preferences and needsd socontextual information plays a crucialean the preferences of
people(Yujie & Licai, 2010) In this manner, context aware recommender systems (CARS)
are developedby incorporating availableontextual information into the recommendation
processTaking contextual information intthe consideratiqfCARShelp people in decision

making process by presenting more personalized recommendations.

Various types of CAR$such as device, location, plgcmovie, etc.have been developed

for differentdomains Most of them requiréoo many inputgo provide recommendations.

On the other hand, mobile devices have smaller screens, limited keypads, and supporting a
conversation on such a device is extremely difficulfaus, wsersusually do not like to

much interaction with the systerby enteringlots of data andinderstanding the questions

and requests of the application may be challenge for some of the users.

There are some CARS that work implicitly in the literatitewever, environmestmay be
complex for somaelomainsand CARS do not satisfy the user needsuch environments

For example, shopping centesse rich and heterogeneous environnsahd peoplecan
performmany different activities (such as shopping, eating, cinema, etc.) in Swpose

you are in a shoping centerand recommender application in your PDA recommends a
movie for the cinemawhile you are thinking t@o shopping The recommended movie may

be appropriate for your pleasure and profile and you may want to watch this movie in
another time but nowou want to do shoppingAs a result,this recommendation is
unnecessaryand inappropriate for you at this time.Hence, it can be concluded that
recommendations are valuable and appropriate for the individuals only when they are offered

in the righttimes.



Outside activities take too much time of the people amdking preference for these
activities has always been an important issue in complicated or heterogeneous environments
having variouslternatives. CARSIsuallydo not exactly meet thectualuser need# such
environments. Because of thtere is a need to predict the next activities of the individuals

to get the most valuable and appropriate recommendations from any recommender systems

that workin heterogeneous environmenW@ith suchas ol ut i on, the usero6s
wel | as the exact matching is provided betw
activity.

The purpose of this thesis is to develop a prediction model that predicts the next preferences
of the individuals by usg past preferences of individuals in certain context conditions and
current context information of individuals and the environment. Context history of

i ndividual sé pr eviisousesl asainptt iinvourtmpdélperindifideialse n c e s
perform the ativities within the specific time intervals and the context affects the
preferences of thm. In this manner, our model proposes a new prediction model based on

theinteroccurrencéimes ofthe past activities of the individuals in similar contexts.

Moreower, humans generally exhibit behavior through their hdb#e & Tran, 2010rand
they can temporarily interrupt or they can permanently change their behé®eimld,
Bagci, Trumler, & Ungerer, 2003)n order to overcome this challengethe predictionan
activity management mechanism is proposed to realizegasonal or periodic patterims
the activity occurrences, and take into account the exceptions, changed or interrupted
activities of tke user. The proposed model also uses ontology in the prediction process to
take into account the changing but similar situations and for the challenge of inadequate

historical context data.

The proposed model only provides prediction for shopping (only otbing),
entertainment/enjoyment (cinema, theatre, bowling etc.), eating/drinking (restaurant, fast
food, c tgpk @ outsigleé activifiedMoreover, the model in this thesis only predicts

the activities but it does not suggest the details of thesrarrexample, the developed model
predicts that the user will go to the cinema or she/he will eat in a restaurant. The detail of the
activity is not in the scope of this thesis. For example, proposed model does not make a
prediction that the user willgmt 6f i I m X& or O6Restaurant YOo.
our model can be used as a basis by the context aware recommender systems but making

specific recommendations for any activity is not in the scope of this study.



This thesis is organized as follewContext aware recommender systems, context prediction,
various context prediction techniques in ubiquitous computing environments are discussed in
chapter 2. Chapter 3 describes our activity prediction model. In this chapter, the context
dimensions anthe main terms used in the study are introduttezhthe proposed prediction
approach, ontology structures for each context dimensions and the algorithms of the
proposed model are described. Usage of the model is also illustrated through the use of some
sample scenarios in Chapter 3. A prototype application that makes use of the proposed model
is introducedand asample cas&hich examines theproposed model othis applicationis
proposedin Chapter 4. Finally, concluding remarks and directions for the future work are
given in Chapter 5.



CHAPTER 2

LITERATURE REVIEW

In early 1990s, Mark Weisewho is the pioneer of the field of ubiquitous or pervasive
computingtechnologiesdescribed the vision ahese technologieasi fie most profound
technologies are those that disapp@&hey weave themselves into the fabric of everyday life

until they are indistinguishable fromdfWeiser, 1991)Context aware computinghich is

one of the major fields of ubiquitous computihgs been a popular research field during

recent yearsThe applications of thisfel d provi de proactivity by

contexts and adépg the services according to the useeds

Context awareness is the most important feature of these applications, since the context
information (such as current location, current action and the surrounding environment) is
extracted and used to serve user needs by such applic&immext aware @mmender
systems (CARS) are developed with the aim of using context information to recommend
proper alternatives to the usktowever, most of these systems do not meet the expectations
of the users in the heterogeneous environments. Therefore contdidtipreis a new

popular research filed nowadays.

This chapter presents a review of the related literature. The first section introduces traditional
recommender systems and the context aware recommender systems and sample applications
developed are presten.  Finally, the second section introduces context prediction and

different approaches and techniques proposed for context prediction are summarized.

2.1. RecommenderSystemsand Context Aware Recommender Systems

With the rapid development of informatioechnology, there are many information services

provided to the users and mobile users are able to access the information via such services



wherever they are and whenever they walttesetechnological improvements have les

to the information overloadrpblem. In order to overcome this problem, recommendations
play an important role to maldecisions quickly and efficiently. As a resutcommender
systems emerged as an independent research area in th@90&l

(Resnick & Varian, 1997jirst introduced the recommender systems that help individuals to

identify content of interest dm various alternatives by using opinions of a community of

users. Different methods have been proposed for the recommender systdrese
recommendation methods are usuattgtegorizedinto three main types which are

collaborative filtering, contertasedfiltering and hybrid filteringl Bal abanovi | & Sh
1997) These filtering strategies are defined(Bgomavicius & Tuzhilin, 2005as:

1 Contentbased recommendationmecommend the productmilar to the previous
preference of the user.

1 Collaborative recommendatiomecommend the productisat peoplehavingsimilar
tastes and preferencesth user liked in the past.

1 Hybrid approachesombine collaborative and contemsediltering strategies

In other words, allaborative filtering assumesat the users have similar preferences with

the people who has similar profile with the usenereasontent based filtering assumes that

the users have similar preferencegth their preferences in the pastlost of the
recommender systems focus on recommending it
prefereres and others are based onadkailable data on users (such as demographics) and

items (such as content descriptiofis)mbardi, Anand, & Gorgoglione, 2009)

Personalized services help the organizations to build customer loyalty and increase the
competitiveness in the marketplamg providing services to unique needs and preferences of
individuals (Lombardiet al.,2009) In this manner, recommendsystems filter the related
information and support the individuals in decisioraking processby presenting the

recommendations personalized to their needs.

Recommender systems have been implemented in several damdnesweb especially for
E commerce web sitesuch movie, music, books, news, &b the other handhe mobile
technologieshave been growing tremendously in recent yearsl the denand for them
continues to grow. Thereforéjey are becoming the primargsource of informationand

recommender systems have baédely applied on the mobile technologies.

Furthermore, ontextawareness is a growing subject in the ubiquitous computing

environments and numerou®ntext awareapplications in different domains have been

6



developedn recent years. Howevéhe traditional recommendsystems only deal with the
user personal needs and intere$teey do not takénto account any contextual information
(such as time, locatiomyeather, etc.jn the recommendation process.

Prahalad in(Prahalad, 2004gmphasied the importance of context in the mafates

Companies must deliver unique, réiahe custorer experiences shaped by customer context

in order to satisfy the expectancies of the customers at tang. Delivering
recommendations perfectly matching with users' prefessatase right moment, in the right

place and on the right media is essentald better recommender system and ¢his only

be achieved by taking the all contgatinformation of the useréAbbar, Baizeghoub, &

Lopez, 2009) Moreover individual sd6 needs and preferel
contexts they are irAs a resultcontextual information plays an important roledigivering

the better recommendation for the needmdividuals(Y ujie et al, 2010)

All of these studies mentioabout the importance of the context in recommender systems
andincorpaating contextual information into theecommendation procetsads anew type

of recommender system which is called context aware recommender s@étenSetten,
Pokraev, & Koolwaaij, 2004propose a mobile tourist application that provides context
aware recommendations by integrating a recommender system with a context aware

application.

(Adomavicius, Sankaranarayanan, Sen, & Tuzhilin, 20p&)posé an approach by
incorporating available contextual informai into the recommendation process and
(Adomaviciuset al, 2005)discusses the next generation of recommender sys{€ka,
Nakajima, Miyazaki, & Uemura, 200@)so incorporated theontextual information into the
recommendation process inrestaurant recommender systeffiuzhilin & Adomavicius,
2008) emphasized the importance of tbentextual informatiorand take this information

into account when providing recommendations.

Although CARS help people in decision making process by presenting more personalized
recommendationghe service quality of existing CARS are seriously restricted. They only
consider the current context atiety do not predict the future contexts. Howevaedicting

the future contexts is requirdd get the most valuable and appropriate recommendations
from CARS. Thereforecontext prediction which is to predict the future contexts and
proactively recommend highuality services for wusers in ubiquitous computing

environments has become popular in recent y&itsee,Lee & Cho 2010)



2.2. Context Prediction and Context Prediction Techniques

As emphasizedn the previous sectigrmany context aware recommender systems and
applications for ubiquitous environmeraie proposeih the literature and these systems are

aware of the context of the individualdowever,only context awareness does guarantee
proactivenesgTennenhouse, 2000)n f or mat i on about usersodo futu
proactivenesgK. C. Lee Cho, & Lee 2010) Because of that, most of the existing R& do

not exactly meet the user actual needpecially in heterogeneous environments which offer

plerty of alternatives.

Context prediction uses context information acquired from various types of sensors and
observed context history in the prediction process of the next situation of the individuals in
ubiquitous computing environmert.aims topredictthe next context that users will likely

enter {or thelocationand situation context®r perform for the action contex}on the basis

of a context history(S, Lee et al. 2010) (Byun & Cheverst, 2004emphasized the
importance of context history usage in ubiquitous computing environments. Since the
context history usually embodies patterns, the more personalized services can be provided to

the wser according to such patterns.

In the literature, numerousontextprediction approachesand techniquesfor various
domains suchas, location, movement, actiortc have been proposedOne of the early
studies isThe Adaptive House Proje¢Mozer, 1998) It is a smart house and the lifestyle
and desires of the inhabitants are obseevatilearned téorecasttheir future needsNeural
networksare usedo predictuser needs and desiréBavison & Hirsh, 1998)s also one of

the early studies. This study proposed a method to predict the next Unix commands of the

user based on the frequency of last two succeeding commands.

(Kaowthumrong, Lebsack, & Han, 200pyoposed an automatiactive device selection

modeland Markovc hai ns ar e used to pr ed(Pattdrsor, lliae, user 6
Fox, & Kautz, 2003presented a model to predict the travel destinations of user on a city

map. DynamicBayesian network is used in this study. Another study for the location
prediction was proposed baasonen, Raento, & Toiven, 2004)that use a Markov

predictor and a weighted graph to forecast t

(Petzold, Bagci, Trurelr, Ungerer, & Vintan, 2004)roposed a context prediction approach
based orprevious behavior pattesnof the usersA new approachwith global firstlevel

histories and twatate predictorss proposedo predict the next movement of a user in an



office environment(Byun, et al.2004)proposed a model that preditie preferences of the

user in an intelligent offie environmenby using decision trees.

A detaikd overview on context prediction is givelny Mayrhofer (Mayrhofer, 2005)
proposedan architecture for context predictioAspects and important issues of context
prediction some of the benefits and challengesalso given in this studyMoreover, this

study presentsomparisonof performances of different methods suchnasiral networks,
Markov models, autoregressive moving average model (ARMA) forecasting, and support

vector regressian

(Sigg, Haseloff, & David, 2006)ntroduceda context prediction approach basedtione
series based local alignmemethodsMoreover,(Sigg, Haseloff, & David, 2010proposed
the alignment prediction approablasedon a ime-seriesestimation technique. In this study,
the proposedpproach is compared with the prediction algorithmislafkov, ARMA, PCA,
and ICA (independent component analysis).

(K. C. Leeet al, 2010)propose a new type of ubiquitousedision support system thases

a General Bayesian Network (GBI context prediction. limproves decision support by
taking advantage ofhe whatif analysis. FurthermordS. Lee et a] 2010) proposeda
Dynamic Bayesian Network (DBN) approach to location prediction for ubiquitous

computing avironments

(S. Y. Lee & Tran, 2010proposed a user's habliased context prediction algorithm to
predict users' nexbtation in order to provi users with suitable servicds.this approach
usersbehaviorsare monitoed and their habits are learned from acquired comérmation

to predict treir next locations in a buildingdybrid P2P technique is also used to share and

learn context information from other members

Although there are many context prediction models and approaches for different domains,
activity or service prediction is one of the least stugiesblemsin this researcHield. In
recent years, some studies based on activity or service predictontext aware computing

environmenhave been proposed.

(Hong, Suh, Kim, & Kim, 2009proposed an agent based framewfwk predicting the
preferences of users and providing the personalized serviaesrgycontext historyin this
study, a context historyconsists ofu s e prddilé, current context of users and the services

selected by the useis used Apriori algorithm is usedo extract theelationship among the



servicesfor predicting andrecommending the next service after offering the previous

service.

(Chen, ShaaoXie, & Huang, 2010proposed an attribuigased scheme to predict the service
preferences of the users and provide recommendatiorthis approactthe services are
classified into severaervice clusters, antie apriori and colony algorithms are usedhie

servicerecommendation process.

As seen so far, context prediction is useful for predicting the next contexts of the individuals.
Context prediction can be employed in CARS t
providing more customized recommendations in ubiquitous envirosmbitany different

techniques and methods have been applied in several different context prediction models and

approaches on various domains.

However, the research concerning activity prediction techniques is a relatively insufficient.
Moreover, there is mactivity prediction model considering the time intervals between the
occurrences of the activities. Time intervals of occurrences of activities which we call
interoccurrencég i mes i n this study affect the indiv
study, we propose a new prediction approach based orinteeccurrencdimes of the
userds previous activities. Section 3 descri

activity preferences of the individuals in context aware computing environments.
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CHAPTER 3

ACTIVITY PREDICTION MODEL

Most of us prefer to do any behavior or activity according to the context that we are in. In

other words, the contexts of individuals affect their preferences and individuals do similar
activities in thesimilar contexts. For example, a user can do similar activities every Saturday

or when the weather is rainy. Therefore, context information plays an important role on the
decisions of the people and the usensto fut ut
the user context history.

Time interval is another important issue that affects the preferences afdikiuals
Individualsdo similar activities within the specific time intervals. As an example, a user can
go to cinema once a week or go to ghing once a month. As a result, the activity

preferences of any user can be predicted by the means of this information.

As the above examples suggest, the future activity preferences of the users can be predicted
based on the preferences in the specific context information in the past and also the
information of time interval they do these activities. In this thesis, wethiseidea and

proposed a new prediction approach that uses the context history and the current context of
the wuser to predict the userod6s next activi
matches the current context with the entries in the cohietdry and makes use of activity

interoccurrence times computed from the returned entries to rank possible activities.

However, there are two fundamental problems with the above idea. First, humans tend to
change their preferences. They sometimes unpéran activity that they usually do. For
example, a person who often goes to cinema does not want to prefer this activity in summer
seasons and s/he can interrupt this activity in that season. Moreover, people may cease an
activity and replace it with arber activity preference. As an example, while a person
usually go to fast food restaurant, s/he starts a diet or wants to have healthy foods and then

s/he gives up to go fast food restaurants. As a result of these, seasonal or periodic patterns,

11



changes &d exceptions are important to be recognized by the prediction approach to fulfill
the usersodo expectations and the future needs

Encountering new context information that is not in the context history of the user is always
possible for any user becausetbé variety of user contexts. For example, location as a
context information can always change and a user might not have appeared in a location
before. Therefore, it is difficult to predict the preferences of that user at that location as there
is no similr record in the context history.

In order to solve the first problem, this study provides a model that manages status of each
activity for each user. The proposed model recognizes the interrupted and changed activities
of the users by keeping interocaemce time, estimated interoccurrence time and estimated
variance of interoccurrence time values for each activity for each user. Moreover, exceptions
are considered in the prediction process by the use of the prediction threshold for each
activity. The seond problem is solved by the use of the ontology and when new context data
occurs the model uses the ontology and finds the similar contexts from the activity history.

This chapter consists of five main subsections. First section defines the contexdidimae
considered in this study. In the second section, main terms used in the model are introduced.
Prediction approach is outlined in the third section. Next, ontology models for each context
dimension argivenand the algorithms used in the model atpl&ned. Finally last section

gives the typical scenarios to illustrate how to apply the proposed algorithms in the model.

3.1. Context Dimensions

Context has numerous dimensions and different dimensions of context have been defined in
various studies. Sinamntext is the core part of the prediction model proposed in this thesis,

it is important to define the context dimensions that are considered. In this study, five context
dimensions are considered: location, tiireane day, nearbyperson and weathéWe prefer

to incorporate these context dimensions in our model as they are the mostly used ones and
they play important roles on the preferences of the people. The information for each of these
context dimensions can be retrieved easily for any mobile dexseefrom the service
provider or the sensors on the mobile devitlee context dimensions considered in this

study are (these are summarized ablel):

12



Location: It is the context that gives the location of the user. In this study we
consider the outside activities of the people. Therefore the location is an important

factor that affects the preferences of the users.

Time Frame of Day: It is the context that provides time frame of the moment. In
gener al , peopl e d vange adcdrding to yime drane$. dherefare e s ¢
instead of the time instant, time frame of the moment is considered in this study. The

time is partitioned into twdnour peiods and these two hour time periods are used in

this study as we assumed that the outside activities generally last two hours and the
people usually finish an activity and start new one at most within two hours.
Besides, the time between 08.00 and O2@)considered for the prediction in this

study, because the outside activities are generally performed in this time period. For
example, the extracted data that has time attribute 12.45 is interpreted as the time
frame of 12.0614.00 in this study.

Day of Week: It is the context that provides day informatidle o pl eds act i v

preferences change in terms of the days, if it is a weekday or weekend.

NearbyPerson:lt is the context that provides the information about the person who
accompanies to the user that moment. Thaearby persoras an effect on the

us er 0 s ,bdcausd ofthag thhis context information is considered in this study.

Weather:lt is the context that provides weather information of the moment. Weather

al so affects the userds personal mood an
according to weather conditions. The sense of temperature values could change from
usertouse-or example, 25eC might be hot for
Because of these reasons, specific temperature values are not considered. Only
general weather conditions are used in this study and so the weather conditions given

in Tablel are considered in this study.
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Table 1: Description of Context Dimensions

Dimension Value Example

Location all types of indoor and outdoor Cepa, Bilkent, etc.
locations.

Day of Week all days of the week. Monday, Saturday, etc.

Time frame of Day

Weather

Nearby Person

10.0612.00, 12.0a14.00, 14.00 10.0612.00, etc.

16.00, 16.0€18.00, 18.0€20.00,
20.0022.00, 22.0600.00, 00.00
02.00

weather conditions. sunny, clear, cloudy, rainy,

snowy

any person accompanies to the  Tom, Marry, etc.

user.

3.2. Main Terms Used in the Model

The termsof estimated interoccurrence tinaad estimated varianaesedin this studyare

inspired from the TCP work i(Jacobson, 1988\l the concepts relatetb the proposed

model are thedilowing:

1 Interval Time (IT): Interval time is one of main variables used in this study. We can

define the interval time in this study abe amount of time in day between the last

occurrence date of a As aa exanple,i assyme #Hast

occurrence date of an activity is

| ast

occurrence date of

of the activity is obtai

the activit

ned accordi

(25 March}(18 March)= 7, so the interval time of the activity is 7 days.

t oday
on 18

y i s
ng to

Interoccurrence Time(IOT): Interoccurrence time is an essential variable used in

bot h

the management of

activitieso

st at

prediction algorithms and calculations relatedhese processes are based on it. We

can define thdnteroccurrencegime in this study asthe amount of time in day
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between the occurrence date of an activity and the next occurrence date of the same
activity.

This variable is calculated and kept separately for each activity to manage the
activitiessd st aassursedlat.the RS oceurrence datenopActvity

Ais 17 March and this activitgccurson 23 Marchfor the last timethen if the date

of activityos l ast occurrence i S subtr a
occurrence, the curret®T for activity A is obtaineds:

(23 March}(17 March) = 6, so the currel@T for activity A is 6 days.

On the other hand, IOT is also calculated during the data filtering stage. Since the
prediction algorithms are based on the estimated value of this variahke,
calculated for each consecutive occurrence of each selected activity for a specific
context. In this stage, matching entries for the each activity is sorted in ascending
order according to the date of occurrences &A@ is calculated for each
conseutive record pair of the each activity. As an example, assume that a selected
activity in the prediction process occurs in the following days:

{14 March,19 March, 22 March, 27 March,..

According tothise x ampl e dat a, i f t heenat & bubtracield act i
from that of the act ilQTibteytowse eqe ctohned aocctci wri

and second occurrence is obtaiasd

(19 March}(14 March) = 5, so théOT bet ween the activityos

occurrence is 5 days.

This calculation process for each data of the selected activity is refeatddthe

interoccurrence times.

Estimatedl nteroccurrenceTime ( I=|={|): In this study, an estimatedteroccurrence

time ofinteroccurrenceéime values is useth thema nage ment of acti vi
process and the process of activity predicti@T values vary according to uges
pastpreferences. In order to get a typi¢@T value, our model takes the weighted

average ofOT values. Our model maintaiasid keepshe estimatethteroccurrence

time (10T) valuefor each activityafter the activity occurfor thefirst time. When a

activity occurs currentlOT is calculated for this activity an®T is updatedn the

15



process of man age me nt Moredver, #is tvalue iist alse s 6 st
calculated for the occurrences of each selected activity in thefwedprocess. In

this processafter thefirst entry of eachactivity, the newiOT is updated and this

calculation is repeated for all selected data of eathity. The formula forlOT is
inspired from TCP(@asobton id8&3nditisgivenlaxz ul at i ons

IOT,= | z210T, + (1 | 10T, 4)

The weighting factor () is constant smoothing factor and it mustbleéween0 and

1. Its value is important factor that determines the decay velocity of the effect of old
samples inOT value A large| value indicates higher decay which means that the
weights fall off more quicklyAs a result a rapid decay is seen in the effect of old
samples in théOT value. On the other hand, a small/alue indicates lower decay
which means that the weights faff onore slowlyand the effect of old samples in

IOT value also decays slowly.

As seen in the formuldQT is a weighted average of theT values and as a result it
depends on all previou©T values. This weighted average puts more weight on
recent datahtan old ones and such an averaging operation is called an exponential
weighted moving average (EWMA) in statistidhe use of EWMA enables us to

incorporate all related historical records in predictions.

Estimated Variance(y$»): Estimated variance that is calculated uing current
interoccurrencdime, currentlOT and previous estimated varianealues(Var) is

used in theorocesses dactivity management amutediction.

When identifying dispersion in a set of numbers, samat@nce is used and it uses
equal weight assignment. With the use of sample variance calculatignrecent
IOT, such as the 1a3OT has no influence on theew varianceSincelOT values
vary according to user preferences and sample size is congidargb, the sample

variance is not suitable for our study.

To overcome these challenges, an estimated variariogecdccurrenceime values

(Var) that iscalculated in the processes of activity management and prediagon.
inspired from the TCPO&s EWMreneeihddisdised er mi n
again in calculation o¥ar like in the calculation ofOT value. When a new activity

occurs newlOT is calculated for this activity and nevar is updated in the process
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ofmanagement of activit iMsshlsschlalbtedsoethe. Furt
occurrences of each selected activity in the iptigah process. In this processter
the first entry of each activitghe newvaris updated and this calculation is rafesl

for all selected data of each activity. The formulaVfaris:
Var= ((|IOT, 10T,|%)z &)+ ((1 @&z Var, 1)

As seen in the formulad/ar is a weighted average of the square of the difference
between the sampl©T and thelOT valuesand previous variance valueSince an
exponential weighted moving average (EWMA) is used in the calculations, more
recent data have greater weight on the néw The weighting factord) is a
constant smoothing factor likbe | value used inOT functionanda-must also be
betwesn 0 and 1. Its value determines the decay velocity of the effect of old samples
onVarvalue Like the| value, a large-value indicates higher decaghich means

that the weights fall off more quickly and the effect of old sample¥amvalue
decays rapidly. On the other hand, a srealalue displays an opposite attitude of a

larger one.

Estimated Standard Deviation (Q): An estimated standard deviation that is
calculated by taking the square root of the estimated variance is used in the process
of activity prediction The equation for thestimatedstandard deviation is the

following:

Activity AppearanceCount (AC): It is the number that gives how many times the
activity has appeared for a specific us®ppearance count of each activity is kept
for the user separately and this number is updated, when the activity is performed

again.

Disabled Activity AppearanceCount OC): It is the number that gives how many
times a O6Disableddé activity is perfor med
count of each activity is kept separately for each user and it is updated when the

activity occurs whdd.e iWsemttahassti at ODi &

17



6Enabl edd, t his count i s reset and it S
0Di sabl eddé again.

1 OccurrenceCount Threshold(CT):1't i s the threshold and a
count must exceed this threshold for that activity to be included in the prediction
process. As an example, assume that appearance count threshold is n and activity A
appearsn times (m<n) for a specific useAs a result, this activity is not allowed to
take part in the prediction process for that user, since it does not exceed the count
threshold. When an activity A is seen again and its appearance count reaches to n,

then this activity is included in theert prediction process for the user.

9 Prediction Threshold(PT): Some user activities occur rarely and these are actually
exceptions. In this manner, recognizing these exceptions is important to fulfill the
usersd expectanci es ogetra solutioe forfthistproblem, apr e f e
general prediction threshold is defined. PT defines which activities are included in

the prediction process.

The aclOTand pluyidsas a margin is identified a criterion to compare with
the prediction threshold. This sum must be less than the prediction threshold for an
activity to include the activity in the prediction process. That is, the condition for

any activity to be included ithe prediction process is:

IOT+ A < Prediction Threshold

3.3.  Prediction Approach

A new prediction approach based merormedhe i nt
activities is proposed in this study. The interocurrence times of the activitiesrped by
the people are typicélecausgeopleusuallyperform the similar activities after similar time

intervals. As a result, this study presents an approach that predicts the next preferences of
user by usingth®OTv al ues of t he \tiessandealugtiregithe momalieed act i
di stances of the act i OTtvalesobthem.uTheseedistancdsi me i
show that how much a specific activity is close tol@d. The closer normalized distance

between thecurrent IT of the activig andits IOT, the more likely the activity occurs. In
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other words, the activity that has the least normalized distance O Tthas the highest

possibility tobe performed by the user.

In order to compute the normalized distance betweerdhent IT of the activity and its
IOT, we usdormula inspired fronMahalanobis Distancmethod(Mahalanobis, 1936)he

Mahalanobis r) Di stance from test point ( x) t o me
standard deviation as:

x 9

a

r =

In our proposed model, basically, we query context history to find entries matching to
current context anthen|OT and Var values are calculated for each found activity of the

user.Then, t he nor mal i z ®©T values isopérforraeal oy theabeldwi v i t y

transformed formula:

_ 1T 10T|
- A

D

IT is the interval time that wadefined as the number of dalgetween the last occurrence
date of the act iOVYsthg meamoihterocoudengeiing valdea of ¢he
activity and A is the standard deviation dar. Finally D is thenormalizeddistance of the

current interval time to theDT value of the activity.

D score for each activity indicates the distance of the current IT ttORevalue. If the
distance between the current IT and @& value is small for an activity, then it might be
concluded that it is highly probable that this activity occurs as the next activity of the user.

3.4. Ontology for Contexts

Ontology was defined a8 e x pl i ¢ictat s per c ioff a (Groberc ¥9p3) ual i z a
Ontologies are used as explicit and formal representati@isdescribe theoncepts and
their relationships for particular domaifiieyare used in various research aréayvasive
computing is one of the popular areas that use ontaogha number of ontolog based
approachesncluding CoBra (Chen, Finin, & Joshi, 20035OCAM (Gu, Wang, Pung, &
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Zhang, 2004)and Gaia(Ranganathan, McGrath, Campbell, & Mickunas, 20@8)e been
proposedor pervasive computing

As seen in the literature, the contextual information can be clearly defined by ontologies. As
a result, we have developed ontologies that define the structure of the contexts used in our
study. This section introduces the collection of ontologies considered in this study. The
proposed ontology models the basics conceptsootext dimensions used in this study
which arelocation, person, time frameay andweather. There is also proposedntology
thatshows theavailableactivitiesfor certainlocations.

Encountering new data andsufficient amount of datare the main problems in context
aware prediction and recommender systems especially for the ones based onhistonger

It is consideably possible toencountera new context in such kind of systemés an
example, user may ndiaveappeared in location X before or similarly user nhaye not
beenwith person Y before. In such cases, there is no data in the context history of the user
related with these new context data and so it is impossible to exactly match the current

context information with the ones in user history.

In some cases the dataatrexactly matches with the current context of the user may be
insufficient and making a proper prediction for the activity preference of the user may not be
possible. The prediction based on large dataset returns the results that have higher accuracy.
As a result, the deficiency of user context history causes appropriateness problems in the

prediction based on user previous context information.

In order to prevent and overcome these problems, our study uses a set of antblalgie
model the context infomation. These ontologies have many defined concepts and classes
and enable the machines to relate information in one concept to the other one. As a result, the
defined ontologies support the prediction by enriching the extracted data. Moreover, they
alsobring a solution for the situations of encountering new context data by using a more

generalized concept which is related with the concept of context data.

The ontology hierarchies are given in the following sub sectiosall defined ontology
structues, above entities correspond to more general concepts and below entities are more

specific concepts.
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3.4.1. Ontology for Location

This ontology describes the locatioha user and has two levels. Samipleation ontology

is illustrated inFigurel. I't is divided into two main conc
and AOutdoor 0. As an exampl e, Cepa which is
shopping center.

Location

1S 4 1S &
Shopping
Center

mnstance

Outdoor

of mstance_ ot

| |

Cepa Tunal

Figure 1. SampleHierarchy for Location ontology

3.4.2.0ntology for Nearby Personof the User

Figure 2 showsa sampleontology hierarchy fothe person accompanyirtge user. It is
divided into six main concepts which are #fl
Me mber 0, AFrli eangdwe Ga.ndT MeCoilnst ances of these
As an exampleaccording toFigure 2 Kate is one of the friends d¢iie userand then lse is

| abel ed an instance under the sub concept of
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Child

instance_of

Tomas

Nearby

iSAis// / Pefi’“ \,\\is

/ 1sa isa 18
/ \
Family Partner A
ents Member /Spouse g

instance_of instance_of

Jill Victor

instance_of

Jack

instance_of

Kate

T~

nd

Figure 2: SampleHierarchy for Person ontology

3.4.3. Ontology for TimeFrame of the Day

Colleague

instance_of

George

Ontology hierarchy for the time ontology @ivenin Figure 3. It is divided into four main

conc

and

ch
Si

epts whi ar e

ANi ght o. nce

t he

t wo

gener

hour

al ti

ti me

me

per.i

frames.

ods ar e

considered for the prediction in this studhe ontology for this context is developed

accordingly.

instanc

/

08.00-10.00

7
/- /h a

Afternoon

/

instance oftance of

/ |

12.00-14.00  14.00-16.00

Morning
ce_of /

wistance

/

10.00-12.00

Ol

lime

Vg

is a

Evening

/

instance of instance_of

/

18.00-20.00

\

18.00-20.00

Figure 3: Hierarchy for Time frame ontology
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3.4.4. Ontology for Day of Week

Ontology hierarchy for day is defined aggiven in Figure 4. It is divided into two main
conceptsi Weekdayo andséWe@&keodbdvity preferences
days and people usually have similar preferences for the weekendsd generally holiday

or for the weekdays that are routine working days for most of the users.

Day

/IS/ ISH\

Weekday Weekend
inStanceE’ﬁstance_ofgtance_oﬁlstanceglﬁfanc< instance_ofinstance_of
Monday Tuesday Wednesday Thursday Friday Saturday Sunday

Figure 4: Hierarchy for Day ontology

3.4.5. Ontology Hierarchy for Weather

Ontology hierarchy for weather conditions is defimedrigure5. Since the sunny and clear
weatherusually has similar effects on the people and &ny cloudy, rainy and snowy
usuallyaf f ect the peopleds mood in similar way,

in two sub concepts as: ficlear/sunnyo and #dc
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Weather

1S a 1S &
Clear/Sunny Ry Rainy
ISnowy \
instance  of instance__of instance__ojnstance of il)\’t“!‘ll.'\”r.
Clear Sunny Cloudy Rainy Snowy

Figure 5: Hierarchy for Weather ontology

3.4.6. Ontology Hierarchy forAvailable Activities of Locations

Activity is the target context in this studigach location may be appropriate for certain
activities for the users. Therefore, the informatiorawdilableactivities in each location is
keptand as an ontology. Thusampleontology hierarchy that shows the relations among the
location context and activity context is defined as giveRigure6. The available activities
for each location is kept and provided by this ontoldgy/an example, the activity cinema is
availablein the locations of Cepa and Kentpark according to defined sample oniology

Figure®.

/157 l \\

: is
: / is a 158 \

1S \
Cinema / / l Shopping
Cafe Bowling

Fast-food

Restaurant

is_avaliable

Cepa Bilkent

Bahceli Kentpark

Figure 6: SampleHierarchy for Available Activities of Locations
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3.5.  Activity Prediction Model and Related Algorithms

The algorithms used in our prediction model can be grouped under two main titles which are
activity management argttivity prediction.Table2 lists the related concepts introdudad

the previous sections and the correspondirgnymsused in this section.

Table 2: Notations Used in the Activity Prediction Model

Notations Descriptions

IT interval time

IOT interoccurrencéime

£H) estimatednteroccurrencéime
A'HI estimated variance

estimated standard deviation

A estimated D

CT activity count threshold

PT prediction threshold

AC activity appearance count

DC disable activity appearance count

3.5.1.Activity Management

The algorithms presented in this section are used to manage the statuses of each activity and
forms the discard strategy for activity prediction. Changed or interrupted activities of any
user are detected by the means of these algorithms and discarditiésetie not included

in the prediction process.

3.5.1.1 Management of Activity Status Algorithm

People perform the activities in specific time intervals and they can also interrupt or leave an
activity preference in seasonal or periodic patterns. Therefatmgthese activities into the
prediction process may cause inappropriate results in the prediction. Furthermore, if an
activity occurs very frequently before it is interrupted, then the model may predict this
activity incorrectly most of the time althougjre activity does not occur for a long period of

time.
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In order to solve this problem, our model proposes a status mechanism for the activities.

With this mechanism, each activity has a st a
foreveryuserf he status of each activity changes a
occurrence. OEnabl edd activities are includ:e
are neglected in the prediction prosass unt

result, changing activity preferences of the users in time are recognized with this method.

This mechanism is based on t#@T and theVar of the IOT valuef the activities. Our
model keeps these values up to date and when an activity occursjatheseof this activity
are updated according to equations that were explained in section 3.2.

6Enabl eddé activities are checked in daily
0Enabl edd condition, t hen t he aralétisidigcartled 6 s st
from the prediction process wuntil its status

The algorithm for occurred activity is used to update I®€ and Var values of occurred
activity. Mor eover, i f the act i vdondifiondte chandgeitea b | e d
activity status to O0Enabledé and if they are

The algorithm for occurred activity status update is given below.

BEGIN

Calculate new IOT and new Var for IOT values

IF activ ity is Disabled
IF Current IOT < IOT + A forlOT  values

SET activity status to Enabled
ELSE IF disable activity count of the activity > CT
IF 10T + A<PT
SET activity status to Enabled
END IF
ELSE
SETDCtoDC +1
END IF
END IF

UPDATEIOT and Var values
SETACtoAC+1

SAVE data to the context history of the user
END
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As it can be seen from the algorithm, when an actityurs new values ofOT andVar for

theactivity are recalculated and these values are updated.

When an activitybés status is OEnableddé but i
checked to change the activusgdstatohbheth o6Di
status iggiven below.

BEGIN
IF activity is Enabled
IF activity count > CT
EXECUTE discard procedure
IF the return is true
SET the activity status to Disabled
END IF
END IF
END IF
END

3.5.1.2 Activity Discard Procedure

IOT of each activity is recorded for the users and it is updated when the aatieitss The
difference between the currdit of the activity andOT value of itindicates the distance of
current IT tolOT of the activity FurthermoreA of IOT values for each activity shows the
fluctuations of IOT values of that activity for the user. In order to detect the interrupted
activities of any user, it is suitable comparehe differencebetween the curredT of the

activity andlOT value of it andheA of IOT values of each activity.

However, if an activity has not occurred for a specific user for a long thmedlifference
between the currenil of the activity andlOT value of it becomes considerably high.
According to threesigmarule (Pukelsheim, 1994jor a normally distributed datset,almost
all (99.73%) of he sampledie within 3 standardleviations of the mear we customize
this statement to our study, nearly all io@mrrence times lie within the te A of IOT
valuesand so if thedifference between the currelit of the activity andOT value of itis
higher than threé of IOT value, then this activitysilikely interrupted or left from the user.

As a result, discard condition is defined as:
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IT 10T> 32 A of IOTvalues

Thus,the following is the corresponding discard procedure algorithm.

BEGIN
IF( IT-10T) > 3z AoflOTvalues

Return true
ELSE
Return false
END IF
END

As seerit can be seerif difference between the current interval time of the activity @
value of it exceeds threfeof IOT values of the activity, then the activity is discarded and its

status is changed to 6Disabl edé6.

For examplesuppose h a't activity A is OEnableddé actiyv

following statics

Last Occurrence Date | §'Hj (days) 1HHE THTA
15.07.2011 13.37 1.83

Suppose that today 83.08.2011 and the algorithm checks each activity to manage the

statuses of them. For activity A, the following values are obtained.

IT (days) IT -£H) (days) z  THH THTH
19 5.63 5.49

Since difference between the andlOT value of the activity exceeds thréef IOT values,

then the activity A is discarded and its sta

28



3.5.1.3 Activity Include Procedure

People can start doing some interrupted activities again, so it is essential to include these
6Diedblactivities into the prediction proces
procedure is to determine t hebe indudedin thehen 06D
prediction again.

The basic condition for the activities to change their stattsom o6 Di sabl ed6 t o
the occurrence. I n ot her wor ds, i f a o6Di sab
status to O6Enabl edd. The first time when th
O0Enabl edd t o ¢ Densedilnd oéthioccurtetce of thenactieity is mot added

to 10T of the activity. The reason behind this is that tusrentlOT value of the activity is

too high and if it is added t®T value, it may change this value considerably. Actually this

IOT vdue is the time between the interrupted and restarted dates of the activity. Because of
this reason, the first | OT of t hleTvaue.iAs abl edb
a resul t, only after t he f i rsstd ocdur immmay bei f t he

included but there are some other conditions.

When the O6Disabledb6é activity continues to oc
value suitdstspr evi ous O6Enabl edd occurrence statisti
condition is that current IOT for the activity must be less than the suled®T and the

A of IOT values. The idea behind this conditids that including thactivitieshavingsimilar

occurrence manner with hei r previous O0Enahmlthegpdctor curr et

process as soon as possible. This condition is defined as the following equation:
CurrentlOT< IOT + A of IOT values

As shown in the equation, if current IOT is less than the sum dffieand theA of IOT
values, then the activitydéds status is <changed

prediction processes.

As an exampl e, assume otéaspecificasertandvtiodcys ateriiss 06 Di
status is changed to oO0Disabl edo6. When this
related algorithm checks the status of activ

A has the followingstatisticsat that time.

Last Occurrence Date | £€'H) (days) 1 "H'H) values (days)
06.05.2011 16.80 4.00
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The current IOT of the activity can be calculated as;
(26 May)(06 May) = 20 days

The current IOT of activity A is less than the sum of @& and thef of IOT values of the
same activity, therefore the activityds stat
next prediction processes.

However, activity may not be in similar occurrence manner with the one when its status is
O0Enahbalfetdedr, its first occurrence while it 1is
means that the user restarts this activity but this time, the activity has a different occurrence
manner as different from t heitscumrent|@ilhvalues i t i s
naturally exceed the sum of th@T and theA of IOT values and so it is not possible for the

activity to be included in the prediction process. To solve this problem, we propose a second
condition that is if the disable activity ot exceeds CT, the sum of né@T and new

A of IOT values must be less than PT. This condition is defined as the following equation:
new IOT + new A of IOTvalues < PT

As shown in the equation, if the sum of nBOT and newA of IOT valuesis less than PT,

then the activityds status is changed to OE
Exceeding CT is defined as a precondition, since if the activity has a different occurrence
manner with the one wisexpectedthat the adcivityunsust ocsur 6 En a |
6activity count thresholdd (CT) times at | ea

As an example, assume that activity A is 6Di
status is changed to ODi sabl eddldand tWhedated t hi s
algorithm checks the status of activity A, [
first include condition is not fulfilled and disable activity count of the activity exceeds CT

and let PT is 28 days for this scenario. TheswIOT andA of IOT valuesare calculated for

the activity A and below values are obtained.

£'H) (days) T"H'H) "TH"I"A (days) PT(days)
21.48 5.34 28
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As seen in the above values, since the sum dfdfiend thef of IOT valuesof the activity
A is |less than PT, then activityods status i s
prediction processes.

3.5.1.4Summary of Activity Management

An activity discard procedure is specified to disregard the activities of the user which have
not been performed by the user for a long time. If difference between the current interval

time of the activity andOT value of it exceeds threfeof IOT valuesof the activity, then the

activity is discarded and its status is char
not included the prediction until its status
We define two include c onedtotchange their fstatusesttohe &6 C
OEnabl edd. | f the first condition is fulfil

checked. If the first condition is not fulfilled by the activity, then the precondition of the
second condition is checked and ifstfulfilled by the activity, then the second condition is
checked. Finall vy, i f a ODisabled6 activity

changed to O0Enabl edé6, ot her wi se it remains 0

With this mechaism and algorithms, activities are managed and they are included into the
prediction process according to their statuses. In summary, seasonal or periodic patterns and
rarely and arbitrary performed activities are recognized for the users and theasstauset

as ODisabledd and they are not included in

improve the prediction quality.

3.5.2 Activity Prediction

This process is performed to predict the nej>

context listory andFigure? illustrates this process.
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Figure 7: Activity Prediction Stages

At the beginning of the prediction process, the activities that are available in the current

location context of the user are determined accordingetated ontology hierarchy

Moreover, the activities are selected from these specified activities wieich arEna b | e d 6

that user and fulfill the conditions of PT and CT. Therefore, only those selected activities are

included in the prediction.

As shown inFigure7, this process consists of three stages for each activity and each stage
consists of two stepd.he first step in each stage is the filtering suitable context data from
user context historand updating statisticef the selected activityfor the returned entries

The second step is the computatiorirmfividual D scordfor the selected activity. The first
stage applies to all historical context entries exactly matching with the current context for the
selected activity. The second stagelegs to all historical context entries that has similar
context with the current contextf the userfor the selected activityThis stage uses the
ontology for each context dimension to specify the similar contexts with the current context.
The last stag applies to all historical data without considering the context information for

the selected activity.

After the individual D scores are computed in each stage for the actwitystimated D
score is computed fahe activity by using the D scores efich stage. The estimated D score

is computed for each selected activity and then the activities are sortedirgdor their
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estimated D scores as explained in the following sectibmally, the activity with the
lowest score is predicted as the nexfstprobable activity of the user.

3.5.2.1 Filtering User Context History

The first step in each stage is searching and filtering the data from the user context history

matching to the current context of the user and the selected activity.

As mentioned previouslgatching consists of three stages. Firstly, the data exactly matching
with the current context information of the user is extracted from the context history.
However the extracted historical data with the exact matching may not be enough that could
be usd for the activity prediction or there is no extracted historical data at the end of the first
stage. In such cases it is difficult to make good prediction with insufficient data. Therefore,
ontology is used in the second stage. Ontology is used for eatthxt dimension to
incorporate more data in the prediction process. At the end of this stage the accuracy of the
prediction is improved, since more data is collected from the context history than the first

step. The ontology usage in the second stagéeitlescribed in the next sub section.

Finally, all the data that matches with the specified activities is extracted in the last stage. In
this step, the current context data of the user is not used in the filtering. This step aims to get
all the data that is independent of the context infomafior the specified activities. The
reason behind this step is that some or all of the activities are independent of some of the
context information for some users, because of that all the data is retrieved for the specified
activities. Furthermore, alhe extracted data is reprocessed during the filtering stage and this

process will be explained as a sub section of this section.

3.5.2.1.1. Ontology Usage

Any current context may not match with the
stage. In that case, the exact matching is not possible as there is no data available for the
prediction process. Moreover, extracted historical data matchimgtigtcurrent contexts of

the user may not be enough to make proper prediction. As a result, ontology is used in the

second stage to overcome these problems.

Ontology for each context dimension is applied by using a more generalized concept which
is relaed to the concept of actual context data. As an example, assume that the person with

the user iMark. Other contexts of the user match with some data in the user history but
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there is no related data that matching with this context and so exact matamngassible

in the first step of the filtering stage. However, it is known Matk is one of the friends of

the user according to ontology structure of nearby person and generalization relations are
searched to find a general concept that can be nsi@ imatching process. Finally, as this
instance belongs to fAFriendd concept of the

friends in user history is used in a more general way by the means of the ontology.

3.5.2.1.2Data Preprocessing

The mostimportant issue in our prediction model is the calculatiotOdf and Var of 10T

values for the filtered data of each activity in each stage. Since the prediction algorithm is
based on the distance scores of each activity and also distance scoresimteddlased on

the IOT andVar of IOT values, these values are calculated for each selected activity of the
user from the context history. Furthermore, they are updated after the first occurrence of the
activity and this calculation is repeated for alkested the data of each activity that ordered
according to occurrence date. Thus, each specified activity h&3Taand anVar of IOT

values at the end of the filtering stage.

3.5.2.2 Prediction Algorithm

After filtering user context data from the user contdgtdny and calculating theDT and an

Var of 10T values for each specified activity in each stage,|@¥e values are normalized

and D score for that activity in that stage is computed. The formula for the computation of D
score was given in the section 3.3. This process is repeated for each stage. Since context
history records used in each stage is differ@,computed D scores for each activity are

also different at the end of each stage. As a result of this, in order to get a typical D score, we
use an estimated (@) score which is the weighted average of the all three D scores obtained

in every stage. fie formula for the estimated D score is:
D= bZD1+ OZD2+(1 b OZD3)

In the formula,D; is the D score of the first stage o, is D score of second stage and
D5 is the D score of the last stage. The weighting facfoysagd 6) are constant smoothing

factors with values between 0 and 1 and also their sum must be between 0 and 1.
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The presented formula is the general formulabiacore for each activityra the formula

can only be used, ihore than oneecordis returned fronfiltering in eachstage Otherwise

the stages that return less than two records are assigned to worst case D score of 3 and this
score is multiplied by the correspondiwgighting factor For examplesuppose that for the

activity A only second anthird stages have more than one records and their individual D
scores are calculated. However, the first stage in which exact matching is done does not
satisfy this condition, and then the(D,) score for that stage is set to 3 dhdcorefor the

activity A is calculated as:

D= 3z1r+ 2zDy, +(1 b 9 2zDg)

Since D score of 3 is considered as the worst case in this study, the D scores in each stage

that exceed 3areet to3 in the calculation ob score for each activity.

D score is computed for each selected activity of the useDasubres of all the selected

activities are listed in ascending order. Sibcscore indicates the distance of the current IT

to thelOT value for each activity, lovD scores are highly probabteo o ccur as t he

next activity. In other words, lowé scores which show dase distance between curreft |
and theOT value denote higher possibility of occurrence for the user. As a result of this, the
activity that has the lowefl score is thénighest possibility to be done by the user as a next

activity and so it is recommended for the

3.5.2.3.Summary of Activity Prediction

The all activity prediction process can be summarized with the following algorithm.
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BEGIN
Determine possible activities
FOR each possible activity
FOR each stage
Query the target input in the user context history
WHILE data is extracted from the user context history that matches
stageds criteria
Calculate the new IOTand Var values of t he selected activity
END WHILE
IF (the count of extracted data >= 2)
Calculate IT
Calculate the K of IOT  values
Compute D score
ELSE
SET D score to 3
END IF
END FOR
Compute D score for the activity using stagesd D scores
END FOR
List the activities according to D scores in ascending order
Return the sorted activities that may be the
END

Before applying the prediction algorithm, the suml©@f and theA of each activity are

compared with the general PT and the activities whose sum exceeds PT are not included in

the prediction proces8loreoveto n | y

t he

activities which ar

included in the prediction proces&s a result of these, seasonal or pdidopatterns and

rarely and arbitrary performed activities are detected for the users and they are not included

in the prediction. These controls in the algorithm improve the accuracy of the prediution

ful fild!l the usersbo

expectanci es.

Our activity predttion algorithm mainly consists of three stages and the idea behind using

multiple stages is to use more data to improve prediction quBliscore is the weighted

average of obtained D scores in each stageirdidates distance of current IT of each

adivity to its IOT on that date. These scores show the occurrence possibility of each activity

for the users. Less distance means ithigt highly probable that this activity occurs for the

next acti vi of

ty

t he

u s activity adcording t nhe tuarent o n

contexts of them can be high accurately predicted with our prediction method and algorithm.
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3.6. Typical Scenarios

In this section, typical scenarios for our model are exemplified to show the application of the
proposed algorithms ithe model. The scenarios are presented in two sub sections. First, the
scenarios related to the activity management are explained and then the scenarios that
exemplify the activity prediction according to current contexts of the user are presemted

all scenarios of both activity management and activity predictiom,parameters givein

Table3 are used in the algorithms.

Table 3: The Values of the \ariables in all the Scenarios

Variable Value

CT 5
PT 35
U] 0.3
o 0.3
b 0.6
2 0.25

3.6.1. Sample Scenarios for Activity Management

This section describes four basic scenarios that show how the system manages the activities

andcontext history of the typical user.

For all four scenarios in this secti®yppose that is 12.45 on Monday and Gaye is eating
his lunch at a fast food restaurant in Cepa shopping center and all the current context

information for Gaye is given in tHeable4.

Table 4: Current Contexts forthe Scenariosof Activity Management

Location Weather Nearby  Activity

Person
04.07.2011 Monday 12.0014.00 Cepa Sunny As | & Fastfood

The variables of the activities théb not occurat that dayare the same for all the scenarios

and are given ifTableb.
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Table 5: Variables of the Activities that doesnot occur for the Scenariosof Activity
Management

Activity Status AC DC Last Occurrence  £'Hj

Restaurant Enabled 38 O 29.06.2011 6.601 1.880
Cafe Enabled 21 O 25.06.2011 10.246 4.704
Cinema Enabled 13 O 12.06.2011 12.328 8.404
Scenario 1

Suppose that the variables for the occurred activity are given rathie6 until that time.

Table 6: Occurred Activity V ariables for the 1% Scenario of Activity Management

Activity Status AC DC  Last Occurrence £'H) A'HI

Fastfood Enabled 29 0 27.06.2011 8.561 0.934

Since the occurred activity, fafiod is an Enabled activity, its neWwOT and

Varvalues are calculated and updated as:
Current 10T for the fast food activity = Current Occurrence Ddtast Occurrence Date
=04.07.201% 27.06.2011 = 7 days
NewIOT= 0.3 z CurrentlOT + (1 0.3 z IOT, ;)
= (0.3*7) + (0.7*8.561) = 8.093 days
New Var= ((|CurrentIOT CurrentlIOT[) * 0.3) + (0.7* Var, ;)
=((|7-8.093f)*0.3) + (0.7 *0.934) = 1.012

Moreover Discard procedure is performed for the enabled activities of the user that does not
occuron that day If any activity that suits for the discard condition, then this activity is
discarded and its statusisochged t o 6 Di sabl edd.

For the activity of Restaurant:

I nterval Ti me {(ULladtDccurentedDdtay 6 s Dat e
= 04.07.201% 29.06.2011 = 5 days

The discard conditiors: (IT- IOT) > 3z A of IOTvalues

ITT I0T=57 6.601 =-1.601
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3z fof I0OTvalues = 3* 11.880 = 4.113
Since-1.601 <4.113 then the activity does neatisfythe discard condition and it is
not discarded.

For the activity of Cafe:

IT =04.07.2011 25.06.2011 = 9 days

ITT 1I0T=971 10.246=-1.246

3z K of IOTvalues = 3*114.704 = 6.506

Since-1.246<6.504 then the activity does nettisfythe discard condition and it is
not discarded.

For the activity of Cinema:

IT =04.07.201% 12.06.2011 = 22 days

ITi 10T=221 12.328=9.672

3z K of IOTvalues = 3*/18.404 = 8.697

Since 9.672>8.697, the activity satisfies the discard condition, and then activity is

di scarded. That is, its status is set to

Finally, the context history of the user is updated by adding the context data of occurred

activity and the activityariables of the user are updatedrable?.

Table 7: Updated Activity V ariables for the 1% Scenario of Activity Management

Activity Status Last Occurrence

Fastfood  Enabled 0 04.07.2011

Restaurant Enabled 38 O 29.06.2011 6.601 1.880
Cafe Enabled 21 O 25.06.2011 10.246 4.704
Cinema Disabled 13 0 12.06.2011 15.261 8.404

As seen inTable 7, changing variables are written in bold italics. Since-fiagtl activity
occurs in the scenario, its variables change. Moreover, the statireiacactivity changes

from Enabled to Disabled, because this activity is discarded at the end of the scenario.

Scenario 2

Suppose that the variables for the occurred activity are given Trathie8 until that time.
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Table 8: Occurred Activity V ariables for the 2" Scenario of Activity Management

Activity ~ Status AC DC Last Occurrence £'H) A'HI

Fastfood Disabled 38 3 25.06.2011 8.764 2.409

Since the occurred activity, faiiod is a Disabled activity; it has the chance to turn its status
to Enabled. The disable count (DC) of the activity does not exceed the general CT which is
5, and so the first condition of the include condition is chettethe activity.

The first condition is that current IOT for the activity must be less than the si@T@nd
A of IOTvalues

Current 10T for the fast food activity = Current Occurrence Ddtast Occurrence Date
= 04.07.201% 25.06.D11 = 9 days

The include condition iCurrent IOT < 10T + A of IOTvalues

£ of IOTvalues= Var= 2409 =1.552
IOT + A of IOTvalues= 8.764 + 1.552 = 10.316

Since 9 <10.316, the activitpatisfiest he i ncl ude condition, and
changed to Enabled.

Since fasfood activity occurs, its neWDT andA of IOTvaluesare calculated and updated

for the user as:
NewlOT= 0.3 z CurrentlOT + (1 03 z IOT, 1)
=(0.3*9) + (0.7*8.764) = 8.835 days
New Var= ((|CurrentlOT  CurrentlOT[) * 0.3) + (0.7 *Var, ;)
=((]9-8.835%) *0.3) + (0.7 * 2.409) = 1.736

Since the variables of the activities that do not occur are the same, same calculations are

made for theeactivities.

Thus, the context history of thaser is updated by adding the context data of occurred

activity and the activity variables of the user are updatdchbke9.
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Table 9: Updated Activity V ariables for the 2" Scenario of Activity Management

Fastfood Enabled 39 O 04.07.2011 8.835 1.736
Restaurant Enabled 38 O 29.06.2011 6.601 1.880
Cafe Enabled 21 O 25.06.2011 10.246 4,704
Cinema Disabled 13 0 12.06.2011 15.261 8.404

As shown inTable9, since fasfood activity occurs in the scenario, its variables change and
also it status changes from Disabled to Enabled, because it suits the include condition. On
the other hand, the stat of cinema activity changes from Enabled to Disabled, because this
activity is discarded at the end of the scenario.

Scenario 3

Suppose that the variables for the occurred activity are given Trathie 10 until that time.

Table 10: Occurred Activity V ariables for the 3" Scenario of Activity Management

Activity  Status AC DC Last Occurrence £'H) A'HI

Fastfood Disabled 53 8 16.06.2011 9.2 2.085

Since the occurred activity, faitod is a Disabled activity; it has the chamodurn its status
to Enabled. Sincenhe disable count (DC) of the activity exeds the general CT which is 5,
the activity has a different occurrence mann

In that casethe second condition of the include condition is checked for the activity.

The second condition is that the summefvIOT andnewA of IOT valuesmust be less than
general PT.

Current 10T for the fast food activity = Current Occurrence Ddtast Occurrence Date
=04.07.201% 16.06.2011 = 18 days
NewlOT= 0.3 z CurrentlOT + (1 03 z 10T, 1)
= (0.3*18) + (0.7*9.2) = 11.84 days

New Var= ((|CurrentIOT Current|OT[) *0.3) + (0.7 *Var, ;)
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= ((|18-11.847) * 0.3 ) + (0.7 * 2.085) = 12.842

The include condition isiew IOT+ new A of IOTvalues< PT

new A of IOTvalues = new Var=1112.842 = 3.854
new IOT+ new A of IOTvalues=11.84+ 3.854 = 15.694

PT is identified as 35 days for this study and Since 15.694 < 35, the activity suits the include

condition, and then the activityds status i s

Since the variables of the activities that do not occur are the same, same calculations are

made for the activities that do not occur.

Hence, the context history of the user is updated by adding the context data of occurred
activity and the activity varlaes of the user are updatediable11.

Table 11: Updated Activity V ariables for 3" Scenario of Activity Management

Activity Status AC DC Last Occurrence

Fastfood Enabled 54 0 04.07.2011 11.840 12.842
Restaurant Enabled 38 O 29.06.2011 6.601 1.880
Cafe Enabled 21 O 25.06.2011 10.246 4.704
Cinema Disabled 13 O 12.06.2011 15.261 8.404

As shown inTable11and like in the previous scenario, since-fastd activity occurs in the
scenario, its variables change and alsatitus changes from Didall to Enabled, because
it suits the include condition. On the other hand, the status of cinema activity changes from

Enabled to Disabled, because this activity is discarded at the end of the scenario.

Scenario 4
Suppose that the variables for the ocedractivity are given in th€able12 until that time.

Table 12: Occurred Activity V ariables for the 4™ Scenario of Activity Management

Activity ~ Status ~AC DC LastOccurrence  £Hj

Fastfood Disabled 47 6 11.05.2011 41.33 237.95
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Since the occurred activity, fafsiod is a Disabled activity; it has the chance to turn its status
to EnabledSince the disable count (DC) of the activity exceeds the general CT which is 5,
the activity has a different occurrence mann

In that case, the second condition of the include condition is checked fotithity.ac

The secondncludecondition is that the sum of ned®T andnew A of IOT values must be
less than general PT.

Current 10T for the fast food activity = Current Occurrence Ddtast Occurrence Date
=04.07.201% 11.06.2011 = 54 day
NewlOT= 0.3 z CurrentlOT + (1 03 z IOT, 1)
= (0.3*54) + (0.7*41.33) = 45.13 days
New Var= ((|CurrentIOT Current|OT[) * 0.3) + (0.7 *Var, ;)
= ((|54- 45.13f) * 0.3) + (0.7 * 237.95) = 190.15

The include condition imew IOT+ new A of IOTvalues< PT

new A of IOTvalues = newVar = 1190.15 = 13.79
new IOT+ new A of IOTvalues=45.13+ 13.79 = 58.82

PT is identified as 35 days for this study and Since 58.82, the activity does not suit the

i nclude conditi on, and the activityds status

Since the variables of the activities that do not occur are the same, same calculations are

made for the activities that do not occur.

Hence, the context hiwry of the user is updated by adding the context data of occurred

activity and the activity variables of the user are updatdthbke13.
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Table 13: Updated Activity V ariables for the 4" Scenario of Activity Management

Fastfood  Disabled 7 04.07.2011

Restaurant Enabled 38 O 29.06.2011 6.601 1.880
Cafe Enabled 21 O 25.06.2011 10.246 4,704
Cinema Disabled 13 0 12.06.2011 15.261 8.404

As shown inTable 13, since fasfood activity occurs in the scenario, its variables change.
The status of cinema activity also changes from Enabled to Disabled, because this activity is

discarded at the end dfdé scenario.

3.6.2. Sample Scenario for Activity Prediction

This section demonstrates the activity prediction for a sample sceddrithe filtering
stages of the prediction are detailed separatelyis sample scenario.

Supposehat it is 16.30 on Saturday and Guven is in Cepa shopping center and he is free
with his girlfriend. All the current context information for Guven is given inTtable 14.

Table 14: Current Contexts for the Activity Prediction Scenario

Location Weather Nearby

Person

30.04.2011 Saturday 16.0018.00 Cepa Rainy Irmak

Sample context history of Guven is givenTable 15 until that time

Table 15: Sample from User Context Historyof Activity Prediction Scenario

Location Weather Nearby Activity

Person
24.04.2011 Sunday 16.0018.00 Cepa Rainy Irmak Cafe
21.04.2011 Thurgday 14.0016.00 Bahceli  Cloudy Serhat Cafe
21.04.2011 Thursday 12.0014.00 Bahceli Cloudy Serhat Restauran

é. é .

D~

é. é. é . é.
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As shown inTable 15, all activities that were performed by Guven are saved in this format
and this context history for each user constitutes a basis for the prediction process.

Before prediction stages, tlavailable activities are fafbod , restaurant, caf ®
bowling in the locatiorCepa.

1* Filtering Stage

In the first stage, the context data from the user context history that matches with the current
context of the user is filtered. Supposettfikered data from context history of Guven

according to current conteixtformation isobtained as shown Fable16.

Table 16: Sample of Filtered datain the 1* Filtering Stage of Activity Prediction Scenario

Location Weather Nearby Activity

Person

17.04.2011 Sunday 16.0018.00 Cepa Rainy Irmak Restauran
02.04.2011 Sunday 16.0018.00 Cepa Rainy Irmak Cinema
é . é . é . é . é é é .

Next, IOT and Var values are calculated for each activity and these values are updated for
each data of the activity. Assume that data for the activigngimafrom the context history
according to current context information of the user iSade17.

Table 17: Filtered data of cinemaactivity in the 1% Filtering Stage of Activity Prediction
Scenario

Location Weather Nearby Activity

Person

02.04.2011 Saturday 16.0018.00 Cepa Rainy Cinema
14.03.2011 Saturday 16.0618.00 Cepa Rainy Irmak Cinema
19.02.2011 Saturday 16.0618.00 Cepa Rainy Irmak Cinema
22.01.2011 Saturday 16.0018.00 Cepa Rainy Irmak Cinema

45



In order to calculatéOT andVar values for each activity of the selected data of the user, the
data is sorted according to date and calculations are made in that order. Accoilcibéeto

17, the data with date equal to 22.01.2011 is extracted first and since this is the first data,
IOT and Var values cannot be calculated. Then, the data with date 19.02.2011 is extracted

andIOT s set to current IOT which is as:
Current 10T for thecinemaactivity = Current Occurrence Date_ast Occurrence Date
=19.02.201% 22.01.2011 = 28 days

With the extraction of second dai@T is set to 28 and th¥ar is set to 0. Next, the data

whose date is 14.03.2011 tmacted and the values are calculated as:
Current 10T for thecinemaactivity = Current Occurrence Daited_ast Occurrence Date
=14.03.201% 19.02.2011 = 23 days
NewlOT= 0.3 z CurrentlOT + (1 03 z IOT, 1)
= (0.3*23) + (0.7*28) = 26.8ays
New Var= ((|CurrentIOT Current|OT[) *0.3) + (0.7 *Var, ;)
=((|23i 26.5f)*0.3) + (0.7 *0) = 3.675
Finally, the last data whose date is@22011 is extracted and the values are calculated as:
Current 10T for thecinemaactivity =02.04.2011- 14.03.2011 49 days
New [OT = (0.3*19) + (0.7*26.5) = 245 days
NewVar= (([197 24.5F) * 0.3 ) + ( 0.7 *3.65) =10.84
Thus,lOT value is24.25andVar value is10.84for the activity ofcinema

This process is repeated i data of the selected activities of the user. After this process is
done for all the activities of the user, assume that the values are obtained for Gliable as
18.
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Table 18: Variablesfor the selected activities of the usein the 1% Filtering Stage of Activity
Prediction Scenario

Activity £’ Last Occurrence Date
Fastfood 33.236 4.110 24.03.2011
Restaurant 15491 2.709 1.646 21.042011
Cafe 7.756 2.912 1.706 24.04.2011
Cinema 24.25 10.840 3,292 02.04.2011
Bowling Null Null Null 21.03.2011

As seen inTable 18, there is no calculated score for the activity of bowling, sihee
returned data from this filtering stage is less than two records. Therefore, D sctve for
activity of bowling is assiged to worst case D score of[3.scores of other activities in this

stagearecomputed according to the values given above.

For the activity of Fasfood:
I nterval Ti me {(LladtDccurentedDdtay 6 s Dat e
=30.04.201% 24.03.2011 = 37 days

|37 33236
T o411

=0.92

For the activity of Restaurant:

I nterval Ti me {la3tpPccwrentedddtay 6 s Dat e
= 3004.2011- 21.042011 =9 days

19 15.491|_394
T 1646

Since D score of 3 is considered as the worst case in this shedi) scores that
exceed are set to 3Thus, D score fathe activity of Restaurant et to3.

For the activity of Cafe:
I nterval Ti me {(ULladtDccurrentedDdtay 6 s Dat e
=30.04.2011 24.04.2011 = 6 days

16 7.756|_103
T 1706

For the activity ofCinema
I nterval Ti me {(La3tPccwrenfedDdtay 6 s Dat e
=30.04.2011 02.04.2011 =28 days
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|28 24.25]
= =114
3.292

Hence, after the first filtering, the D scores of each selected activity for the user are

computedand results are given ifable19.

Table 19: D scores forthe 1% Filtering Stage of Activity Prediction Scenario

Activity D Score

Fastfood 0.92

Restaurant 3
Cafe 1.03
Cinema 1.14

Bowling 3

As shown inTable 19, since D score oFastfood activity is the lowest, it has the highest
possibility to be done by the user as the next actagtording to the®ifiltering stage

2" Filtering Stage

In the secondtage to get more data for the prediction, related ontology is used for each
context data and the matched data is extracted from context history of the user. Cepa as a
location is a shopping center and so it is under the concept of shagpiteg according to

ontology. Therefore all shopping centers can be used for the data in the prediction by the
usage of ontology for location hierarchy. The day is Saturday and it is one of the weekend

days according to ontology for day hierarchy. By theans of the ontology, the data with

Sunday is also used for the prediction. Nextt i mel8 @&010656. 0i0s i n the tim
evering according to time ontology. The weather is rainy and its usage is also generalized by

the usage of weather ontology. Asresult of these, a sampiittered data from context

history of the user is lik&able20.
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Table 20: Sample of Filtered datain the 2™ Filtering Stage of Activity Prediction Scenario

Location Weather Nearby Activity

Person
24.04.2011 Sunday 16.0018.00 Kentpark Rainy Irmak Cafe
17.04.2011 Sunday 16.0618.00 Cepa Rainy Irmak Restauran

16.04.2011 Saturday 18.0620.00 Cepa Cloudy Irmak Restauran

7

e. e . e. e. e. e. e.

Then the all thavorksin thefirst stageof filtering proces are repeated and finally, D scores

are calculated for all theelectedactivities of the user

3" Filtering Stage

In this stage all the data is extracted that exactly matching with the specified activities
current context data of the user is not used in the filtering. Stageaims to get all the data
that is independent of the context infation. Thus, a sample filtered data for activity of

Cafefrom context history of the user is liR@ble21

Table 21: Sample of Filtered datain the 3° Filtering Stage of Activity Prediction Scenario

Location Weather Nearby Activity

Person
24.04.2011 Sunday 16.0018.00 Kentpark Rainy Irmak Cafe
21.04.2011 Thursday 14.0016.00 Bahceli Cloudy Serhat Cafe
19.04.2011 Tuesday  20.0622.00 Bilkent Clear Irmak Cafe
é . é . é . é . é . é . é .

Then the all the works in the first tvadageof filtering process are repeated and finally,
scores are calculated for all the selected activities of the user.

Prediction

After the stages are executed the next activity preference of the user is pracicteting to
the estimated D) scores of each activity. In order to comptescore of each selected

activity, D score®f each stagéor each activity areised. After D scorecalculation is done
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for all theselectedactivitiesin each stagesupposedhat the Dscoresare asshown inTable
22.

Table 22: D scores for all filtering steps

Activity D, Score for D, Score for D; Score for
1% stage 2" stage 3 stage

Fastfood  0.92 0.83 0.75

Restaurant 3.0 3,0 0.68

Cafe 1.03 0.98 0.71

Cinema 1.14 1.02 0.86

Bowling 3.00 2.46 2.86

TheD scoreis calculated as:
D= DbzDy + 2zDy +( 1 | OZD3)

The weighting factorsf) and 6) are defined for this scenario and their values are 0.6 and

0.25 respectively. ThereforB,score for the activity oFastfood:
For the activity of Fastood:
D = (0.6*0.92) +(0.25*0.83 + (015*0.75 =0.87

The D scores are computed for each activity as the fast food activity. After calculating
scores of each selected activity for the user, the scores are obtained as shabela

Table 23 Estimated D scores forselected activities

Activity A

Fastfood 0.87
Restaurant 2.65
Cafe 0.96
Cinema 1.07
Bowling 284

When theD scores of the activities are listed in ascending order, we have a list:
{Fastf oo d, C a fR@staurahiBowéngia ,
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The D score indicates theistance of the current IT tdOT value for each activity. As a

result of this, the activity that has the lestD score is the highest possibility to be done by
the user as a next activity.

When we look at the table, traetivity of Fastfood is highly probable, sincés distance
between current 10T antDT value is close. On the other hand, this difference for the
activities ofRestauranand Bowling is very high and so tpessibilities of their occurrences
arelow. In conclusion, thectivity of Fastfood has highest possibility for the neattivity
preference ofhe usec a fci®ema restauranand bowling follow this activity respectively.
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CHAPTER 4

A SAMPLE PROTOTYPE IMPLEMENTATION

In this chapter, the prototype software implemented to show feasibility of the proposed
model is introduced.

4.1. Aim and Scope

We developed a web based prototype application that implements the core features of the
proposed model. It is a kind of a personalized predictor that predicts the activity preferences
of the user according to provided current cont&kie prototype mainly aims to show the
applicability of the proposed model and its algorithms. The prototype application focuses on
the outside activity prediction and the context dimensions and the ontology models defined
in the previous chapter are used in this gixgie. Like in the proposed model, the prototype
assumes that the high level context information is provided by the user. That is using raw
sensor data and processing it to obtain high level context information is not performed by the

prototype.

4.2. High Level Requirements

High level requirements of developed prototype are follows:

System shall make use of all defined context dimensions.
System shall accept the context history of each user as the input.

1
1
1 System shall accept the current context informaticemgfuser as the input.
1

System shall keep a context history for each user.
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System shall manage the activities of each user separately.

System shall query context history of each user according to provided context
information.

System shall use the ontologyodels.

System shall get current context information and predict and display the list of all

possible activities for a user.

4.3. System Design

The prototype is implemented as a web based system on the ASP.NET platform and
Microsoft SQL Server is used as tti@abase management system.

The user is the only external entity interacting with the system and the interaction between
the user and the system is illustratedrigure8. The system takes the context history of the
user and while the data is retrieved from the user, it manages statuses of the activities and
saves the data for the context history of the user. Moreover, the current context which is
gererated outside the system is entered to system as an input by the user and prediction

results are returned to the user by the system.

Current Context, Context History ( 0 \

User
Prediction Results SYStem

Figure 8: Level ODFD of the Prototype Implementation

Our web based system consists of two main modules. These are context history acquisition
and activity prediction modules. The context history acquisition module takes the context
data from the user by tlentext history handler componeMoreover, the dwities of the

user are managed lagtivity managecomponentOn the other hand, the activity prediction

module takes the current context data from the user and performs the prediatimmtest
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data handley filtering agent ontology provider prediction enginecomponents. The
modules of the system and constituent comporaetiepicted inFigure9.

Context History Acquisition Module
| |

Activity Prediction Module

Context
History

Data

Figure 9: SystemStructure of the Prototype Implementation

4.3.1. Context History Acquisition Module

This module takes the context history from the user and manages the activities of the user
according to retrieved dat a. This modul e mo
entry all activities of the user are checked and related changes areTtenodule

consists of theontext history handleandactivity managecomponents.

4.3.1.1 Context History Handler

Contexthistory data of the users are delivered first to this component in the system. This
component stores the historical data for the occurred activities to the database. Moreover,

context history handler provides related data tattievity manager
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4.3.1.2 Activity Manager

This component takes the data sent byctretext history handleand manages the activities

of t he user . | f the occurred activity i s ¢
conditions for the activity to tchheand@En aibtlsed
activities, it checks the discard condition:¢
activity fulfills the conditions, changes tF
component checks the activities that do not oémguently. This component also updates

IOT and Var valuesfor each occurred activity. Finally, upon processing related records are
updated in the database.

4.3.2. Activity Prediction Module

Activity prediction module takes the context data entered by the useperforms three
stages of prediction. This module is composed of four main components and each
component performs a specific step of the prediction. These componentsraext data

handler, filtering agent ontology provideandprediction engine.

4.3.2.1 Context Data Handler

Context data handler component takes the current context from the user and delivers this
data to thefiltering agent This component also usestology providerto specify the

candidate activities for the current location.

4.3.2.2.0ntology Provider

Ontology provider hashree important roles. Firstly, it keeps and manages the ontology
structures for each context dimension. When new concepts occur for any context dimension,
the related concept in the ontology structure of this contexpdsied by this component.
Secondly,it keeps and provides the available activities for the current locaticorttext

data handler Finally, filtering agentapplies to the ontology provider to get the more
generalized concept specifications of each confdwis, ontology returns this information to

filtering agentto use in the second stage of the prediction.
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4.3.2.3 Filtering Agent

Filtering agent module takes the data sent byctimtext data handleandontology provider

and performs the matching processessTdgent performs three different matching types.
Firstly, it matches the current context of the user with the user context history. Secondly it
matches the more generalized concepts taken frorarttedogy provider Lastly, this agent

filters the all dataof the activities that are specified at the beginning of the prediction
process. Filtering agent also calculat®3 andVar valuesfor each activity in each filtering
stage and it updates these values for each retrieved data from the user contex{Thistory.
computed values for each activity are temporarily stored in order to be used in the prediction
process.

4.3.2.4 Prediction Engine

This is the actual component that performs the prediction algorithm. This engine takes the
IOT andVar valuesof each activityfor each filtering stage from the temporary storage and
computes firstlyA of 10T values. Next, it computesD scores for each activity in each
filtering stage. Then it calculat&sscore for each activity by combining D scores obtained
from each filteriy stage. Finally, prediction engine orders the activities according to

ascending order d scoresand displays them.

4.3.2.5Temporary Storage

Temporary storage storé®T andVar values of each activity for each filtering stage. This
data is supplied by the filtering agent and the prediction engine retrieves the data and

computes D scores to calculddescore for each activity.

4.3.3. Database

The prototype primarily stores and maintatwo main types of data. First one is context
history data that is used for the future activity prediction of the users. Context history
consists of the context data for each occurred activity of the user. This data is entered by the

user usianghitshteorfiydautpl oado modul e.
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Second one is the activity data for each user and it is used for the management of activities.
This data consists dOT andVar values status of the activity, and the last occurrence date

of the activity. This data is updategan uploading the user context history or adding new
context history.

4.4. User Interface

The prototype requires authentication and any user must log in the system to use it. After the
user logs into the system, s/he gets the home page and the main menbashtod choices
of data history upload and activity prediction.

In order to upload user context history, data history upload option is selected and the upload
screen shown ifrigure 10 is displayedAs seen in the figure, the stored context history of

the user is listed and two options are offered: The context history of the user can completely
be changed or new historical records can be added to stmmgzkt history.

If update option is selected, currently stored context history is deleted and the uploaded
context history becomes the new history. On the other hand, if add option is selected,
uploaded context history is added to stored current histdpjoading process accepts
Microsoft Excel files and the expected format of the file is specified in the séfeepach

entry of the uploaded data sehe activities of the user arenanaged by the related
algorithms.
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72 hitp://localhost:58615/Thesis/New_Data_History. Upload.aspx - Windows Intemet Explorer

Thesis/New_Data_History_Upload.

Bov B v ® v [ Sayfa v Araglar v

ACTIVITY PREDICTION

WELCOME Serhat Peker

Logout

=
i

Data History Entrance

Suitable excel files are xIs or xIsx. Suitable format in excel document is: the name of sheet must be "sheet1" and first row must include the
table column names. Table format: User ID, Date, Day, Time, Weather, Person, Person Relation, Activity.

T

Please select the operation type and the file for uploading. Before uploading, please clear your data file from incomplete and noisy values

© Update 0 Add

Current User History

Drag a column header and rop i here to group by that column

D Date Day Time Location Weather Person Activity L
4 v v v v v v v

1709583 01.04.2011 00:00:00 Friday 12.00-14.00 Kentpark Clear Jack Restaurant

1709583 02.04.201100:00:00 Saturday 12.00-14.00 Bahceli Clear Mark Fast-Food

1709583 02.04.201100:00:00 Saturday 14.00-16.00 Bikent Sunny Julia Shopping

1709583 03.04.2011 00:00:00 Sunday 12.00-14.00 Kentpark Clear Jack Fast-Food

1709583 03.04.2011 00:00:00 Sunday 14.00-16.00 Cepa Clear Jack Cinema 3

@ Intemet | Korumali Mod: Kapali # %00 v

Figure 10: User Context History Uploading Screen

Activity prediction option in the main menu is selected to provide a prediction for the
entered current context. The screen for activity prediction is givEigurell. As seen in
the figure, this screen has a form input for the necessary fields for the current context.

Figure 11: User Activity Prediction Screen
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