
1



BORGO: A BOOK RECOMMENDER FOR READING GROUPS

A THESIS SUBMITTED TO
THE GRADUATE SCHOOL OF GRADUATE SCHOOL OF NATURAL AND

APPLIED SCIENCES
OF

MIDDLE EAST TECHNICAL UNIVERSITY

BY

SAYIL SAÇAK DÜZGÜN
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Dr. Ayşenur Birtürk
Computer Engineering, METU

Assoc. Prof. Pınar Şenkul
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ABSTRACT

BORGO: A BOOK RECOMMENDER FOR READING GROUPS

DÜZGÜN, Sayıl SAÇAK

M.S., Department of Computer Engineering

Supervisor : Dr. Ayşenur BİRTÜRK

January 2012, 87 pages

With the increasing amount of data on web, people start to need tools which will help

them to deal with the most significant ones among the thousands. The idea of a

system which recommends items to its users emerged to fulfill this inevitable need.

But most of the recommender systems make recommendations for individuals. On

the other hand, some people need recommendation for items which they will use or

for activities which they will attend together. Group recommenders serve for these

purposes. Group recommenders diverge from individual recommenders such that

they need to aggregate members of the group in a joint model, and in order to do so,

they need a user satisfaction function. There are two different aggregation methods

and a few different satisfaction functions for group recommendation process. Reading

groups domain is a new domain for group recommenders. In this thesis we propose a

web based group recommender system which is called BoRGo: Book Recommender

for Reading Groups , for reading groups domain. BoRGo uses a new information

filtering technique and present a media for post recommendation processes. We

present comparative evaluation results of this new technique in this thesis.
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ÖZ

BORGO: GRUPLAR İÇİN KİTAP TAVSİYE SİSTEMİ

DÜZGÜN, Sayıl SAÇAK

Yüksek Lisans, Bilgisayar Mühendisliği Bölümü

Tez Yöneticisi : Dr. Ayşenur BİRTÜRK

Ocak 2012, 87 sayfa

Web üzerindeki veri miktarındaki artış ile birikte, insanlar binlercesi arasından

kendileri için en alakalı verilerle uğraşmalarını sağlayacak araçlara ihtiyaç duymaya

başladılar. Kaçınılmaz olan bu ihtiyacı karşılamak üzere kullanıcılarına tavsiyelerde

bulunan bir sistem fikri ortaya çıktı. Fakat tavsiye sistemlerinin birçoğu sadece

bireylere yönelik tavsiyede bulunuyorlar. Diğer taraftan bazı insanlar diğer insanlar ile

birlikte kullanacakları şeyler ya da birlikte katılacakları aktiviteler için tavsiyeye ihtiyaç

duyuyorlar. Grup tavsiye sistemleri bu amaca hizmet ederler. Grup tavsiye sistemleri

bireysel tavsiye sistemlerinden şu noktalarda ayrılırlar; grup tavsiye sistemleri grup

üyelerini bir modelde birleştirme ihtiyacı duyarlar ve bunu yapabilmek için de bir

kullanıcı hoşnutluk fonksiyonuna ihtiyaç duyarlar. Grup tavsiye işlemi için iki farklı

birleştirme yöntemi ve birkaç tane farklı hoşnutluk fonksiyonu bulunmakta. Okuma

grupları alanı grup tavsiye sistemleri için yeni bir alan. Biz bu tez çalışmasında okuma

grupları alanında, BoRGo: Okuma Grupları İçin Kitap Tavsiye Sistemi adında, web

tabanlı bir grup tavsiye sistemi arz ediyoruz. BoRGo yeni bir bilgi filitreleme tekniği

kullanmakta ve tavsiye sonrası süreç için bir ortam sunmaktadır. Tezimizde bu yeni

tekniğe ait karşılaştırmalı değerlendirme sonuçlarını sunmaktayız.
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CHAPTER 1

INTRODUCTION

Internet is the dominant way of the accessing information about anything nowadays.

People use e-commerce sites like amazon [1] or e-bay [2] for shopping, web sites like

youtube [3] to watch videos. Only the number of mp3s which can be downloaded from

amazon [1] is 17 million. When you search for books via the same site 32,652,437

results are found. e-bay [2] provides 114,075 music DVD just in ”world music”

subsection. When you simply type the word ”comedy” to the search bar of the

youtube [3], you are getting lost among 1,790,000 videos. When you type the word

”e-commerce” to the popular search engine google [4], it founds 39.900.000 different

sites for you. People can get lost easily among this information overload. It is really

hard to find the video which you really want to see or download the songs which you

really enjoy. It is clear that people need some tools which help them to choose wright

items. Those tools are called ”Recommender Systems” in literature.

Recommender systems are hot research topics since mids of 1990s [5–7]. Research

interest in this area is still alive in the second decade of new millennium because

the more usage of the web increases the more the need of such tools deepens.

When we look back to the roots of recommender systems, early researches in

cognitive science, approximation theory, information retrieval, forecasting theories,

management science, consumer choice modeling in marketing [8–13] can be seen

as the base and inspiring works of the recommender systems.

There are two main recommendation approaches in recommendation system

literature [14].First approach is collaborative filtering method and the second one is

content based filtering method. Also some hybrid methods are used in recommender

1



systems [14]. But nowadays semantic recommender systems [15] are very popular

as third approach in recommendation research area.

Most of the current recommender systems recommend items only to individuals

but in real life people often use items or do activities with groups of people in

domains like movies, vacations, tourist attractions, music, and restaurants. Thus

recommenders which aim groups of people are needed. Group recommenders

diverge from individual recommenders such that they need to aggregate members

of the group in a joint model because of the fact that individuals with different profiles

composes the group itself, and in order to do this aggregation they need a user

satisfaction function. Members of a group may need to get help to decide on the

items of recommendation list therefore a group recommender should also provide

a media to groups which they can use to discuss and decide what to do with the

recommended list.

In this study we propose a content based book recommender for reading groups

which is called BoRGo (Book Recommender for Reading Groups). BoRGo is

designed to give recommendations to groups as well as to individuals by using

book, user and group profiles. BoRGo is also capable of helping reading groups

to determine the final book lists which will be read throughout the year. For example

members of the reading group in our university first choose books to read and after

reading them, they hold monthly discussion sessions. Choosing the books which

most members would find interesting can be difficult. It is particularly hard to arrange

meetings during the summer holidays, but they need to do this in order to select the

books which they will read in the following year. As far as we know, BoRGo is the first

study of group recommenders in reading group domain and the first web application

which social communities can use to decide on the books to be read via internet

without organizing face to face meetings.

This thesis consists of 5 chapters. The remaining 4 chapters are organized as follows.

In Chapter 2, the main topics in recommendation systems literature are presented.

The recommendation problem is formalized, main recommendation approaches

along with the limitations are explained, and then group recommendation problem

, aggregation methods, satisfaction functions and mediation techniques are

2



mentioned.

In Chapter 3, the proposed group recommender is explained in detail. First, reading

group domain is explained. After that, proposed approach is overviewed. Then

system architecture and system components are explained. At the end of the chapter

implementation details of filtering method, aggregation method and satisfaction

function are given.

In Chapter 4, details of the dataset are mentioned. After that evaluation metrics

which are used are explained. Then the details of the three evaluation phases are

presented and results are discussed.

In Chapter 5, conclusion is presented and future work of the proposed work is

discussed.
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CHAPTER 2

BACKGROUND INFORMATION

2.1 Recommendation Problem

People use recommendations in every part of their daily lives. For example they read

the comments of others about movies or simply ask for their friends’ opinions before

they go to cinema. Women ask their friends for good recipes before they host guests

for dinner. In the world of today a main source of information is internet but there

are numerous web sites containing thousand or even millions of items to choose.

Without help it is nearly impossible to narrow down the list of items which is relevant

to people.

Recommendation problem can be defined as finding most relevant items for

individuals by using some related background information about that individual.

Domain of the recommendations can vary from books to music, movies to recipes

.

Recommenders Systems are computer based techniques which are used to help

users in solution of different recommendation problems. According to [14] it can be

said that the Grundy [15] system is the first example of the recommender systems.

the Grundy system uses stereotypes as a mechanism to build user models and using

the user models it recommends relevant books to each user.

Recommendation problem can be defined formally as follows [14]. Let U be the set

of possible users and I be the set of possible items for example all of the possible

books for a book recommender. Let s be a satisfaction function which shows the
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satisfaction which user u gets from an item i. s: U x I → R, where R represents a

range of integers. Then we can say that recommendation problem is

∀u ∈ U, i ∈ I, i′u = argmaxs(u, i) (2.1)

Generally in recommender systems satisfaction is represented by the rating of the

user to the item. Therefore we can say that basically recommendation problem is to

calculate the estimated rating of a user for an item that he/she haven’t rated yet by

using a satisfaction function.

In Recommendation systems, ratings are represented by item user rating matrices.

When the count of users and items are big usually rating matrices become sparse.

An example of item user rating matrix can be seen in (Table 2.1). Rating range for

this example is between 0 and 10. In this matrix columns represent users and rows

represent items. Empty cells correspond to the items which are not rated by the user

in related column. These unknown ratings predicted by the recommender system

and according to those predicted ratings items are recommended to the users.

Table 2.1: Item user rating matrix

B1 B2 B3 B4 B5 B6 B7 B8 B9 .. Bn

U1 7

U2 8 3

U3 5 6

..

Un 9

Unknown ratings are predicted by the recommender system and according to

predicted ratings items are recommended to the users after recommendation

process. For example after recommendation process same matrix in (Table 2.1) turns

into the matrix in (Table 2.2) with the predicted ratings.
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Table 2.2: After recommendation process item user rating matrix

B1 B2 B3 B4 B5 B6 B7 B8 B9 .. Bn

U1 4 6 7 10 5 2 6 1 3 .. 9

U2 8 7 8 4 10 3 2 3 5 .. 8

U3 1 5 4 9 5 8 7 6 4 .. 4

.. .. .. .. .. .. .. .. .. .. .. ..

Un 7 3 5 9 8 3 6 2 4 .. 10

2.2 Recommendation Techniques

There are two traditional approaches used in recommenders systems literature [14].

Some different hybrid techniques emerged in need of overcoming weaknesses

of these two methods in time [14] [16]. And as a new approach semantic

recommendation [17] is used in some relatively new studies in literature. In this

section these four approaches are examined. There are also other recommendation

techniques like demographic, utility based and knowledge based recommendation

techniques [16]. These techniques are not examined in this thesis but mentioned

briefly in Hybrid Systems subsection.

2.2.1 Content Based Recommendation Systems

Content based recommender systems uses content information of the items which

have been rated by the user. For example a content based book recommender first

analysis commonalities of books the user has already rated then recommend the

books which are most appropriate for the user’s tastes.

In content based recommendation both users and items have profiles. User profile

represents tastes and preferences of the user. Necessary information to profile a

user can be gathered from user explicitly or from transactional behavior implicitly. [14]

Item profiles consist of features and weights of them which are called feature weight

vectors and are used for determining that if a item is suitable for a user.
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In content based recommenders features which compose item profiles have feature

scores which identifies the importance of each feature. For example for a content

based book recommender some features are more important than others to

distinguish a book.

Content based recommendation rooted to Information Retrieval therefore the

measures which are used to calculate weight of a feature inherited from Information

Retrieval [14] . [21] mentions some different measures to decide weight of features;

• Number of Occurrence: weight of the word equals to frequency of the word in

the sentence.

• Binary Representation of Number of Occurrence: Weight of the word equals to

1 if the word is seen in the sentence, otherwise equals to 0.

• TF-IDF (Term Frequency-Inverse Document Frequency): Weight of the word

equals to TF-IDF value of the word. ”The importance of a word is high if it is

frequent in the sentence, but less frequent in the document” [21].

• Log Entropy: Weight of the word equals to log entropy value of the word.

• Root Type: If the root type of the word is noun, Weight of the word equals to

frequency of the word in the sentence otherwise weight of the word equals to 0.

There are examples of content based recommenders which use different methods

like Bayesian classifiers, clustering , decision trees, artificial neural networks

[22, 23] instead of using traditional information retrieval based heuristics. These

approaches use a model which is constructed by using statistical and machine

learning techniques to recommend items.

There are some limitations of content based recommenders these are;

• New user problem

• Limited content analysis

• Overspecialization

7



Content based recommenders can not give trusted recommendation unless user

rates a sufficient number of items. Because they can not understand and construct

user profiles with a few ratings correctly. This is called new user problem. Also

some items are not suitable to represented by features like images, audio and video

streams. If the two different items have exactly the same feature set they can not

be distinguished by the recommender. These two problems are limited content

analysis problems. Content based recommenders recommend similar items to a

particular user and this causes overspecialization. For example a content based

recipe recommender would not recommend Turkish meals to a user who has not

rated any Turkish meal or would recommend only the French meals to a user who

liked a French meal.

2.2.2 Collaborative Filtering Systems

Collaborative recommender systems [14] try to find possible satisfaction of items

for a particular user by using the ratings given by other users. In order to do that

recommender first finds the similar users;f or example, users who rated same books

similarly. Then recommender finds the books which these similar users mostly liked

and recommends them. It can be claimed that the Tapestry [18] system is the first

example of collaborative recommenders. In Tapestry system users must select the

similar users explicitly.

Collaborative systems are divided into two groups according to their algorithms [19]:

Memory Based and Model Based. Memory Based collaborative recommenders make

recommendations based on all of the previously rated items by the users. On the

other hand Model Based collaborative recommenders use previous ratings to elicit

a model by using some statistical and machine learning techniques; then use the

model to make recommendations.
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Collaborative recommender systems have some limitations: [14].

• New User Problem

• New Item Problem

• Sparseness

Like content based systems , collaborative filtering systems need to learn preferences

of the new users. On the other hand new items cause problems in collaborative

filtering systems. Because of the fact that collaborative recommender systems use

other users ratings to recommend an item to users, until a specific number of users

rates the new item , recommender can not recommend that item to users. Generally

user item rating matrices are sparse in recommender systems. User and item

datasets are huge and intersections of columns and rows of the matrix are usually

empty. It is hard for the recommender system to give recommendation to marginal

users because it is hard to find similar users to them. Also items which are rarely

rated can not be recommended to the users who like new items. These are side

effects of sparse item user matrices.

2.2.3 Hybrid Systems

Hybrid systems can be an efficient approach, in order to overcome limitations

of previously mentioned techniques. By combining multiple recommendation

techniques performance of a recommender system can be improved [16]. (Table 2.3)

[16] lists different recommendation techniques and (Table 2.4) [16] lists hybridization

methods which can be used with these techniques.
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Table 2.3: Recommendation techniques

Technique Background Input Process

Collaborative Ratings from U of

items in I.

Ratings from u of

items in I.

Identify

users in U similar to

u, and extrapolate from

their ratings of i.

Content-based Features of items

in I.

u’ ratings of items

in I.

Generate

a classifier that fits u’s

rating behavior and use

it on i.

Demographic Demographic

information

about U and their

ratings of items in

I.

Demographic

information about

u.

Identify users that are

demographically similar

to u, and extrapolate

from their ratings of i.

Utility-based Features of items

in I.

A utility function

over items in I

that describes u’s

preferences.

Apply

the function to the items

and determine i’s rank.

Knowledge-based Features of items

in I. knowledge of

how

these items meet

a user’s needs.

a description

of u’s needs or

interests.

Infer a match between i

and u’s need.
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Table 2.4: Hybridization methods

Method Description

Weighted The scores (or votes) of several recommendation

techniques are combined together to produce a single

recommendation.

Switching The system switches between recommendation techniques

depending on the current situation.

Mixed Recommendations from several different recommenders

are presented at the same time.

Feature

combination

Features from different recommendation data sources are

thrown together into a single recommendation algorithm.

Cascade One recommender refines the recommendation given by

another.

Feature

augmentation

Output from one technique is used as an input feature to

another.

Meta-lavel The model learned by one recommender is used as an

input to another.

Although it is possible to hybridize all types of recommendation techniques,

mostly content based and collaborative filtering techniques are used in hybrid

recommenders. [14] lists different ways to use of these two techniques in hybrid

recommenders:

• combining predictions of separately implemented techniques

• including some characteristics of content based technique in collaborative

filtering approach

• including some characteristics of collaborative technique in content base

approach

• building a unifying new model which includes both of some characteristics of

collaborative technique and content base technique

11



2.2.4 Semantic Recommender Systems

Semantic Recommender Systems can be seen as a sub type of knowledge based

recommenders because they use a knowledge base to operate. They use Semantic

Web technologies to give recommendation. [17]. Semantic Recommender Systems

can be used to overcome sparseness and new item problems [20] but they need

knowledge engineering activities [16]. Types of semantic recommender systems are

below [17]:

• Vocabulary or ontology based systems

• Trust Network based systems

• Context adaptable systems

2.3 Group Recommendation Problem

Recommender systems have been used in different domains with different

approaches like mentioned in previous sections. However, to be used in solution of

more complex recommendation problems all of those methods need to be extended

and improved [14] [24]. Some of recommendation problems need a different aspect

of recommendation and a recommender must take different factors into consideration

for solution of these problems.

2.3.1 Multi-Dimensional Recommender Systems

Most of current recommender systems produce recommendation in only two

dimensional User x Item space. But in reality people decide whether they like an item

or not depending on with whom they use that item or when they use that item etc.

Therefore recommender systems also need to take other dimensions of information

into consideration.
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[14] [24] [25] propose multi-dimensional model for solution of more complex

recommendation problems. In traditional recommender systems recommendation

problem can be defined as follows;

R : User × Item→ Rating (2.2)

For multi-dimensional problems definition of the problem changes into following ;

R : Dimension1 × Dimension2 × ..... × Dimensionn → Rating (2.3)

Think of a multi-dimensional recommender system which recommends hotels to

users with following dimensions;

• Hotel: all hotels which can be recommended by the application.

• Person: all users which can get recommendation from the application.

• Companion: person or group of people with whom the user who need

recommendation will stay in the hotel.

For this example ratings of a user to a hotel would change according to companions

of the user. For example an user 20 years old user A may prefer a hotel which has a

disco more if he would stay in that hotel with his same aged friends. But A may prefer

a hotel with a good breakfast and dinner facility if he would stay in that hotel with his

colleagues. In this case rating function would be;

R : Hotel × Person ×Companion→ Rating (2.4)

Dimensionality of this example can be increased with following dimensions;

• Time: when the user would stay at the hotel

• Location: whereabouts of the hotel which the user would stay

13



When the previous example reconsidered with these new dimensions, situation may

turn into that: User A may prefer a country hotel which has an open disco if he

would stay at that hotel with his same aged friends in summer. But A may prefer a

city centered hotel with a big indoor restaurant if he would stay at that hotel with his

colleagues in winter. With this new dimension rating function would be;

R : Hotel × Person ×Companion × Time × Location→ Rating (2.5)

To decide to dimensionality level is a problem for multi-dimensional recommenders.

[25] suggests that this problem is related to feature selection problem in data mining

[26] and statistics [27] area. When feature values of dimensions D1, D2, .... Dn-1

remain same and only feature values of Dn changes, if any feature value of Dn does

not affect the rating in rating function, it means nth dimension is not needed and

can be removed from recommendation mechanism. For example assume that in the

previous example if possible location values like city centered, country side etc. does

not affect the distribution of the ratings when the feature values for other dimensions

remains same for each location value. In that case location value is not needed as a

dimension in recommendation process.

Multi-dimensional recommender systems need to aggregate measurements of

different dimensions. [25] used a multidimensional database which support

aggregation hierarchies for different dimensions and has capabilities to aggregate

the measurements at different levels of the hierarchy [28,29]

2.3.2 Group Recommender Systems

Most of the recommender systems are designed to produce recommendation to

only individuals. But people generally do some activities like watching movies or

going vacations, eating meal not by themselves but with group of people. Not

only activities but also some items are consumed by groups. Group Recommender

Systems are appropriate solutions of recommendation problem for groups of people.

[31] and MusicFx [30] are the first examples of group recommender systems. [31]

recommends videos to either individuals or groups by using collaborative filtering.
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MusicFx [30] selects playing radio station in a sport center according to aggregation

of preferences of members of the center who are present at the time.

Group Recommender Systems can be seen as a sub kind of Multi-Dimensional

Recommender Systems which has three dimensions;

• Item: all items which can be recommended by the application.

• Person: all users which can get recommendation from the application.

• Companion: person or group of people with whom the user who need

recommendation will consume the item.

And rating function for a Group Recommender System is;

R : Item × Person ×Companion→ Rating (2.6)

In a group recommender Person can be defined as the member of the group which

asks for recommendation on behalf of the whole group. He/she can be anyone

among the group. Companion can be defined as the remaining members of the

group except the one which plays the role of Person. Item can be any activity or item

which the Recommender System recommends to its users.

Group Recommender Systems aims to satisfy not only the individual person whom

asks for the recommendation on behalf of the group but also the whole group

members up to a certain degree. At this point different satisfaction functions can

be chosen to decide the level of satisfaction of the group. Group Recommender

Systems need to aggregate individual user preferences or models to produce a

recommendation list for the group itself. These two concepts, Aggregation Methods

and Satisfaction Functions, will be mentioned following sections of this chapter.

Groups may need to discuss and accept or not accept some of the items which are

recommended by the Group Recommender System. And in order to that they need

a media. This concept is one of the topics of group recommenders which are not

addressed by many researches. The Mediation Techniques subsection addresses a

few studies about this topic.
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2.3.2.1 Aggregation Methods

Group recommenders need to aggregate individual preferences of all of the group

members in order to recommend item for groups. Therefore they need a mechanism

for aggregation. It can be seen from previous works [32] that there are two main

methods for aggregation process.

• Joint recommendation list: In this method individual recommendation lists are

produced for every member. Then these recommendation lists combined into a

single joint list.

• Joint user model: In this method individual preferences or profiles aggregated

before recommendation process and a single recommendation list generated

for that joint model.

For producing a Joint Recommendation List first individual recommendation lists of

every member are produced then these lists are combined in a joint recommendation

list for the group by using a satisfaction function. Figure 1 shows recommendation

process whit joint recommendation list method. This method has a powerful

explanation advantage. As the individual lists are present it is easy to explain

presence and order of the items in the final list. Individual recommendation lists

also can be used in after recommendation process to help the group to come a

consensus over the chosen items from the recommendation list. But this advantage

can turn into a disadvantage easily in security and privacy perspective. Some users

may not be pleased to share their individual lists with the rest of the group. In addition

it can be time consuming for large scale groups because of creation of individual

recommendation lists for each user in the group.

PolyLens [32] uses this method to aggregate individual member preferences while

recommending movies to groups of people.

PocketRestaurantFinder [33] is one of the early examples of group recommenders.

It recommends restaurants to groups of people according to their preferences and

location. PocketRestaurantFinder [33] uses Joint Recommendation List method.

It first calculates individual preference for each restaurant then sums up individual
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preferences to group preference and sorts restaurants according to these values.

INTRIGUE [34] is a group recommender system which recommends tourist

attractions to groups. Groups are divided into homogenous subgroups by the

user according to their demographic information and preferences. System first

calculates satisfaction values for each subgroup then combines the subgroup-related

satisfaction scores in a weighted way.
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Figure 2.1: Joint Recommendation List Method

Group Recommender systems which are using joint user model aggregate individual

user profiles by merging them into a common user profile for the group and then

recommends a single list for this joint profile.Figure 2 shows recommendation

process whit joint recommendation list method.

Merge process either can be done automatically by the recommender or manually

by group members -or by the moderator of the group on behalf of group members.

Manual merge process allows members of the group to explicitly predict their

preferences and come a consensus on the joint user model. But it can be very

time consuming. On the other hand automatic merge process is very practical
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compared to manual method. But in both methods it is harder to explain final

recommendation list to the members compared to Joint Recommendation list method

because this method can recommend some items which would not be seen in

individual recommendation lists of the members of the group. This characteristic of

Joint User Model method can also be seen as an advantage. Because it is sometimes

good for a recommender to recommend marginal items to its users for novelty issues.

Travel Decision Form [35] uses manual merging method. It aims to make members

of the group agree on a single way of selecting preferences of the group. In order to

do that system gives a media to group members which they can learn each other’s

preferences which each of the members are represented by animated characters.

[36] recommends media to passengers in a vehicle. They use ”total distance

minimization” in automatic merge process of individual user profiles. Joint User

Model is a suitable method for the groups which are not formed intentionally and are

random like passengers in a vehicle. Because people who do not know each other

do not care for each other’s preferences as much as the people who are intentionally

form a group like a group of people whom want to watch a movie together.

CATS [37] recommends skiing vacation alternatives to a group which is consist

of four people who are sitting around an interactive tabletop. CATS produces

recommendation for both individuals and groups simultaneously. It uses user

feedbacks about current recommendations to update explicit user and group profiles

and recommendations for individuals and group. This approach is called critiquing

based recommendation [37–39]. When a user gives a new critique about a hotel joint

group profile as well as the user profile is updated.

[40] recommends TV programs for group of people. System automatically merges

individual user profiles into a joint user profile in two steps. In first step recommender

decides which features included in the common user profile based on total distance

minimization method. In second step it assigns weights to the features which are

included in common profile for the group.

GRec-Oc [41] recommends items to online communities. GRec-Oc merges

individuals profiles into group profiles and make single recommendation list for the
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joint user profile of the group. It uses two phases to recommend items to users. In

first phase it uses collaborative filtering method to find items to recommend to the

group. In second phase it uses content based filtering to remove irrelavant items

from recommendation list to improve individuals’ satisfaction. Authors evaluated their

systems with business-major graduate and undergraduate students. They grouped

users according to their ages,majors, personal interests, and career objectives so

that individuals sharing similar and related profiles were grouped together. They

used books as recommendation items.

[42] produce a list of individual preferences according to demographic,

content-based, likes-based filtering type of recommendations in order to produce set

of three lists of individual preferences for members of the group. These individual

preferences processed with methods like aggregation, intersection or incremental

intersection, and then turned into a joint user model. Group recommendation list is

produces for this joint model.

20



Figure 2.2: Joint User Model Method

2.3.2.2 Satisfaction Functions

Another main characteristic of group recommenders which separates them from

individual recommenders that they need a satisfaction function during aggregation

process both for joint recommendation list and joint user model methods. Satisfaction

function determines what is best for the group according to individual choices

and studied well in Economics, Politics, Sociology Math, MetaSearch, Database

Middleware, Collaborative Filtering, and Multi-Agent systems [43–51]

[52] presents detailed research results on different satisfaction functions. It is known

that rating behaviors of different users are also different. For example for user A 8

out of 10 means excellent because he never gives any item 9 or 10 but for user B it

means normal because he gives 9 or 10 for the items he likes most. [52] assumes that

all of the individuals have ”reasonable” rating behaviors. [52] suggests ten different
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satisfaction functions;

• Plurality Voting: Each member of the group votes for her favorite item. Items

are ordered from mostly voted to least voted ones.

• Average Strategy: Average of the ratings of individuals is calculated for

each item and items are ordered according to these average rating values.

INTRIGUE [34] uses this strategy as its satisfaction function.

• Borda Count [53]: points starting from 0 are appointed to the ordered items in

individual lists. Then all individual points for each item are summed and items

are ordered according to their group points for the group recommendation.

• Copeland Rule [54]: Alternatives are ordered according to the Copeland index:

”the number of times an alternative beats other alternatives minus the number

of times it loses to other alternatives”

• Approval Voting: Voters vote for all the items they wish. Items are ordered

according to how much they voted.

• Least Misery Strategy: Group is as happy as the least happy member. PolyLens

[32] uses this strategy. They assume that small groups of people watch movies

together and it is meaningful to take into consideration of the least happy

member’s rating for small groups. The disadvantage of this strategy is that

a minor opinion decides for the whole group’s satisfaction. For example in a

situation that remaining of the group wants to see a movie but only one person

does not, that item would not be recommended to the group.

• Most Pleasure Strategy: Items are recommended according to their highest

ratings.

• Average Without Misery Strategy: Average of the ratings of individuals are

calculated for each item and items are ordered according to these average

rating values but items which has a rating less than a threshold is simply

disregarded. MusicFX [30] uses this strategy.

• Fairness Strategy: Top items are selected from each individual’s list round by

round. People may think that it is not really something bad to be recommended
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the items you really hate as long as the items you love are also recommended.

• Most Respected Person Strategy: Ratings of the most respected person -or an

expert- are taken as the ratings of the whole group. This strategy can be used

for the groups of which one member is dominant like a group which is consists

of an adult and some children.

Table 2.5: Ratings for the group

B1 B2 B3 B4 B5 B6 B7 B8 B9

U1 5 6 7 10 6 2 5 4 9

U2 8 9 7 2 5 10 7 3 4

U3 9 7 1 9 7 10 8 6 10

(Table 2.5) shows example ratings for three member of a reading group for nine

different books. All of the calculations of different satisfaction function use these

ratings in fallowing part.

If Plurality Voting strategy is used as the satisfaction function ratings in first our U1

would vote for B4, U2 would vote for B6 and U3 would vote for B9 and B6. Since B6

gets two votes B6 wins first tour. In second tour U1 would vote for B4, U2 would vote

for B2 and U3 would vote for B9. This tour would result in a tie and all of the three

candidates would win. Sequence will be like in (Table 2.6);

Table 2.6: Results of Plurality Voting strategy

U1 B4 B4 B3 B3 B5 B8

U2 B6 B2 B1 B3, B7 B5 B8

U3 B6, B9 B9 B1 B7 B5 B8

Group B6 B4, B2, B9 B1 B3, B7 B5 B8

Group list: B6, (B4, B2, B9), B1, (B3, B7), B5, B8

Average votes for each book would be like in (Table 2.7) if Average Strategy is used

as the satisfaction function;
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Table 2.7: Results of Average strategy

B1 B2 B3 B4 B5 B6 B7 B8 B9

U1 5 6 7 10 6 2 5 4 9

U2 8 9 7 2 5 10 7 3 4

U3 9 7 1 9 7 10 8 6 10

Group 7 7 5 7 6 7 6 4 7

Group list: (B1, B2, B4, B6, B9), (B5, B7), B3, B8

If Borda Count would be used, for U1 B6 gets 0 point, B8 gets 1 point, B1 and B7 get

both 2 points, B2 and B5 get both 3 points, B3 gets 4 points, B9 gets 5 points and B4

gets 6 points. (Table 2.8) shows points of all users for all of the books;

Table 2.8: Results of Borda Count strategy

B1 B2 B3 B4 B5 B6 B7 B8 B9

U1 2 3 4 6 3 0 2 1 5

U2 5 6 4 0 3 7 4 1 2

U3 4 2 0 4 2 5 3 1 15

Group 11 11 8 10 8 12 9 3 12

Group list: (B6, B9), (B1, B2), B4, B7, (B3, B5), B8
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Table (Table 2.9) shows results for the group if Copeland Rule would be applied to

ratings. If B1 compared to B2 it is seen that U1 and U2 prefer B2 to B1, only U3

prefers B1 to B2. Thus B2 beats B1 according to Copeland index.

Table 2.9: Results of Copeland Rule strategy

B1 B2 B3 B4 B5 B6 B7 B8 B9

B1 0 + - 0 - + - - +

B2 - 0 - + - + - - +

B3 + + 0 + - + 0 - +

B4 0 - - 0 - + - - +

B5 + + + + 0 + + - +

B6 - - - - - 0 - - 0

B7 + + 0 + - + 0 - +

B8 + + + + + + + 0 +

B9 - - - - - 0 - - 0

Group +1 +2 -3 +3 -6 +7 -3 -8 +7

Group list: (B9,B6),B4,B2,B1,(B3,B7), B5,B8

For the Approval Voting if it is supposed that voters would like the items which they

give above 6 U1 would vote for B3,B4 and B8. (Table 2.10) shows the votes of each

user and for the group for Approval Voting;

Table 2.10: Results of Approval Voting strategy

B1 B2 B3 B4 B5 B6 B7 B8 B9

U1 1 1 1

U2 1 1 1 1 1

U3 1 1 1 1 1 1 1

Group 2 2 2 2 1 2 2 0 2

Group list: (B1, B2, B3, B4, B6, B7, B9), B5, B8
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If the satisfaction function is chosen as the Least Misery strategy, least happy

member’s ratings would be group’s ratings. (Table 2.11) shows results of Least

Misery strategy;

Table 2.11: Results of Least Misery strategy

B1 B2 B3 B4 B5 B6 B7 B8 B9

U1 5 6 7 10 6 2 5 4 9

U2 8 9 7 2 5 10 7 3 4

U3 9 7 1 9 7 10 8 6 10

Group 5 6 1 2 5 2 5 3 4

Group list: B2, (B1, B5, B7), B9, B8, (B4, B6), B3

If the satisfaction function is chosen as the Most Pleasure strategy, most happy

member’s ratings would be group’s ratings. (Table 2.12) shows results of Most

Pleasure strategy;

Table 2.12: Results of Most Pleasure strategy

B1 B2 B3 B4 B5 B6 B7 B8 B9

U1 5 6 7 10 6 2 5 4 9

U2 8 9 7 2 5 10 7 3 4

U3 9 7 1 9 7 10 8 6 10

Group 9 9 7 10 7 10 8 6 10

Group list: (B4, B6, B9), (B1, B2), B7, (B3, B5), B8
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If Average Without Misery (AWM) Strategy is used with a threshold -for example 4-

B3,B4, B6 and B8 would be discarded. (Table 2.13) shows results of AWM strategy;

Table 2.13: Results of Average Without Misery strategy

B1 B2 B3 B4 B5 B6 B7 B8 B9

U1 5 6 7 10 6 2 5 4 9

U2 8 9 7 2 5 10 7 3 4

U3 9 7 1 9 7 10 8 6 10

Group 7 7 - - 6 - 6 - 7

Group list: (B1, B2, B9), (B5, B7)

If Fairness Strategy is used as the satisfaction function it can be inferred that U1

would choose B4, U2 would choose B6 and U3 would choose B9 in the first round.

In second round U1 would choose B3 , U2 would choose B2 and U3 would choose

B1. In third round U1 would choose B5, U2 would choose B7 and U3 would choose

B8 finally. Group list would be like below;

Group list: B4, B6, B9, B3, B2, B1, B5, B7, B8

If the satisfaction function is chosen as Most Respected Person Strategy and U2 is

the most respected person in the group then group list would be like below;

Group list: B6, B2, B1, (B3, B7), B5, B9, B8, B4

According to experiments done by [52]Average,Average Without Misery, and Least

Misery strategies are most comprehensible ones for implementation. As it is mention

before MusicFX [30], PolyLens [32], INTIGUE [34] use these strategies.

2.3.2.3 Mediation Techniques

Individual recommender system users need make a choice among the alternatives

recommended by the system. Users need to understand why the recommender

system make those recommendation for him while choosing one alternative over
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the others. Thus even in individual recommendation domain recommender systems

should offer a media for after recommendation processes. [55]

For group recommendation after recommendation processes are obviously more

complicated. Because for group recommendation it is not an individual decision

which has to be done, a group consensus is needed. Especially when the group

members does not know each other well and the group is formed intentionally but

temporarily -like in Pocket Restaurant Finder [33] it can be hard to reach a consensus

over the selection among the recommended alternatives. Even if the group members

know each other well -like in PolyLens [32] they need to know what the others think

about the possibilities.

[55] claims that if the members know each other’s opinions about alternatives they

can reconsider their choices, especially if they are made not very carefully, because

members may care about equality and group solidarity. It is possible to share opinions

directly if all of the group members are present and together when the recommender

system gives recommendation. However if the group recommender is a web based

application, group members would not be in the same place moreover they may even

use the recommender system asynchronous.

[55] uses animated characters on behalf the members which can not communicate

others syncrounsly to come a consensus over the joint user preference model.

Currently logged in member of the group can see others preferences and ask

for recommendation according to his preferences. At this level system shows a

recommendation list based on his preferences, a recommendation list based on the

current group preferences and list based on other members’ current preferences to

the member. The member can change his preferences to go along with the others’

more at this point and ask for recommendation again and again until he is satisfied

with his own preferences. After each member finishes specifying their preferences

system goes into second phase. In second phase system displays a proposal to

fill out preferences form for the whole group. Animated characters simulate the

reaction of absent members of the group to the current proposal. Then system asks

for the currently available member to respond to the proposal. At this point current

member can accept or reject the proposal or he can change his preferences. System
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continues to produce proposal until all of the members accept a proposal.

Group management interface of Pocket Restaurant Finder [33] allows users to send

their preferences to others or receive others’ preferences. But it does not offer a real

solution for after recommendation processes.

PolyLens [32] adopts a composite recommendation interface approach which shows

prediction for each member of the group as well as the group itself.

Maybe the only situation which it is not needed a after recommendation process is

when the group is temporarily and unintentionally formed like people traveling in a

vehicle in [36] or like people doing exercises in a sport center in MusicFx [30].

Yet after recommendation processes are essential for the success of a group

recommender, this topic has not been handled by most of the group recommenders.

2.3.2.4 Domain Based Analysis of Group Recommender Systems

Recommenders systems serve users in many different domains. Some of them are

commercial systems. There are relatively less group recommenders than individual

ones. Group recommenders used in domains like music, restaurants, movies,

vacations and sight seeing, multimedia, tv programs, books and recieps.

In this section we will examine group recommenders according to their domains.

(Table 2.14) lists group recommenders according to their domains.

In music domain MusicFX [30] is a well-known example of the group recommenders.

MusicFX selects the music playing in a sport center based on people’s preferences

that are currently in that sport center. MusicFX aggregates user preferences for the

recommendation process.

PolyLens [32] and [73] are the examples of the group recommenders in movie

domain. Both of them use recommendation list aggregation technique.
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Table 2.14: List of group recommenders according to their domains

Domain Group Recommender Systems

Music MusicFX [30]

Restaurants Pocket Restaurant Finder [33]

Movies PolyLens [32]

Vacations and Sight Seeing INTRIGUE [34] , Travel Decision Forum [55] , CATS [37]

Multimedia An Adaptive In-Vehicle Multimedia Recommender [36]

TV Programs TV4M [40]

Books GRec-OC [41]

In restaurant domain, Pocket Restaurant Finder [33] is the example of group

recommender systems which recommends restaurants to a group of people by taking

the location of the group into account. System pools specified user preferences

together and present a list of potential restaurants, sorted in order of expected

desirability of the group.

In traveling and sight seeing domain there are more examples than other

domains. INTRIGUE [34] is a group recommender system which offers sightseeing

opportunities to demographically heterogeneous groups considering the time limits.

Recommendation activity is based on a declarative representation of the knowledge

about tourist attractions and on the application of fuzzy evaluation functions for

ranking items. Travel Decision Forum [55] is a prototype which focuses on post

recommendation process rather than on implementation. In the prototype, group

members are trying to settle with their preferences which is called joint preference

model. CATS [37] is designed to give recommendation to a group of friends planning

to go a skiing vacation. It is a collaborative group recommender system. User

feedbacks - also known as critiquing- are used to update explicit user models on

a per-user-basis as well as a global user model.

An Adaptive In-Vehicle Multimedia Recommender [36] is the example of multimedia

domain. System recommends multimedia items to travelling group of users. It

aggregates passenger profiles, merges them in order to create a common profile

and generates recommendations according to this common user profile.
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Domain of TV4Mcite40 is tv program recommendation. It first merges user profiles,

and then produces a single recommendation list according to the merged user profile.

GRec-OC [41] recommends scientific books to online communities. They first

aggregate the preferences of members of the group and then make a single

recommendation list for the group.

[74] is a good example of how group recommenders can be used in different

domains. Their domain is recipes. They assign different weights to users in the

groups by using four different weighting models and apply both of the aggregation

methods and discuss the experimental results.
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CHAPTER 3

BoRGo: BOOK RECOMMENDER FOR READING GROUPS

This chapter presents a content based book recommender for groups, BoRGo.

Firstly reading groups and books domains are described in detail. Then system is

overviewed. In the section 3.3 system architecture and components presented and

in the last section implementation details are mentioned.

3.1 Motivation

Recommender Systems research area is a hot topic in artificial intelligence area.

Also recommender systems are highly needed in commercial or non commercial

domains. Group Recommender Systems research is a less studied topic among

general recommendation research topics. Unlike individual recommenders area,

there are quite a few studies are present in this research area.

There are examples of group recommenders in movie, music, restaurant, tourism

and touristic attractions etc. domains. However there is no group recommender

which intends to help reading groups to pick up relevant books to read during reading

season. Challenges and promises of this new domain still stay untouched. We

believe that we can gain a lot of knowledge and experience which we can share

rest of researchers who are working in recommender systems area by working on

this domain. We also believe that we can help real life reading groups a lot with our

work BoRGo.

After recommendation process is another new research topic in recommender
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systems research area. Users need to learn justifications behind recommendation

lists and share their thoughts with each other. This kind of need is more severe in

group recommendation. Yet there is not enough study in this area. Recommenders

systems should serve their users with mediation domains which users could use to

reach a consensus over the recommendation list.

All these challenges impelled us to study over a web based group recommender

which recommends books to reading groups and supply a mediation domain for after

recommendation process.

3.2 Domain Information

Nowadays there are several reading groups which people join for reading and

discussing books with other people. In general, reading groups spend a great deal

of effort in choosing the books which they will read during the year. Most reading

groups have a special session to choose their books before the start of the year.

[56] presents surveys about reading groups’ book selection methods. In most of

the groups, group members choose what to read altogether in some groups each

member chooses one of the books from a list. Some groups use a rotation method.

In the simplest version of this method, the host of that session chooses what to read

and discuss in the next session. Some groups use a voting method. In this method

every member brings a list of books to read and then every member gives as many

votes as s/he wants to any book. At the end the top n books, based on number of

votes, are read. Most groups arrange a committee to choose the books first. Some

other methods can also be found.

In the survey [56] it is seen that nearly the half of the groups choose the entire booklist

for the year at once. Most of the reading groups discuss nine books in a year. They

mostly do not gather during the summer holidays.

[57–59] are the examples of reading groups in Turkey. Thyke [56] has twenty seven

reading groups in two different countries in eight different cities.

Even METU has a reading group in Ankara campus. Members of the reading group
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in the university first choose books to read and after reading each book, they hold

monthly discussion sessions. Choosing the books which most members would find

interesting can be difficult for them. It is particularly hard to arrange meetings during

the summer holidays, but they need to do this in order to select the books which they

will read in the following year.

Supplying a web based recommender which recommends nine books for each month

of reading season and has a mediation interface for after recommendation process,

to these kind of groups is an innovation.

Books are suitable items for content based recommenders. Because they have

sufficient content information which can be used in a content based recommendation

algorithm.

3.3 System Overview

BoRGo is a content based group recommender which recommends books for reading

groups as well as individual readers. (Figure 3.1) shows flow chart of BoRGo. Novel

issues of BoRGo are second filtering method which we used in BoRGo, reading group

domain and mediation feature. BoRGo is a web based application. Users can sign in

BoRGo with their userids and passwords. BoRGo is capable of ;

• Creating user profiles

• Creating book profiles

• Updating user profiles

• Producing recommendation for individuals

• Creating groups

• Producing recommendation for groups

• Mediation for after recommendation process
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Figure 3.1: Flow chart of BoRGo

BoRGo is a web based recommender system. Users can sign in to the system with

their user-ids and passwords.(Figure 3.2) shows web page organization of BoRGo.

We used same theme [75] for all of the web pages in BoRGo.
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Figure 3.2: Web page organization of BoRGo

After signing in a user first sees the books he rated so far in the screen. Then he

can rate new books or ask for recommendation either for himself or group which he

belongs to.
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Figure 3.3: Rating history of the user

System architecture of BoRGo will be explained in details in the following parts of this

chapter.

3.4 System Architecture And Implementation Details

BoRGo consist of three main components which are;

• the individual recommender,

• the aggregator,

• and the mediator.

Work principals and implementation details of these components will be explained in

following subsections.

3.4.1 Individual Recommender

BoRGo can generate recommendations for individuals as well as groups. Indeed

individual recommendation process is a main part of group recommendation

37



process also. Therefore explaining this component is very important in terms of

understandability of the group recommendation process.

BoRGo is a content based recommender which uses content information of the books

which have been rated by the user. Like all other content based recommenders

BoRGo has user and book profiles.

Individual recommender finds the books which can possibly satisfy the user mostly,

using the user and item profiles. Satisfaction function which shows the satisfaction

which user u gets from a book b for individual recommendation is;

s : UxB→ R (3.1)

where U is set of users, B is set of books and R ∈ [0,10].

Recommendation process of individual recommender can be formulated as ;

∀u ∈ U, b ∈ B, b′u = argmaxs(u, b) (3.2)

where U is set of users, B is set of books.

3.4.1.1 User Profile

A user profile is like a database which stores preferences or needs of a user [60].

There are two main approaches which can be used for modeling a user [61];

• explicit user modeling

• implicit user modeling

In explicit approaches information about the user is collected directly from the user

using keywords, surveys,reviews and feedbacks. Users have full control over the

information amount which they gave to the system in these approaches. However

explicit user profiling is a time consuming and sometimes boring activity for users.
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In implicit approaches information about the user is collected indirectly from

communication logs, documents, messages, web logs etc. Unlike explicit approaches

implicit approaches minimizes the time and effort which are spent for profiling

activities but causes some privacy issues [61]. Because the users have no control

over the profiling activity they often feel disturbed.

BoRGo uses explicit user modeling. User profile which constructed by the ratings

which the user gave to the books which he already read.

In content based recommendation user profiles can be represented as a vector of

feature-rating pairs fi:wi where fi is a feature from the domain and wi is the weight

of this feature for the user. BoRGo also uses vectors of feature-rating pairs in user

profiles.

User profiles are stored in composition of three different tables in database of

BoRGo. ”Users” table stores main information, location information and demographic

information about the user.(Figure 3.4) shows ”Users” table.

Figure 3.4: Users table

In ”Users” table ”UserID” column stores unique user ids given to the users.

”Password” column stores passwords of users. ”Age” column stores age information

of users. ”Email” column stores email addresses of the users. ”Location” column

stores both country, state and city information about users, used in transferring user

data from user dataset [62] to database and does not needed anymore. ”Country”

column stores country information of the location of the users. ”State” column stores

state information of the location of the users. ”City” column stores city information of

the location of the users.
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”BookRatings” table mainly stores the ratings which user gave to the books which

they already read. (Figure 3.5) shows ”BookRatings” table.

Figure 3.5: BookRatings table

In ”BookRatings” table ”UserID” column is a reference to the ”Users” table. ”BookID”

column is a reference to the ”Books” table which is mentioned in following sections.

These two columns together form a unique constraint for the ”BookRatings” table.

”ISBN” column stores isbn value which is universally unique for each book , used

combining user dataset [62] and book dataset [63] and does not needed anymore.

”BookRating” column stores the rating between 0 and 10 which the user gave to the

book. ”Include” column stores bit and used in evaluation of the system.

”UserFeatures” table stores profile information which is extracted from ratings user

supplied. (Figure 3.6) shows ”UserFeatures” table.

Figure 3.6: UserFeatures table

In ”UserFeatures” table ”UserID” column is a reference to the ”Users” table.

”FeatureID” column is a reference to the ”Features” table which is mentioned in

following sections. These two columns together form a unique constraint for the

”UserFeatures” table. ”PositiveOccurance” column stores number of books which are

rated positively by the user and have the feature indicated by the ”FeatureID” column.

”NegativeOccurance” column stores number of books which are rated negatively by

the user and have the feature indicated by the ”FeatureID” column. ”PositiveWeight”
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column stores the value which is calculated by multiplying ”PositiveOccurrance” value

of a feature by ”FeatureScore” of the feature indicated by the ”FeatureID” column.

”FeatureScore” is mentioned detailly in following section. ”NegativeWeight” column

stores the value which is calculated by multiplying ”NegativeOccurrance” value of

a feature by ”FeatureScore” of the feature indicated by the ”FeatureID” column.

”TotalWeight” column stores the value calculated by adding ”NegativeWeight” and

”PositiveWeight” values and used in BoRGo with the first filtering method.

Ratings higher than 6 are considered as positive ratings and ratings less than 7 are

considered as negative ratings in BoRGo. 6 and 5 could have been considered as

positive ratings also, but in order to find and recommend the most relevant items it

is decided to draw the line which separates positive and negative ratings a bit higher

and thus 7 is chosen as the touchstone.

When a user rates a new book, first features of the book are found. Then

”UserFeatures” table is checked for each feature of the book. If there is already

an entry for that user, feature pair in the table and if the rating given by the

user is positive, ”PositiveOccurance”, ”PositiveWeight” and ”TotalWeight” colums

are updated. If the rating is negative then ”NegativeOccurance”, ”NegativeWeight”

and ”TotalWeight” colums are updated. If there in no entry for given user, feature

pair in ”UserFeatures” table, then a row for that user, feature pair with caluclated

”PositiveOccurance”, ”PositiveWeight”,”NegativeOccurance”, ”NegativeWeight” and

”TotalWeight” values is inserted to the table.

3.4.1.2 Book Profile

In BoRGo each book can have several features which belong to different dimensions.

BoRGo uses content knowledge of the books collected from book dataset [63]. This

content knowledge is represented by features and dimensions of them.

For example ”Author” is a dimension in BoRGo and ”Adam Fawer” is a feature value

of ”Author” dimension. ”Language” is another dimension and ”Turkish” is a feature of

”Language” dimension.

Book profiles are stored in composition of four different tables in database of BoRGo.
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”Books” table stores main information about the book.(Figure 3.7) shows ”Books”

table.

Figure 3.7: Books table

In ”Books” table ”ID” column stores the unique id which is given by the system to the

book. ”Name” column stores the name of the book in the form which it appeared in

book dataset [63] and does not used any more. ”Title” column stores the title of the

book.

”Dimensions” table stores dimension information. (Figure 3.8) shows ”Dimensions”

table.

Figure 3.8: Dimensions table

In ”Dimensions” table, ”ID” column stores the unique id which is given by the system

to the dimension. ”Name” column stores name of the dimension.

”Features” table stores the features. Each feature is added only once to this table.

(Figure 3.9) shows ”Features” table.
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Figure 3.9: Features table

In ”Features” table ”ID” column stores the unique id which is given by the system

to the feature. ”DimensionID” column is a reference to the dimension which feature

belongs to. ”Value” column stores value of the feature. Each feature has a feature

score which identifies the importance of that feature. This feature score is stored in

”FeatureScore” column of ”Features” table in the database.

Some features are more important than others to distinguish a book. We propose

that, a feature fi will be more discriminative if fewer books in the database have it.

The more features a dimension of fi has, the more discriminative the feature fi will

be. To model these rules, we used a TF-IDF measure [64]. We calculate the feature

score FS of each feature fi with the formula (Equation 3.3)

FS ( fi) = log(B/B fi) × log(Dj) (3.3)

where B is the total book count, B fi is the count of the books which have feature fi

and Dj is the count of the features which belongs to the dimension Dj which feature

fi belongs to.

Calculation of feature scores is done initially when the book dataset [63] transferred

to the database. When a new book is added to the BoRGo all of the feature scores

are recalculated. Then ”UserFeature”s table is updated because of the changes in

the feature scores.

Finally ”BookFeatures” table stores relations between ”Books” and ”Features”. A

feature or a book can be added to this table several times because more than one

book can have same feature and a book can have more than one feature. (Figure

3.10)shows ”BookFeatures” table.
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Figure 3.10: BookFeatures table

In ”BookFeatures” table ”ID” column stores the unique id which is given by the system

to the ”BookFeature” entity. ”BookID” column is a reference to the ”Book” table.

”FeatureID” column is a reference to the ”Feature” table.

3.4.1.3 Individual Recommendation Process And Filtering Method

BoRGo is capable of producing individual recommendation lists. These individual

lists are also base of the group recommendation process. For individual

recommendation we used two different filtering methods in BoRGo.

BoRGo differs from other content based recommenders with the second and actual

filtering method used in it.

First Filtering Method Used in BoRGo As it is mentioned in Section 3.3.1.1 each

user feature pair of user profiles has ”PositiveWeight” and ”NegativeWeight” values.

Content based recommenders like OpenMore [65–67] calculate the ”TotalWeight” of a

feature by adding the ”PositiveWeight” and the ”NegativeWeight” values of the feature

and use this ”TotalWeight” value while calculating recommendation scores. We also

used this recommendation score calculation method in the first filtering method of

BoRGo.

In the first filtering method, we considered the books which had at least one common

feature with the books that were rated (either positively or negatively) by the user, as

candidate books.

The final recommendation score of a book was calculated as the sum of the

”TotalWeight” of the common features between the candidate book and the user

profile. We calculated the ”TotalWeight” of a feature by adding the ”PositiveWeight”
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to the ”NegativeWeight” of that feature. (Figure 3.11) shows the pseudo code of this

process.

Figure 3.11: Calculate Recommendation Score algorithm

After their recommendation scores are calculated, candidate books are sorted

according to their scores. Finally, a recommendation list is presented to the user.

Second Filtering Method Used in BoRGo In second filtering method we changed

both the way of finding candidate book set -our filtering method- and calculation

of recommendation scores for these candidate books. In this filtering method only

the books which have more potential of being liked by the user are chosen to be

candidates. We also decided to use ”AbsoluteTotalWeight” instead of ”TotalWeight”

in this version. When using ”TotalWeight”, negative ratings are used in a positive

manner in the calculation of the weight of a feature. In contrast, we can use

negative ratings in a negative manner by using ”AbsoluteTotalWeight”, because of

the fact that we calculate the ”AbsoluteTotalWeight” of a feature by subtracting the

”NegativeWeight” of that feature from the ”PositiveWeight”.

In second filtering method we changed our filtering method and considered the books

which had at least one common feature with the books that were rated positively by

the user to calculate a recommendation score for a candidate book.

After finding candidate books set BoRGo first calculates the ”AbsoluteTotalWeight”
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of the features which are common to both the user profile and the candidate book

profile. The ”AbsoluteTotalWeight” of a feature can be defined as the difference

between the ”PositiveWeight” and the ”NegativeWeight” of that feature for that specific

user.

After calculating the ”AbsoluteTotalWeights” of the common features, BoRGo takes

the sum of the ”AbsoluteTotalWeights” of these common features to calculate a final

recommendation score for that book. (Figure 3.12) shows the pseudo code of this

process.

Figure 3.12: Calculate Recommendation Score 2 algorithm

After their recommendation scores are calculated, the candidate books are sorted

according to their scores. Finally, a recommendation list is presented to the user.

3.4.2 Group Recommender

A user can ask for recommendation for the group he belongs to when he sign in to

the system. Group profile is stored in two different tables in database. ”Groups” table

stores the main information about the group. (Figure 3.13)shows ”Groups” table.

In ”Groups” table, ”ID” column stores the unique id which is given by the system to

the group. ”Name” column stores name of the group. ”Description” column stores

description of the group.
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Figure 3.13: Groups table

”GroupUsers” table stores relation between group and its members. ”GroupID”

column is a reference to ”Groups” table and ”UserID” column is a reference to ”Users”

table. ”IsModerator” column stores the moderator of the group. (Figure 3.14)shows

”GroupUsers” table.

Figure 3.14: GroupUsers table

Group recommendation process needs an aggregation algorithm and satisfaction

function. As it is mentioned earlier there are two different aggregation algorithms and

a few different satisfaction functions which are used in group recommenders [30–37].

Recommendation algorithm and satisfaction function of BoRGo is explained in the

next subsection.

3.4.2.1 Aggregator

After a group is formed and one of the members of the groups asks for the group

recommendation from BoRGo, BoRGo first generates individual recommendation

lists for each member of the group like it is mentioned in Section 3.3.1.3. Then

it aggregates individual recommendation lists into a final recommendation list for

the group. As we mentioned before this method is called joint recommendation list

method. With this method it is easy to explain the final list and the order of the books

in the list to the users. This is the main factor for us to choose to use this method in

aggregation process.
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The most important drawback of this method is that it slows down the recommender

when the group is too big in size. But in nature reading groups generally consist of

5-10 people and this size is small enough to allow usage of joint recommendation list

method.

There are several satisfaction functions that can be applied through the aggregation

process that we mentioned in Section 2.3.2.2. We chose ”average user satisfaction”

in order to satisfy the majority of the group members to a certain degree. [52] shows

that using ”average user satisfaction” can upset some of the members of the group

who do not rate books as much as others or who have marginal tastes. However in

BoRGo, we prefer to satisfy the majority of the group happy instead of careing for

marginal or non-contributing members.

When the user asks for recommendation for a group, BoRGo generates individual

recommendation lists as mentioned in Section 3.3.1.3. Then group scores for each

distinct book in individual lists are calculated. The group score for book bi which is

calculated for each book selected from individual lists, is as shown in the following

formula ;

GS (bi) =
n∑

j=0

IS (bij)/MC (3.4)

In above formula, GS(bi) is calculated group score for book bi, IS(bij) is the individual

recommendation score of book bi for member j. If bi is not in one of the group

members’ recommendation lists then the individual score of that book for that

member is zero. MC is the member count of the group.

After group scores are calculated for each book, books are sorted according to their

group scores and the first nine books are presented as the group recommendation list

to the users. A final recommendation list of nine books is appropriate for the nature

of our test groups and also real reading groups because of the fact that groups often

do not meet during summer holidays and thus they discuss only nine books per year.

Example (Table 3.1) , (Table 3.2) and (Table 3.3) show sample individual

recommendation lists for members of a group.
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Table 3.1: Individual recommendation list for the Member1

Book Title Recommendation Score

Dragon Prince 10

First King of Shannara 9

Sisters of Isis 8

The Unexpected 7

A Talent for War 7

Dead Souls 6

The Gladiator 4

To Play the Fool 4

Treasure Island 3
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Table 3.2: Individual recommendation list for the Member2

Book Title Recommendation Score

Port of Saints 10

Dragon Prince 8

Dead Souls 7

Impressions 7

Sisters of Isis 6

Treasure Island 5

Chronicles of Pern: First Fall 4

Ashes of Eden 3

Tribulations of a Chinaman in China 1

Table 3.3: Individual recommendation list for the Member3

Book Title Recommendation Score

Impressions 9

Meet the Austins 7

A Talent for War 7

Sisters of Isis 6

First King of Shannara 6

Dragon Prince 5

Chronicles of Pern: First Fall 4

To Play the Fool 3

Ashes of Eden 3
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Group recommendation scores of each book in individual recommendation lists are

calculated. For example for the book ”Dragon Prince” group recommendation score

is calculated as (10 + 8 + 5) / 3 = 7 (Table 3.4) shows group recommendation scores

of books in individual lists.

Table 3.4: Group recommendation scores which are calculated for all

of the books in individual recommendation lists of group

members. RS indicates Recommendation Score

Book Title RS for

Member1

RS for

Member2

RS for

Member3

RS for

Group

Dragon Prince 10 8 5 7

First King of Shannara 9 6 - 5

Sisters of Isis 8 6 6 6

The Unexpected 7 - - 2

A Talent for War 7 7 - 4

Dead Souls 6 7 - 4

The Gladiator 4 - - 1

To Play the Fool 4 3 - 2

Treasure Island 3 5 - 2

Port of Saints - 10 - 3

Impressions - 7 9 5

Chronicles of Pern:

First Fall

- 4 4 2

Ashes of Eden - 3 3 2

Tribulations of a

Chinaman in China

- 1 - 0

Meet the Austins - - 7 2

After calculation of group recommendation scores books are ordered by their group

recommendation scores and first nine books are presented to the group by the

BoRGo. (Table 3.5) shows final group recommendation list for this example.

51



Table 3.5: Group recommendation list for the example reading group

Book Title Group Recommendation Score

Dragon Prince 7

Sisters of Isis 6

First King of Shannara 5

Impressions 5

A Talent for War 4

Dead Souls 4

Port of Saints 3

The Unexpected 2

To Play the Fool 2

3.4.2.2 Mediator

Recommendation process does not come to an end after recommendation list is

presented to the user(s). Especially in group recommendation, members of the group

need to reach a consensus over the list. This is the same for reading groups domain.

In natural way of deciding which books to read -without a recommender- reading

groups use some different techniques.

BoRGo -as a recommender system- helps reading groups to find most relevant items

for the group. In addition to find relevant books BoRGo also supply a media to the

users which they can share their thoughts of recommended books with the other

group members. Also moderator of the group can ask for new recommendation only

instead of the books which are not accepted by the group. These two novel features

of BoRGo works as a mediator for after recommendation process.

Some other group recommenders like PolyLens [32], Pocket Restaurant Finder [33]

and [33] addresses after recommendation process but none of them supply a media

where members of the group can share their opinions about recommended items and

ask for partial recommendation.

BoRGo presents two different user interfaces for after recommendation process. First
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of them is the ”Edit Group Recommendation” screen that each member can see

the books in the latest group recommendation list. Members can give feedback

about each book in the list from this screen. (Figure 3.15) shows ”Edit Group

Recommendation”.

Figure 3.15: Edit Group Recommendation screen

After the group recommendation list is produced. Each member of the group can

see recommended books from ”Edit Group Recommendation” screen. In the screen

users can see id number , title and group score of the recommended books and

specify his preferences about the book.

Default value of user preferences for the books is ”DC” which means ”Don’t Care”. If

user remains his preference for the book as ”DC” , it means that user does not care to

read or not to read that book. Instead of ”DC” user can specify his preference about

the book as ”Positive” or ”Negative” by choosing from the ”User Preference” combo

for the book. When a user gives a negative feedback about a book via this screen, it

changes that user’s profile information.

After selecting a preference value for each book in the recommendation list, user

must save his preferences. User can see or change his preferences from same

screen afterwards.
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Second interface of the mediator is the screen which shows the preferences of all of

the group members together. With this screen each member of the group can see

each other’s thoughts for the books in the group recommendation list. (Figure 3.16)

shows ”Member Preferences” screen.

Figure 3.16: ”Member Preferences” screen

”Member Preferences” screen also helps moderator to see which members of

the group did not indicate their preferences about the group recommendation list.

Moderator can send notifications to the members which did not give any thoughts

about any book in the list.

After each member shares their thoughts about the books in the list, if it is necessary

moderator of the group can ask new recommendations only for the books in the

recommendation list which at least half of the group members did not voted positively.

This type of recommendation request does not change the whole list instead BoRGo

finds the books in the list which at least half of the group members voted negatively

and recommends new books instead of them. During this process ”DC”s are

considered as positive feedbacks for the books.

New group recommendation list is presented to the members via ”Edit Group

Recommendation” screen with newly recommended books. Members can give
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feedback to the new books in the list via this screen. After everybody finished editing

new books, if it is needed moderator can ask for new recommendation again until all

of the books in the list are indicated positively at least by half of the group members.
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(Figure 3.17) shows pseudo code for finding which books will be removed from group

recommendation list.

Figure 3.17: Finding negatively rated books
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CHAPTER 4

EVALUATION OF THE SYSTEM

This chapter presents evaluation details of the BoRGo. Firstly user and book datasets

are reviewed. Then evaluation metrics are explained. Lastly evaluation details and

results experiments of BoRGo are presented.

4.1 Data Set

We used combination of two different datasets -one for books and one for user

ratings- in evaluation of BoRGo. User dataset [62] contains UserID, Age and Location

information about 278859 users and 1149781 ratings scaled from 0 to 10 which these

users gave for books.

Book dataset [63] contains various information in 82 different dimensions about books

from author to image caption of the book. (Table 4.1) shows list of dimensions which

book dataset contains.

57



Table 4.1: Alphabetically grouped List of dimensions in book dataset

Dimension Name

actor, align, alternateName,asin,author

bgcolour, bookDesign

callNumber, caption, characters, classification, country, cover, coverArtist,

coverDesigner, coverPhotographer

death, dedicatedTo

editedBy, edition, editor, endings, englishPubDate, englishReleaseDate, era

filmVersion ,followedBy

galacticYear, genre

id, illustrator, imageCaption, imageSize, imagewidth, infoboxwidth, introductionBy,

isbn

jacketDesign, jacketPhotograph

language, lastBook, laterTitle, length, literaryAward, locations

medaType, mediaType, motifs

narrator, notes, numberInSeries, numberOneFan

oclc

pages, photographer, picture, portraitArtist, precededBy, prefaceBy , price,

pubDate, publicationDate, publicationType, publishedIn, publisher

releaseDate, revisedName, runningTime

sales, series, size, starring, structure, subject, subtitle, succeededBy

theme, titleOrig, translator

website, width, words

However each book does not have same type of information. (Figure 4.1) shows

two different books in the dataset. In this example the book titled ”2061 Odyssey

Three” has information about illustrator and ISBN but the book titled ”2001 A Space

Odyssey” does not have information for those two dimensions. Instead it has

information about image caption.
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Figure 4.1: Two examples from the book dataset.

Books are uniquely identified by ISBN numbers in both datasets. ISBN is defined

as ”The International Standard Book Number (ISBN) is a 10-digit number that

uniquely identifies books and book-like products published internationally.” in [71].

We combined two datasets over ISBN.

When we try to match up books from book dataset to the books from user dataset

over ISBN, we saw that some of the ISBNs does not match each other or some books

in book dataset already does not have a ISBN.

Although book dataset contains 12322 books and user dataset contains 1149781

ratings originally, combination of these two datasets contains only 17270 users whom

rated at least one book and 54017 ratings for 3230 different books because of lack of

ISBN matching. (Table 4.2) shows distribution of the ratings to the users.

Table 4.2: Rating counts of users

User Count Rating Count

16.373 between 1 and 10

505 between 11 and 20

185 between 21 and 30

84 between 31 and 40

41 between 41 and 50

82 at least 50
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4.2 Evaluation Metrics

BoRGo has a database which includes books, users and the ratings that are assigned

to books by the users. It is a sparse database in terms of ratings. In all of the following

experiments except user studies we calculated the rating of book b for the group as

in the formula (Equation 4.1);

Rgroup = (R1 + R2 + ....Rn)/n (4.1)

In this formula Rn is the rating given for that book by the member n. If a member did

not rate that book, it would not affect the group’s rating for that book. In other terms

we only considered existing ratings to calculate the rating of the book b for the entire

group.

We did 3-fold cross validation in order to evaluate BoRGo in each experiment. We

randomly took 1/3 of the books as our test group in each validation, and tried to see

which of those books would be recommended to the group.
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We used categorization of the items which is shown in the (Table 4.3)in calculation of

the evaluation metrics.

Table 4.3: Categorization of items

Actual Positive Actual Negative

Predicted As Positive TP FP

Predicted As Negative FN TN

We considered the books whose group’s ratings were positive (actual positive) and

recommended to the group (predicted as positive) as true positives (TP), the books

whose group’s ratings were positive (actual positive) but were not recommended to

the group (predicted as negative) as false negatives (FN), the books whose group’s

rating were negative (actual negative) and were not recommended to the group

(predicted as negative) as true negatives (TN) and the books whose group’s rating

are negative (actual negative) and recommended to the users (predicted as positive)

as false positives (FP).

Then we calculated the precision, recall, accuracy and F-measure metrics for each

experiment by using the formulas (Equation 4.2), (Equation 4.3), (Equation 4.4) and

(Equation 4.5).

It can be said that Precision and Recall are the most common metrics used in

evaluation recommender systems [68–70].

Precision can be defined as the ratio of number of relevant items selected correctly

to the number of items selected and represents the probability of a selected item is

really relevant for a user.

Precision = T P/(T P + FP) (4.2)

Recall can be defined as the ratio of relevant items selected to the total number of

relevant items which are available and represents the probability of a relevant item to

be selected.
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Recall = T P/(T P + FN) (4.3)

Accuracy can be defined as the ratio of correct recommendations to the total possible

recommendations.

Accuracy = (T P + T N)/(T P + T N + FP + FN) (4.4)

F-Measure combines Precision and Recall metrics into a single metric by giving both

to Precision and Recall equal weights.

F − Measure = (2 × Precision × Recall)/(Precision + Recall) (4.5)

4.3 Experiments With Using First Filtering Method

Initially we do not have any group information in datasets. In order to evaluate BoRGo

we needed to form the user groups. We thought that users who live in the same city

probably join the same reading community. To make the test groups more realistic, we

decided to group users who live in the same cities according to their age intervals.

We selected the cities which contained more than fifteen users who rated at least

one book. Then we grouped people in each city according to their ages. Finally we

tested our system with eighteen different groups.(Table 4.4) shows evaluation results

of these experiments. In the table PRBC means count of the books which are rated

positively by group members and NRBC means Count of the books which are rated

negatively by group members.
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Table 4.4: Evaluation results of the experiments with first filtering method

we used in BoRGo.

Member Count PRBC NRBC Precision Recall Accuracy Fmeasure

10 11 6 0,83 0,64 0,65 0,72

6 5 2 0,67 0,84 0,59 0,74

10 7 14 0,36 0,44 0,49 0,38

7 6 12 0,44 1,00 0,50 0,60

10 6 8 0,50 1,00 0,57 0,67

8 15 9 0,76 0,60 0,61 0,63

14 7 11 0,39 1,00 0,39 0,56

10 11 14 0,41 0,36 0,48 0,37

5 4 21 0,23 1,00 0,41 0,37

7 4 5 0,38 0,75 0,35 0,50

5 4 4 0,53 1,00 0,58 0,69

5 6 12 0,25 0,50 0,47 0,33

12 10 10 0,50 1,00 0,50 0,67

13 24 17 0,76 0,55 0,63 0,63

6 4 11 0,17 0,50 0,20 0,25

8 11 13 0,43 0,75 0,46 0,52

6 8 6 0,83 0,83 0,72 0,78

8 4 10 0,15 0,50 0,22 0,23

These evaluation results are not satisfying in terms of finding relevant items for the

groups. Therefore we made some critical changes in BoRGo which are mentioned in

Section 3.3.1.3.

4.4 Experiments With Using Second Filtering Method

We evaluated BoRGo with the second filtering method, with the same groups and it

is seen that the results improved remarkably compared to results in first experiments.

The later results can be seen in (Table4.5). In the table PRBC means count of the
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books which are rated positively by group members and NRBC means Count of the

books which are rated negatively by group members.

Table 4.5: Evaluation results of the experiments with second filtering

method we used in BoRGo.

Member Count PRBC NRBC Precision Recall Accuracy Fmeasure

10 11 6 0,93 1,00 0,94 0,96

6 5 2 1,00 1,00 1,00 1,00

10 7 14 1,00 1,00 1,00 1,00

7 6 12 1,00 1,00 1,00 1,00

10 6 8 1,00 1,00 1,00 1,00

8 15 9 1,00 0,87 0,92 0,92

14 7 11 1,00 1,00 1,00 1,00

10 11 14 1,00 1,00 1,00 1,00

5 4 21 0,75 1,00 0,93 0,84

7 4 5 1,00 1,00 1,00 1,00

5 4 4 1,00 1,00 1,00 1,00

5 6 12 0,89 1,00 0,94 0,93

12 10 10 0,93 1,00 0,96 0,96

13 24 17 0,92 0,71 0,78 0,79

6 4 11 1,00 1,00 1,00 1,00

8 11 13 0,92 1,00 0,96 0,95

6 8 6 1,00 0,92 0,94 0,95

8 4 10 1,00 1,00 1,00 1,00

The second filtering method is better than the first filtering method in terms of finding

the relevant items. In the first experiments the average precision value was calculated

as 0.55, the average recall value was calculated as 0.74, the average accuracy value

was calculated as 0.54 and the average f-measure value was calculated as 0.58. In

the second set of experiments, in contrast, the average precision value is calculated

as 0.96, the average recall value is calculated as 0.97, the average accuracy value is

calculated as 0.97 and the average f-measure value is calculated as 0.96.
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4.4.1 Evaluation of BoRGo with Different Sized Groups

In order to see the performance of BoRGo with different sized groups we did

experiments. For these experiments we composed ten groups with five different

group sizes by randomly selecting members.

The interests of the group members within each group may not overlap because

of the random member selection mechanism and ratings are very sparse for these

groups. You can see the evaluation results of these experiments in (Table4.6)

Table 4.6: Evaluation results of different sized random groups.

Member Count Precision Recall Accuracy Fmeasure

10 1 1 1 1

10 1 0,83 0,91 0,91

15 1 1 1 1

15 0,83 1 0,94 0,89

20 1 0,73 0,85 0,84

20 1 0,93 0,96 0,96

25 0,95 0,85 0,91 0,87

25 0,83 0,22 0,6 0,38

30 1 0,38 0,81 0,54

30 1 0,63 0,86 0,77

As the group gets larger, recall and F-measure values decrease remarkably.

Accuracy also decreases but not that remarkably. Precision remains almost the

same. In this experiment the average precision is calculated as 0,96 , the average

recall is calculated as 0,76, the average accuracy is calculated as 0,88 and the

average F-measure is calculated as 0,81.
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4.4.2 Evaluation of BoRGo with the Groups Whose Ratings Are Dense

We formed five different groups with members selected randomly among the users

who rated highly rated books. These groups’ sizes vary. The ratings are mostly very

dense, and the users’ tastes overlap for these group combinations.

The groups which we used in Section 4.4.1 have ratings between 11 and 186. On

the other hand, the groups we used in this experiment have ratings between 589 and

1134 in total. The results of this experiment are shown in (Table4.7)

Table 4.7: Evaluation results of groups with dense ratings.

Member Count Precision Recall Accuracy Fmeasure

4 0,92 0,08 0,58 0,4

4 0,83 0,08 0,59 0,15

5 0,85 0,08 0,75 0,15

10 0,8 0,09 0,78 0,16

14 0,81 0,05 0,69 0,1

In this experiment the average precision value is calculated as 0,84, the average

recall value is calculated as 0,08, the average accuracy value is calculated as 0,68

and the average F-measure value is calculated as 0,19. The reason behind these

low recall, accuracy and F-measure values is that our recommender only shows nine

recommendations to the group . For example member of one of the groups which we

used in this experiment rated 510 different books. 242 of these 510 books are rated

positively by the members. When we applied 3 fold cross validation for this group,

in average we removed 80 positively rated books in each fold but we recommended

only 9 books which means number of true positives can be at most 9 and number of

false negatives can be at least 71. Therefore metrics which use true positives over

false negatives in their formula resulted low values.
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4.4.3 User Studies

We asked users for book ratings via facebook [72]. 15 users rated 148 different books

in total. We grouped these users into four groups according to their interests. Then

we recommended 9 books to each group also via facebook. We asked each user

if he/she would like to read each book during the year as a member of that reading

group. We assumed that if at least half of the members of a group are willing to

read a recommended book, that book is accepted by the whole group. We currently

have three of four groups’ responses. For group one, we achieved a hundred percent

success. All the books we recommended have been accepted by the group. For

group two, eight out of nine recommended books were accepted by the group. The

third group accepted seven of nine books. So we achieved a 0.89 average success

rate.

In previous experiments we studied with user data from users who mostly read in

English. But in the user studies reported here, our users are people who frequently

read books in Turkish. The majority of the books in our database are written in

English. This causes Turkish to be a more discriminative feature and BoRGo takes

this account and recommends Turkish books to the users who may prefer an English

action book to a Turkish romance book. This explains the difference between success

rates of previous experiment and this user study. Importance of a feature is strongly

related to the used dataset. If Turkish books were majority in our database, Turkish

would not be a more discriminative feature and would not affect the recommendation

list this much.

4.5 User Studies For After Recommendation Process

As it is mentioned in Section 3.3.2 we developed a mediator for BoRGo in order to

help groups with after recommendation process. With an experiment we wanted to

learn that after how many cycles members of a group come a total consensus over

the group recommendation list.

12 users participated this study. They are randomly grouped into three different
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groups. Users whom participated to this study gave 151 ratings to 122 different

books. BoRGo recommended to each group a list of books.

(Table4.8) shows recommendation list of the first group and responses of group

members to each item in the list. There are two books which are found to be negative

for the group after all of the members identified their opinions about the books in the

group recommendation list.
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Table 4.8: Recommendation list of first group and member responses to

the items.

Book Title Response

of

Member1

Response

of

Member2

Response

of

Member3

Response

of

Member4

Response

of Group

Kuyucakli

Yusuf

Positive Positive Positive Negative Positive

Allah

Benim En

el Hak

Negative Positive Positive Negative Positive

Tanios

Kayasi

Positive Positive Positive Positive Positive

Yollarin

Baslangici

Positive Negative Positive Positive Positive

sehrin

aynalari

Negative Negative Negative Negative Negative

siyah süt Positive Negative Negative Negative Negative

Isik

Bahceleri

Positive Positive Negative Negative Positive

dogunun

limanlari

Positive Positive Negative Positive Positive

Karincanin

Su Ictigi /

Bir Ada

Hikayesi 2

Negative Positive Positive Negative Positive
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Then moderator of the group asked for the new recommendation instead of those

two books -”sehrin aynalari” and ”siyah süt”. BoRGo recommended the list in the

(Table4.9). As it can be seen from the table all of the group members accepted this

version of recommendation list.
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Table 4.9: Recommendation list of first group after partial

recommendation.

Book Title Response

of

Member1

Response

of

Member2

Response

of

Member3

Response

of

Member4

Response

of Group

Kuyucakli

Yusuf

Positive Positive Positive Negative Positive

Allah

Benim En

el Hak

Negative Positive Positive Negative Positive

Tanios

Kayasi

Positive Positive Positive Positive Positive

Yollarin

Baslangici

Positive Negative Positive Positive Positive

Isik

Bahceleri

Positive Positive Negative Negative Positive

dogunun

limanlari

Positive Positive Negative Positive Positive

Karincanin

Su Ictigi /

Bir Ada

Hikayesi 2

Negative Positive Positive Negative Positive

Binbogalar

Efsanesi

Positive Positive Positive Negative Positive

Allah’in

kizlari

Negative Negative Positive Positive Positive
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(Table4.10) shows recommendation list of the second group and responses of

group members to each item in the list.This group accepted the first list BoRGo

recommended to them. However Member3 is the marginal member of this group.

He mostly has a negative opinion about the items in the list but this is a main side

effect of the satisfaction function which we used in BoRGo.
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Table 4.10: Recommendation list of second group and member

responses to the items.

Book Title Response

of

Member1

Response

of

Member2

Response

of

Member3

Response

of

Member4

Response

of Group

Lord of

Chaos

Positive Positive Positive Positive Positive

The Path of

Daggers

Positive Positive Negative Positive Positive

Lost

Symbol

Positive Positive Positive Positive Positive

The

Dragon

Reborn

Positive Positive Negative Positive Positive

A Crown of

Swords

Positive Positive Negative Positive Positive

The

Shadow

Rising

Positive Positive Positive Positive Positive

The Fires

of Heaven

Positive Positive Negative Positive Positive

The Great

Hunt

Positive Positive Positive Positive Positive

Knife of

Dreams

Positive Positive Negative Positive Positive
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(Table4.11) shows recommendation list of the third group and responses of group

members to each item in the list. There are two books which are found to be negative

by the third group after all of the members identified their opinions about the books

in the group recommendation list.
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Table 4.11: Recommendation list of third group and member responses

to the items.

Book Title Response

of

Member1

Response

of

Member2

Response

of

Member3

Response

of

Member4

Response

of Group

Kuyucakli

Yusuf

Positive Negative Negative Positive Positive

Binbogalar

Efsanesi

Positive Positive Positive Positive Positive

Kurk

Mantolu

Madonna

Negative Positive Negative Positive Positive

Civisi

Cikmis

Dünya

Uygarliklarimiz

Tükendiginde

Positive Negative Negative Negative Negative

Karanligin

Solugu

Negative Positive Positive Positive Positive

La Ligne

Noir

Negative Negative Positive Negative Negative

Le Concile

de pierre

Negative Positive Positive Negative Positive

serenad Positive Negative Positive Negative Positive

Bu Iste

Bir Yalnizlik

Var

Negative Positive Positive Positive Positive
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Then moderator of the group asked for the new recommendation instead of those

two books -”La Ligne Noir” and ”Civisi Cikmis Dünya Uygarliklarimiz Tükendiginde”.

BoRGo recommended the list in the (Table4.12). As it can be seen from the table all

of the group members accepted this version of the list.
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Table 4.12: Recommendation list of third group after partial

recommendation.

Book Title Response

of

Member1

Response

of

Member2

Response

of

Member3

Response

of

Member4

Response

of Group

Kuyucakli

Yusuf

Positive Negative Negative Positive Positive

Binbogalar

Efsanesi

Positive Positive Positive Positive Positive

Kurk

Mantolu

Madonna

Negative Positive Negative Positive Positive

Karanligin

Solugu

Negative Positive Positive Positive Positive

Le Concile

de pierre

Negative Positive Positive Negative Positive

serenad Positive Negative Positive Negative Positive

Bu Iste

Bir Yalnizlik

Var

Negative Positive Positive Positive Positive

Allah’in

kizlari

Positive NC Positive Negative Positive

Allah

Benim En

el Hak

Positive NC Positive Negative Positive

77



In this experiment for second group, we achieved a hundred percent success. All the

books we recommended have been accepted by the group. For first and third groups,

eight out of nine recommended books were accepted by the group members at first.

So we achieved a 0.93 average success rate without partial recommendation.

First group accepted second list which BoRGo recommended with partial

recommendation. Second group accepted the first version of the recommendation

list so there was no need for partial recommendation. Finally the third group also

accepted second list which BoRGo recommended with partial recommendation. So

it can be said that with the mediator of the BoRGo, reading groups reach a consensus

over the book list to read during the year in at most two recommendation cycles over

the web.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

5.1 Conclusion

In this thesis a content-based group recommender for reading groups -named

BoRGo- is presented. Reading groups domain is a new domain for group

recommender studies. This is the major motivation of our study. We aimed to develop

a recommender system which can help reading groups to choose most acceptable

books.

There is another group recommender which recommends books to its users [41].It

differs from our study in the following aspects: literature reading groups are not the

main focus of that study, their focus is improving the satisfaction of individuals in the

group as well as the group’s satisfaction. They use a two phased recommendation

procedure. In first phase they use collaborative filtering method. It selects the

most frequently purchased products to generate a recommendation set for a group

in the first phase. In second phase of procedure they aim to reduce dissatisfied

users through individual profile-based filtering. In this second phase they use the

content-based approach to evaluate the compatibility between feature-based user

profiles and book profiles. It is a domain independent group recommender and

they used academic books as their recommendation items to evaluate their system.

Aggregation method and satisfaction function which they used in that study are

also different from BoRGo. Additionally they did not address after recommendation

process in their study. Therefore it is not comparable with BoRGo.

BoRGo can generate recommendations for groups as well as individual users. In
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group recommendation process BoRGo first produces a recommendation for each

member of the group. For individual recommendation process we developed two

different versions. Second version’s filtering method is innovative in using negative

ratings of users in a negative manner in their profile. It uses the difference of

positive and negative weights of a feature as its weight in filtering. We also consider

only the books which have at least one common feature with the books that were

rated positively by the user, as candidate books while filtering. After individual

recommendation producing process BoRGo combines individual recommendation

lists into a joint recommendation list for the group. This combination process needs

a satisfaction function. BoRGo uses ”Average Strategy” as its satisfaction function.

After recommendation process is one of the least studied areas of recommender

systems. Some other group recommenders like PolyLens [32], Pocket Restaurant

Finder [33] and [55] addresses after recommendation process but none of them

supply a media where members of the group can share their opinions about

recommended items and ask for partial recommendation. BoRGo presents a

mediator media for after recommendation process in third version. Group members

can notify their opinions about each item in group recommendation list. They

can also see each other’s preferences about the items in the recommendation list.

Moderators of the groups can ask for the partial recommendation for the items in the

recommendation list which are not liked by the members in general. This is another

contribution of our work.

We evaluated each of the three versions of BoRGo separately. We used most

common evaluation metrics in our experiments like precision, recall , accuracy and

f-measure. User studies which we performed showed 0.91 average success rate for

six different groups. We saw that BoRGo successfully find relevant items for synthetic

user groups which we formed due to their demographic information. We also saw that

precision values remain same as the member counts of groups get larger, but recall,

accuracy and f-measure values decrease. Precision values are rewarding for groups

whose ratings are dense but again recall, accuracy and f-measure values are low for

those kinds of groups.

When we think about what can be done as a future work after our study, there comes
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a few issues into mind. BoRGo is a content based recommender therefore it suffers

from drawbacks of this method. In order to overcome overspecialization problem,

a randomness option can be presented to moderators of the groups. For example

when the moderator chooses this option, last two items of the recommendation list

can be chosen randomly among the books in the database. Also thresholds can

be used while finding candidate books for recommendation in order to make more

precise recommendations.

Reading groups may need some filters while choosing the books which they will

read during the year. BoRGo can present some of the books in recommendation list

according to these filters. For example a reading group may need to read only the

books which are written in Turkish, or a reading group may decide to read only poems

during a year. In order to fill this kind of needs, filters can be used.

For after recommendation processes, members of the group may need a messaging

facility or they may need to express their thoughts about others’ choices and edits

with some small notes. BoRGo may supply this kind of property to its users in the

future.

We did not test the second filtering method with different kinds of items other

than books. However, BoRGo can recommend any kind of item of which content

information can be defined by features and dimensions, to its users. In future some

experiments can be done with the filtering method in order to see the performance of

it in other domains like movies, vacations etc.

We wanted to compare our system with another recommender system by using the

same book dataset. However, it is theoretically possible but practically hard to adapt

the available open-source recommender systems for using the same dataset with us.
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