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ABSTRACT

A VARIABLE STRUCTURE - AUTONOMOUS - INTERACTING MULTIPLE MODEL GROUND
TARGET TRACKING ALGORITHM IN DENSE CLUTTER

Alat, Gökçen

Ph.D., Department of Electrical and Electronics Engineering

Supervisor : Prof. Dr. Kemal Leblebicioğlu

January 2013, 115 pages

Tracking of a single ground target using GMTI radar detections is considered. A Variable Structure-
Autonomous- Interactive Multiple Model (VS-A-IMM) structure is developed to address challenges
of ground target tracking, while maintaining an acceptable level computational complexity at the same
time. The following approach is used in this thesis: Use simple tracker structures; incorporate a priori
information such as topographic constraints, road maps as much as possible; use enhanced gating
techniques to minimize the effect of clutter; develop methods against stop-move motion and hide
motion of the target; tackle on-road/off-road transitions and junction crossings; establish measures
against non-detections caused by environment. The tracker structure is derived using a composite
state estimation set-up that incorporate multi models and MAP and MMSE estimations. The root
mean square position and velocity error performances of the VS-A-IMM algorithm are compared
with respect to the baseline IMM and the VS-IMM methods found in the literature. It is observed
that the newly developed VS-A-IMM algorithm performs better than the baseline methods in realistic
conditions such as on-road/off-road transitions, tunnels, stops, junction crossings, non-detections.

Keywords: Ground Target Tracking, Hide Model, Variable Structure Autonomous Interactive Multiple
Model, IPDAF
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ÖZ

YOĞUN PARAZİT ORTAMINDA YER HEDEF TAKİBİ İÇİN DEĞİŞKEN YAPILI - OTONOM -
ETKİLEŞİMLİ ÇOKLU MODEL TEMELLİ ALGORİTMA GELİŞTİRİLMESİ

Alat, Gökçen

Doktora, Elektrik ve Elektronik Mühendisliği Bölümü

Tez Yöneticisi : Prof. Dr. Kemal Leblebicioğlu

Ocak 2013 , 115 sayfa

Bu tezde GMTI radar tespitlerini kullanarak yer hedefleri takibi gerçekleştirme problemi incelenmiş-
tir. Değişken yapılı bir otonom etkileşimli çoklu modelleme yapısı geliştirilerek yer hedef takibinde
ortaya çıkan sorunlara çözümler getirilmiştir. Aynı zamanda hesaplama maliyetinin de düşük olması
sağlanmıştır. Tezde karmaşık olmayan ve etkin algoritmalar geliştirmek için şu yöntemler kullanıl-
mıştır: i) Basit takip yapıları, ii) Topografik kısıtlar, yol haritası gibi önbilgilerin kullanılması, iii)
Parazit etkisini azaltmak için iyileştirilmiş kapı açma yolları, iv) Durma-kalkma hareketi ve hedefin
saklı olması durumu için yeni modeller geliştirme, v) arazi-yol geçişleri, kavşak geçişleri için iyi-
leştirme, vi) hedefin ya da çevre koşullarının hedef tespitini engellemesi durumları için karşı tedbir
geliştirme. Geliştirilen algoritma kompozit bir durum kestirimi matematiksel yapısından hareketle ge-
liştirilmiştir. Kestirim sırasında MAP ve MMSE yöntemleri kullanılmıştır. Geliştirilen algoritmanın
pozisyon ve hız kestirim hataları ölçülerek referans algoritmalarınkiyle karşılaştırılarak performans öl-
çümleri yapılmıştır. Geliştirilen yöntemin performansının referans yöntemlerin performansından daha
iyi olduğu gözlemlenmiştir.

Anahtar Kelimeler: Yer Hedeflerini İzleme, Saklı Hedef Modeli, Değişken Yapılı Otonom Etkileşimli

Çoklu Modelleme, IPDAF
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CHAPTER 1

INTRODUCTION

Target tracking has been a challenging problem since the invention of radar systems in world war II.
First radar systems were developed for detecting airborne targets [57]. Hence, target tracking literature
evolved to address tracking of maneuvering airplanes and helicopters. Another genre of radars evolved
in 1970s to detect ground targets in near real-time as a part of cold war intelligence, surveillance and
reconnaissance requirements. Such radars are called Ground Moving Target Indicator (GMTI) radars
and they have opened up a new research line regarding tracking of ground target in dense clutter
environments [4, 22, 23, 24, 49].

The operating logic of GMTI radars is that they return the position of a ground moving target. They do
not detect the velocity of the target and they also cannot detect targets moving slowly below a certain
velocity referred to as “minimum detectable velocity” (MDV) [11, 12, 64, 65]. GMTI radars detect
the position of targets by sending low PRF pulses and then examining the returns [12]. The returned
signal contains many false detections in addition to the true target detection, which might sometimes
also be missed, referred to as a missed target. Hence, tracking of ground targets becomes a challeng-
ing research problem with the following challenges: i) Dense clutter, ii) Topographic constraints, iii)
Countermeasures utilized by targets like stop and move evasive motion and jamming; or much simpler
tactics like dragging concertina wires behind vehicles, iv) Minimum detectable velocity constraint, v)
Slow revisit rate [11].

Target tracking using radars detections refers to the process of estimating and predicting the state of
the moving object [18, 19]. The “state” is likely to consist of kinematic components and other features
of interest.

The obvious approach to ground target tracking is to use the techniques developed for airborne targets.
These techniques include alpha-beta filter, Kalman Filter (KF), Interacting Multiple Model (IMM)
Filter, Particle Filter, Multiple Hypothesis Tracker (MHT) and so forth [4, 8, 44, 7]. Due to clutter in
radar detections, data association techniques must be used as well such as Nearest Neighborhood (NN),
Probabilistic Data Association Filter (PDAF), Joint Probabilistic Data association Filter (JPDAF) and
the like [4, 6]. However, due to the challenges mentioned before, tracking algorithms should be de-
veloped directly addressing the requirements of ground target tracking. The literature on this has been
richer in late 1990s with the development of tailored IMM methods such as the Variable Structure-
IMM (VS-IMM) method for ground targets [22, 23, 29, 35, 38, 36, 49, 50, 56]. Later particle filters,
hybrid IMM/MHT methods also arised [1, 2, 27].

GMTI radars and trackers seem to be classified technologies. The implementation details of practical
trackers and radars are not known. The techniques appeared in the literature are general in the sense
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that a significant amount of work is needed in order to turn them into practical trackers.

1.1 Motivation and Scope

The motivation of the thesis derives from the fact that, simple, elegant, computationally efficient tracker
structures are always sought in the application domain. Although theoretically involved techniques
such as particle filters, multiple hypothesis trackers exist and elaborated a lot in the literature, none of
them lends itself to practical application. Simply stated, the problem in GMTI tracking is to “develop
a state estimator that provides the location of the target with minimum position error promptly, com-
putationally efficiently and if possible, in a theoretically tractable way”. Theoretical basis is important
in the sense that performance of the tracker can be predicted.

The scope of this thesis is to develop a ground target tracker that is implementable in practical systems
under realistic scenarios. A single target of interest is considered. Realistic here refers to almost all
possible cases that a GMTI radar can encounter. The tracker developed here can act as a fundamental
basis to develop a tracker to be used in airborne platforms.

The basic state observer Kalman Filter lay the foundation of target tracking which is nothing but
predicting the target’s state. The elegant Kalman Filter solution is the optimal tool for target tracking
if all modelling assumptions in the Kalman Filter are satisfied. If the deviations from assumptions are
at an acceptable level the Kalman Filter can still be used with modifications [4, 8, 9].

False detections due to non-targets bring a critical problem in Kalman Filter tracking. This has to be
separately addressed by the so-called data association techniques [4, 5]. The most common one is
the probabilistic data association (PDA) which weights the detections in the validation gate instead of
selecting a single one. Hence a soft association is formed which helps reducing the effect of clutter. If
there are multiple targets around, a joint PDA must be used. JPDA also compute weights in overlaying
gates of multiple targets which in turn help the tracker maintain multiple targets [6].

A single target dynamic model is usually a restraining factor in Kalman Filter target tracking. To mit-
igate this problem, multiple dynamic models are used in parallel to build up multiple model structures
[9, 51]. For example, if the target is maneuvering, a single dynamic model that captures a constant
velocity or constant acceleration motion of the target is not enough. A different dynamic model which
should capture the maneuver of the target behaviour must be run as well. At each time step of track-
ing, model transitions are modelled using a Markov matrix. The state prediction is computed using a
weighted average of individual model outputs. Multiple model configurations such as AMM, GPB1,
GPB2, IMM along with different estimators such as Minimum Mean Square Error (MMSE) and maxi-
mum A Posteriori (MAP) create opportunities to develop new state estimators [33]. The most common
multiple model structure is the IMM structure [9, 33, 51].

The PDA and the JPDA algorithms assume the existence of tracks. If this assumption is not valid, PDA
and JPDA must be modified so that a measure of “track quality” is computed. “Track quality” indi-
cates three distinct states: track exists, track does not exist and track undecided. This leads to the
development of Integrated PDA (IPDA) [14, 47] and Joint Integrated PDA (JIPDA) [48] techniques.
The combination of the KF, PDA and IMM constitutes the IMM-IPDAF algorithm [14, 46] which is
then regarded as a ground target tracking algorithm in cluttered environments.

The literature is rich in variations of the aforementioned tracking and data associations, the details of
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which are not given here. The interested reader can refer to [25, 43, 46, 53].

An important performance metric of a ground target tracker is that true target life should be as long
as possible [11]. If the target is dropped unnecessarily, this brings unnecessary computational burden
and complexity to the tracker. An important contribution of this thesis is to minimize potential track
drop conditions in ground target tracking by enhancing the tracker with solutions to address these
conditions. For example, tunnel crossing and mountainous areas that are not in the line of sight of the
radar as well as target stops are potential track drop conditions.

1.2 Original Contributions

To keep the tracker structure simple, a variable structure multiple model based approach is utilized.
This helps to keep the computational complexity at acceptable levels [33]. Although the variable struc-
ture techniques appeared in the literature earlier, further research is needed to implement a practical
responsive ground variable structure multiple model tracker.

• The original contribution here is that the state estimation problem is solved by developing a new
composite Variable Structure - Autonomous - Interacting Multiple Model Filtering (VS-A-IMM)
technique. The theoretical basis of this configuration correspond to composite MMSE - MAP
estimation of the variable structures involved in state estimation to support on-road off-road
transitions, junction crossings, stops etc. Consequently, the VS-A-IMM tracker is responsive to
sudden transitions.

• A stop model is developed and integrated to the VS-A-IMM tracker to address the evasive mo-
tion of ground targets in dense clutter for realistic scenarios.

• A hide model is developed and integrated to the VS-A-IMM tracker to address the non-detectable
cases of ground targets such as topographic obstructions, e.g., non-line of sight beyond hills and
in tunnels. The hide model is independent of the duration of the non-observable period. How-
ever, the location of the end of obstruction must be known a priori.

• Gating in ground target tracking is an important problem which has not attracted the attention
it deserved. Particularly in VS-A-IMM, a priori information combined with tracker output lead
to effective gating methods. It is shown in this thesis that “smart” gating methods reduce the
position error in on-road positions.

• In some cases when detections are missed in consecutive scans track initiation is needed. This is
actually a temporary loss of target, not a real track drop. Such cases are addressed by the IPDAF
method [47, 14]. The IPDAF is adapted to the VS-A-IMM tracker because target detection is
not always possible in GMTI radars. Targets might not be detected for a number of consecutive
steps which obviously affects track quality.

• The overall resulting architecture is a new practical ground target tracker that integrates the
tracking capability of special cases such as stops, topographic obstructions, on-road/off-road
off-road/on-road transitions in the new methodology. To the best knowledge of the author, such
a structure has not appeared in the literature yet.
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1.3 The organization of the thesis

The organization of the thesis is as follows: Chapter 2 presents the VS-IMM based algorithms and for-
mulations in the literature. A comprehensive survey of ground target tracking techniques, particularly
the variable structure methods are elaborated. The building blocks of target tracking namely, Kalman
Filtering, multiple models, data association, validation regions are discussed.

In Chapter 3 the state estimation problem is modelled as a new composite MMSE-MAP estimation
structure. This structure lends itself to a mathematically tractable model. GMTI sensor model, au-
tonomous multiple model filtering, interacting multiple model filtering and the corresponding estima-
tion approaches are described.

Chapter 4 develops the VS-A-IMM based single target ground tracker. The branches of the composite
multiple model structure are described. The way that variable structures are involved including the
stop model and the hide model are elaborated and a complete description of the resulting tracker is
given.

Chapter 5 is dedicated to the performance analysis of the VS-A-IMM algorithm using simulated real-
istic scenarios. The comparisons with respect to baseline IMM methods are given. It is seen that the
VS-A-IMM algorithm outperformed the baseline methods.

Finally, Chapter 6 concludes the thesis and presents future work.
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CHAPTER 2

GROUND TARGET TRACKING TECHNIQUES

2.1 SENSOR CHARACTERISTICS - GMTI RADAR

GMTI radar distinguishes moving targets from background clutter by virtue of Doppler returns. Ap-
parently a moving target with respect to the radar has a Doppler shift in the return signal, whereas the
stationary background has zero Doppler. When the return signal for each range cell is processed using
the appropriate signal processing techniques, the existence of the target can be detected.

In a pulsed Doppler radar detection problem, range and velocity ambiguities cannot be avoided at the
same time. If range is to be determined without ambiguity, velocity measurements will turn out to be
ambiguous or vice versa. Since the measurement of velocity is not a concern for GMTI radars, low
pulse repetition frequency (PRF) pulses can be used safely [12] to avoid range ambiguities. However,
it is unavoidable that Doppler blindness would occur anyway due to folding of frequencies that result
from periodic repetition of pulses. Integer multiples of the following equation fold onto the origin
(zero velocity region) which results in zero Doppler frequency for the signal,

C × PRF
2 × Transmit Frequency

(2.1)

where C is the speed of light.

The important performance metrics of a GMTI radar is as follows [11]:

• Probability of Detection: Defined as the probability of detecting a target whenever a radar pulse
hits a target. It is dependent on the radial velocity (range rate) obtained by the sensor, which is
determined by the sensor/target geometry [24, 58].

• Target Location Accuracy: Determined by the design of the radar operating characteristics such
as azimuth resolution, range resolution.

• Minimum Detectable Velocity: Slow moving targets below a certain threshold cannot be de-
tected due to limitations of signal filtering in range cells.

• Target Range Resolution: If targets are moving in close proximity the radar might not be able to
separate those targets.

• Stand-off Distance: This is the distance from the radar to the coverage area. The radars with
more power has large stand off distances.
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• Coverage Area Size: This is the area that the radar can cover at the stand-off distance. It is
dependant on the antenna aperture and the power radar radiates.

• Coverage Area Revisit Rate: The radar beam revisits a range cell at a certain frequency. Frequent
revisits are important to maintain healthy tracks.

2.2 SINGLE MODEL TECHNIQUES

The main goal in the single-target tracking is to evaluate the posterior probability density function
(pdf) with given set of observations. At each scan or time step, target state posterior pdf is collapsed
to a single Gaussian.

Tracking of a single target is dependent on the assumption that a single model is chosen to describe
the full motion of the target and the target motion obeys the unique model selected. Hence, a single
filter is processed to obtain the state estimate of the target.

When there is no motion uncertainty and measurement origin uncertainty, Kalman filter is the optimal
single target tracking algorithm when white process and measurement noise is injected into the linear
dynamic system and forms the basis of the many of high level tracking algorithms.

2.2.1 Kalman Filter

The basic state observer Kalman Filter [19] forms the basis of target’s state estimation. The state may
consist of position, velocity, acceleration, angular velocity and the like, depending on how the motion
of the target is modelled. In ground target tracking using GMTI reports, the observation model consists
of unambiguous range (position) measurements only (no velocity measurement).

Kalman Filtering for one cycle is described below [63]:

The Kalman Filter assumes that initial state estimate, x̂0|0, and its estimate error covariance, P0|0, are
known as

x̂0|0 = E {x0} (2.2)

P0|0 = E(x0 − x̂0|0)(x0 − x̂0|0)T (2.3)

respectively.

The state estimate which describes the mean of the state distribution at scan k with observations zk is
given by

x̂k|k = E
{
xk |zk

}
. (2.4)

The zk indicates a sequence of measurements accumulated from the radar and is denoted as zk = {zi}
k
i=1

The corresponding state covariance projects the variance of the state distribution and is obtained at
scan k as:

Pk|k = E
{
(xk − x̂k|k)(xk − x̂k|k)T |zk

}
. (2.5)

The state prediction x̂k+1|k is then evaluated by updating the current state estimate in Eq. 2.4 for the
next time step [63]

x̂k+1|k = Fk x̂k|k (2.6)
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where Fk is the state transition matrix.

The state prediction covariance, Pk+1|k, is updated in time by the current error covariance estimate Pk|k:

Pk+1|k = FkPk|kFT
k + Qk+1 (2.7)

where Qk+1 is the process noise covariance.

The measurement prediction is evaluated by combining the measurement matrix Hk+1 and the state
prediction Eq. 2.6 as follows

ẑk+1|k = Hk+1 x̂k+1|k. (2.8)

The measurement prediction covariance (also called as innovation covariance or residual covariance
matrix) is given by:

S k+1 = Hk+1Pk+1|kHT
k+1 + Rk+1. (2.9)

The innovation or residual which projects the difference between observed measurement, zk+1, and the
predicted measurement, ẑk+1|k, in Eq.2.8 is as follows

z̃k+1 = zk+1 − ẑk+1|k. (2.10)

The filter gain calculation is then evaluated as

Wk+1 = Pk+1|kHT
k+1S −1

k+1. (2.11)

As it can be seen in Eq. 2.11, the filter gain, Wk+1, is directly proportional to the state prediction
covariance, Pk+1|k and inversely proportional to the innovation covariance S k+1. Thus, the filter gain
becomes large if the state prediction has a large variance and the measurement has a relatively small
variance. A large gain indicates that, to update the state estimate, it is given more weight to the
measurement.

The resulting filter gain and innovation is then multiplied to update the state estimate for the next step.
Then the state estimate update at scan k + 1 is evaluated as:

x̂k+1|k+1 = x̂k+1|k + Wk+1z̃k+1. (2.12)

The updated state covariance associated with the state estimate update in Eq. 2.12 is given by [63]

Pk+1|k+1 = Pk+1|k −Wk+1S k+1WT
k+1. (2.13)

Although Kalman Filter is the optimal algorithm for a single target tracking when the target motion
characteristics do not change and is known, and there is no clutter, two main problems still arise which
Kalman Filter does not take into account: i) the algorithm ignores the motion change even though there
is a mismatch between the motion model and the true target mode, ii) model selection is performed a
priori in the algorithm and the estimation errors are not taken into account to catch the target motion
in a recursive manner. When the target evolves in the presence of the clutter, measurement origin
uncertainty problem occurs and target tracking problem has to be handled taking the clutter into the
consideration.
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2.3 TRACKING IN CLUTTER

Clutter is one of the major challenges encountered in tracking of ground targets. The GMTI sensor
detects a huge number of measurements at each scan. For example, coastal areas, wet soil, reflections
due to the topography, birds, vegetated areas are sources of clutter. Interestingly, the target of interest
could well be the cause of clutter such that the concertina wire carried by the target causes false
detections [11].

There are two stages in tracking of a single target in a cluttered environment:

i) The most feasible region where the measurement from the target is likely to be placed needs to be
identified. This process is referred to as “gating”or “validation region”.

ii) The measurements validated in the previous step is taken into account which is then used in the
tracker algorithm.

In section 2.3.1, the gating approach is discussed.

2.3.1 Defining Validation Regions (Gating)

In order for tracker to calculate the state estimate as close as possible to the position and velocity
of the true target, it is needed to eliminate the unwanted measurements. Therefore, the strongest
measurements which are presumably to have been originated from the true target are selected around
the predicted state as shown in Figure 2.1.

Figure 2.1: Validated measurements

There are several gating techniques [8, 61] among which the chi-square test described below is the
most common one:

i) Measuring / calculating the normalized distance, d2
` , between the predicted measurement and the

measurement of interest as follows

d2
` = (z`k − H x̂k|k−1) S −1

k (z`k − H x̂k|k−1) (2.14)
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where S k is the residual covariance matrix or innovation covariance at scan k and is evaluated by
S k = HPk|kH + R.

ii) Compare calculated distance, d2
l , with gate threshold, γ,which denotes the size of the validated gate

around the predicted measurement,

d2
` ≤ γ. (2.15)

The clutter density is evaluated by dividing the number of measurements in the validation gate to the
volume of the gate as follows

λ =
Nk

Vk
. (2.16)

This is referred to as the non-parametric computation of the clutter density.

The gate volume [8] is defined as
Vk = cnz γ

nz
2 |S k |

1
2 (2.17)

where cnz is a volume of a nz dimensional unit hypersphere given by

cnz =
πnz/2

Γ(nz/2 + 1)
(2.18)

where Γ(.) is the gamma function. For two dimensions, c2 = π.

The gate center is usually taken as the location of the predicted measurement.

In Kalman Filtering, the measurement is assumed to have been obtained from the target only. If false
detections exist in the validation region, it is not easy to decide which measurement comes from the
true target. This problem would be described as the measurement origin uncertainty.

The GMTI radar can not detect which measurement is likely to have been originated from the true
target. Therefore, a mechanism referred to as “data association” is required to estimate the track state
which is also corrupted by noise for each time step.

The milestone development to address measurement origin uncertainty problem is the Probabilistic
Data Association Filter (PDAF) [4, 5, 8, 21] which enables the tracker to work in a cluttered environ-
ment in the tracking of a single target.

2.3.2 Probabilistic Data Association Filter

The PDAF algorithm combines a Kalman Filter with a data association mechanism in a probabilistic
manner based on the assumption that target already exists. The main approach for the PDAF would be
described as:

• Form a gate which has a certain gate threshold around the predicted measurement,

• Find probabilities of each hypothesis for each measurement in the validated gate,

• Find weighted innovation,

• Apply the Kalman Filter.
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The PDAF resolves measurements origin uncertainty by calculating the probabilities of the below
hypotheses at each validated measurements: i) none of the measurements are target originated, ii) one
of the measurements is target originated.

Let us define the possible events in the construction of the probabilities of the hypotheses:

• ξo
k is the event that the none of the observations are relevant to the target.

• ξ1
k is the event that the observation 1 is originated from the true target.

•
...

• ξ`k is the event that the observation Nk is originated from the true target.

Hypothesis 1: None of the validated measurements is target originated

β0
k represents the conditional probability that none of the observations are relevant to the target of

interest:
β0

k =
b

b +

Nk∑
`=1

e−d2
`

. (2.19)

Hypothesis 2: Any of the validated measurements is target originated

β`k is probability that the `th measurement would be obtained from the true target (` = 1, · · · ,Nk),

β`k = P
{
ξ`k |χk, zk

}
=

Pde−d2
`

b +

Nk∑
`=1

e−d2
`

. (2.20)

where d2
` is the Mahalanobis distance,

b = (1 − PdPg)λ(2π)M/2,
M is the dimension of the measurement vector,
λ is the clutter density,
Pd is the probability of detection,
Pg the probability that a correct target return will fall within the track gate.

The state estimation is then obtained by combining the association probabilities, β`k, and the updated
state estimate for each measurement, x̂`k|k, as

x̂k|k =

Nk∑
`=0

β`k x̂`k|k. (2.21)

The PDAF algorithm assumes that the target being tracked exists and is not able to initiate a target or
provide probability of track existence.

In most cases, the target measurements are not reliable and show up with a certain probability of
detection. Moreover, the target can be sometimes dropped due to clutter, maneuvering motion, stop-
move motions and so forth. Hence, it is required to initialize the target again. This leads to the
development of the Integrated Probabilistic Data Association Filter [14, 47].

10



2.4 TARGET OBSERVABILITY - Integrated Probabilistic Data Association Filter

The Integrated Probabilistic Data Association Filter (IPDAF) is an algorithm that supports track initia-
tion and maintenance by calculating the track existence probability in addition to the PDAF algorithm
at each time step.

The IPDAF filter handles the problem of track existence by modelling it using a Markov process which
arranges the model transition in two possible ways: i) Markov chain one, ii) Markov Chain two.

2.4.1 Markov Chain One

Markov chain one process is generally used in track initiation or termination. There are two possibili-
ties in Markov chain one: i) target exists and ii) target does not exist.

The probabilities for Markov chain one is obtained as follows

Hypothesis 1: None of the validated measurements is target originated. β0
k represents the conditional

probability that none of the observations are relevant to target of interest.

βo
k =

1 − PdPg

1 − δk
(2.22)

where

δk =


PdPg Nk = 0

PdPg

1 − Vk

N̂k

Nk∑
`=1

Λ`
k

 otherwise
(2.23)

Λ`
k is the likelihood associated with observation `, Pd is the probability of detection,

Pg indicates the probability that a correct target return will fall within the track gate,
Vk is the volume of the gate,
Nk is the number of validated measurement,
N̂k is the estimate of the expected number of false observations for Markov Chain One:

N̂k =

0 Nk = 0

Nk − PdPg ψk|k−1 otherwise
(2.24)

where ψk|k−1 is the track existence probability.

Hypothesis 2: Any of the validated measurements is target originated. β`k is the probability that the
observation in the gate is arisen from the true target.

β`k =
PdPg

Vk

N̂k
Λ`

k

1 − δk
(2.25)

where ` = 1, . . . ,Nk.

The state estimation, x̂k|k, for the target is denoted by

x̂k|k = E
{
xk | χk, zk

}
=

Nk∑
`=0

β`k x̂`k|k (2.26)
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where,
χk and χ̂k indicate the complementary events that the track exists and does not exist,
x̂`k|k is the state estimation at scan k for which measurement ` is originated from true target,
Nk is the number of measurements in the validation region.

The sum of each row in the Markov matrix must satisfyπ11 π12

π21 π22

 (2.27)

π11 + π12 = π21 + π22 = 1. (2.28)

The a priori track existence probability before receiving the new measurement, ψk|k−1, is calculated as

ψk|k−1 = π11ψk−1|k−1 + π21(1 − ψk−1|k−1). (2.29)

Upon receipt of data at scan k, we obtain the updated or filtered track existence probability as

ψk|k =
1 − δk

1 − δk ψk|k−1
ψk|k−1 (2.30)

where δk is evaluated as in Eq. 2.23.

2.4.2 Markov Chain Two

It is recommended that Markov chain one assumption is relaxed and the “track exists and is observ-
able” and the “track exists but is not observable” conditions are added to the tracking process. This
process is referred to as Markov Chain Two [14, 47].

There are three assumptions in Markov chain two: i) target exists and is observable, ii) target exists
but is not observable, iii) target does not exist.

The total filtered track existence probabilities for Markov chain two at scan k is evaluated as below:

ψk|k = ψo
k|k + ψn

k|k. (2.31)

The track existence probability that the target exists and is observable ψo
k|k at scan k is updated as

ψo
k|k = P

{
xo

k | z
k
}

(2.32)

=
1 − δk

1 − δk ψ
o
k|k−1

ψo
k|k−1 (2.33)

where zk is the sequence of measurements sets till scan k, ψo
k|k−1 indicates a priori track existence

probability that the target exists and is observable described as:

ψo
k|k−1 = π11ψ

o
k−1|k−1 + π21ψ

n
k−1|k−1 + π31(1 − ψk−1|k−1). (2.34)

The track existence probability that the target exists and is not observable at scan k is

ψn
k|k = P

{
xn

k | Z
k
}

(2.35)

=
ψn

k|k−1

1 − δk ψ
n
k|k−1

(2.36)
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where
ψn

k|k−1 = π12ψ
o
k−1|k−1 + π22ψ

n
k−1|k−1 + π32(1 − ψk−1|k−1). (2.37)

The coefficients appear in the Matkov matrix as follows
π11 π12 π13

π21 π22 π23

π31 π32 π33

 . (2.38)

The sum of the Markov chain coefficients in each row must obey

π11 + π12 + π13 = π21 + π22 + π23

= π31 + π32 + π33

= 1.

(2.39)

The probabilities that the measurement ` is likely to have been originated from the true target in Markov
chain two are calculated as follows

βo
k =

(1 − PdPg) ψo
k|k−1 + ψn

k|k−1

(1 − δk) ψo
k|k−1 + ψn

k|k−1
(2.40)

β`k =
PdPg

Vk

N̂k
Λ`

kψ
o
k|k−1

(1 − δk) ψo
k|k−1 + ψn

k|k−1
(2.41)

where δk is calculated as in Eq. 2.23, Λ`
k is the probability density function in which (that) the mea-

surement ` (true target) is in the validated region.

The expected number of false observations N̂k for Markov Chain Two is

N̂k =

0 Nk = 0

Nk − PdPg ψ
o
k|k−1 otherwise.

(2.42)

Even together with the incorporation of track existence, Kalman Filtering using a single target motion
model is still not usually enough to describe the full range of possible target motions. For example, if
the target is maneuvering, but the motion model assumes a constant velocity model, it is likely that the
track would be dropped. To make up for this shortcoming, multiple models are processed in parallel.
This leads to the development of the multiple model filtering. In reality, it is a necessity to use multiple
models if there is a motion uncertainty in the target dynamics [51].

2.5 MULTIPLE MODEL TECHNIQUES

Multiple model techniques come in to play when there is a motion uncertainty in the motion of the
target and the use of more than one model is required to describe the full motion of the target. Each
model consists of a filter, all filters are executed in parallel and the outputs of each filter are merged by
different types of methods to obtain an overall state estimation of the target.

The main approach in the multiple model techniques can be specified as:
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• Form a set of motion models which the target of interest is likely to follow,

• Use a group of filters, every filter can work on a different model,

• Obtain an overall estimate.

Many types of multiple model target tracking approaches are introduced in the literature which are dis-
cussed briefly in the following sections: Autonomous Multiple Model (2.5.1), First Order Generalized
Pseudo Bayesian Estimation (2.5.2), Second Order Generalized Pseudo Bayesian Estimation (2.5.3),
Interacting Multiple Model Estimation (2.5.4), Variable Structure Interacting Multiple Model (2.6).

2.5.1 Autonomous Multiple Model Estimation

The autonomous multiple model (AMM) technique [51] is known as the first generation multiple
model technique which has a fixed structure model set. Each filter in the AMM works in an individual
and independent manner as shown in Figure 2.2.

Figure 2.2: The structure of the AMM algorithm with three motion models

It does not consider a switching mechanism among motion modes, therefore, there is no interaction
within the model set. The overall estimate would be a combination of the individual filters to obtain a
state estimate of the target. The output of the each filter is directly fed back to the filter input for the
next time step in an autonomous manner.

2.5.2 First Order Generalized Pseudo Bayesian Estimation

First Order Generalized Pseudo Bayesian (GPB1) [51] is a second generation multiple model technique
in which motion modes would be able to switch between the models according to the Markov transition
probabilities:

πi j = P
{
M j

k+1|M
i
k

}
(2.43)
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where Mi
k indicates the model i in effect for time step k and M j

k+1 is the model j in effect for k + 1.

A general structure of GPB1 for three models is indicated in Figure 2.3:

Figure 2.3: The structure of the GPB1 algorithm

The GPB1 design structure is defined as follows

• The algorithm executes M filters in parallel and evaluates model conditioned state estimates and
model probability for each model,

• Model probability updates allow model transitions through Markov transition probability,

• The overall state estimate is used to reinitialize for the next time step.

GPB1 lacks mixing of filter outputs to reinitialize the filters as seen in Figure 2.3. However, model
transitions are allowed. GPB1 has a time depth of one instant such that it considers the possible models
only at the latest time instant. This corresponds to merging all previous model sequences into one [51].

2.5.3 Second Order Generalized Pseudo Bayesian Estimation

The Second Order Generalized Pseudo Bayesian (GPB2) algorithm [51] accounts for the possible
models by taking latest two time steps and carries all previous mode sequences to the current step as a
state estimate and their associated covariance.

The GPB2 design structure has the following properties:

• Each initial condition for the state estimate and the covariance is maintained,

• The algorithm runs M filters in parallel and evaluates a total of M2 model conditioned state
estimates and model probabilities for each model,

• Model probability updates are merged,
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• The overall state estimate is fused.

The interested reader can refer to [51] for further details.

The complexity of the algorithm grows as the degree of the Generalized Pseudo Bayesian Algorithm
increases [4]. It is not a practical algorithm to implement and it is not recommended to use it with
more than two model filters. Obviously, this algorithm is eliminated when the concern is the ground
target tracking which accounts for onroad and offroad segments by using different model filters at each
time step.

2.5.4 Interacting Multiple Model Estimation

Interacting Multiple Model is one of the most effective and simple mechanisms for estimating the state
of a dynamic system with several predetermined behavior models which can switch from one model
to another [8, 9]. During one sampling period, one of the models may describe the target’s motion.

The IMM algorithm is implemented based on a set of multiple parallel filters, where each filter is set up
for one of the assumed (predetermined) models. These models may have different dynamic equations
and process and measurement noises and are determined before the estimation process is started. The
system model is assumed to evolve through the modes according to a Markov chain. Due to switching
between the models, there is an interaction of information between filters used in the IMM.

The IMM algorithm consists of a filter for every single model, a model evaluator, an estimation mixer
at the input of the filters and an estimate combiner at the output of the filters. A typical IMM structure
with three models is given in Figure 2.4.

Figure 2.4: The structure of the IMM algorithm with three models

It is also important to mention that bringing the advantages of interacting multiple modelling and track
observability together leads to the IMM-IPDAF algorithm [47, 14].

The IMM technique provides better estimates compared to single model approaches when moderate
number of models is used. However, when there is a need for a large number of models, not only is the
computational load increased but also estimation accuracy is degraded. The limitations of the IMM
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filter are that the number of models should be as small as possible, the models should represent the
true target motion dynamics as much as possible [22, 23]. When there is a need for a large number of
models, the problem is circumvented by employing variable structure techniques.

2.6 VARIABLE STRUCTURE TECHNIQUES

When a priori information is available, it is obviously to the advantage of the tracking process to use it
for better estimating the state. Topographic information, road maps are among the a priori information
that can be brought into play in state estimation. This is sometimes referred to as “knowledge assisted
tracking” [58, 59]. In the framework of IMM filtering, the use of a priori information has led to the
growth of Variable Structure IMM (VSIMM) techniques [22, 23, 49, 50].

Models are adaptively changed, added, or removed from the algorithm based on the terrain topography
in ground target tracking. The added uncertainty at junctions is handled by temporarily augmenting
the IMM mode set with modes that represent motion along all possible roads. These additional IMM
modes are removed from the mode set after the target passes the junction. At each scan, the structure
of the estimator for every target is modified individually based on the known topology of the region
and the predicted location of the target [22, 23, 49, 50]. Basic properties of the VSIMM filters are

• The mode set not only differs across targets, but also varies with time for a given target.

• At each scan, the structure of the estimator for every target is individually modified based on the
known topography of the surface region and the predicted location of the target.

• At each subsequent revisit time, models in the estimators are added or deleted based on the
topography as follows

– On road / off road motion

– Junctions

– Entry /Exit Conditions

– Obscuration Conditions

Map Information
All road coordinates are converted into the Topographic Coordinate Frame (TCF). The TCF frame is
defined such that the TCF axes are respectively oriented in the east, the north and the up direction. The
origin O (φo, λo, ho) of the TCF frame[8] is expressed in the World Geodetic System (WGS84) frame
as in Figure 2.5.

Measurement Model
The measurements from GMTI radar in the WGS84 frame is projected on the Digital Terrain Elevation
Data (DTED) in TCF format.

Target State
The target state at time k is given as local coordinated frame (XTCF , V xTCF , YTCF , VyTCF) and the
altitude in the X-Y plane of the TCF is eliminated [49, 50].

Road Constraint
Roads are comprised of sections in the TCF frame such that each road section has a road start and
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Figure 2.5: TCF Frame

road end and is defined by a set of linear segments. The dynamics of the target moving on the road are
modelled by a first order system [22, 23].

A target evolving on a road segment is expected that its position belongs to the linear segment s and
the velocity vector is in the road segment s direction.

Therefore, the constraint on the target state is

axk + byk + c = 0 (2.44)

where a, b, c are the coefficients of the first order linear equation.

The constraint on the velocity is
<

[
V xk,Vyk

]
ns >= 0 (2.45)

where ns is the orthogonal vector to the road segment s.

The constraint in the matrix form is
D̃xk = L (2.46)

where D̃ =

a 0 b 0
0 a 0 b

 and L =

−c
0

.
Offroad Condition
If a priori information of the road is not considered, off-road process noise components of the constant
velocity model along X and Y are given by νx and νy and their variances are σ2

x and σ2
y respectively.

For offroad motion, it is chosen that σ2
x = σ2

y .

Off-road state vector with no road constraint is given as

xk+1 = Fxk + Gwk (2.47)

where wk is the independent Gaussian random process which adds uncertainty in the motion of the
target as in Figure 2.6.

Onroad Condition
Considering that the target is onroad motion, the state vector would have road segment constraints

xk+1 = F s
k xk + Gs

kwk (2.48)

18



Figure 2.6: The process noise model for offroad motion

where wk is the directional process noise used on the road segment s as shown in Figure 2.7 [49, 50].
For on road conditions, the state transition matrix F s

k associated to the road segment s is

F s
k =

 C 02x2

02x2 C

 + P⊥

 D 02x2

02x2 D

 (2.49)

where,

C =

1 0
0 1

 and D =

0 T
0 0

 , (2.50)

P⊥ = I − D̃T (D̃D̃T )−1D̃ is the orthogonal projection of the state vector on the associated road segment.

In the on-road target motion model, the process noise and its variance along the direction of the road
are νa and σ2

a. The process noise and its variance orthogonal to the road segment are νo and σ2
o.

Due to the higher motion uncertainty along the road, the variances σ2
a and σ2

o are selected as σ2
a � σ2

o.

Figure 2.7: Bidirectional process noise for onroad motion

Since the estimation is carried out in the X-Y coordinate system, the model of the process noise
components along the road and orthogonal to the road in the on-road model must be converted and
incorporated into covariance matrix in that frame as in [49]

Qs
k = Rϕ

σ2
a 0

0 σ2
o

 RT
ϕ (2.51)

where Rϕ is 2x2 rotation matrix used for process noise covariance.
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Projection of the Target State on the Road Segment
Using a probabilistic approach [49, 50] the orthogonal projection of the state estimate on the road
segment s is

argmin
x∈s
‖xk − x̂k|k‖Pk|k . (2.52)

Using the Lagrangian approach, the analytical expression for the constrained Maximum A Posteriori
(MAP) estimate is given by

x̂s
k = x̂k|k − Pk|kD̃T (D̃Pk|kD̃T )−1(D̃x̂k|k − L) (2.53)

and its covariance is

Ps
k|k =

(
I − Pk|kD̃T (D̃Pk|kD̃T )−1D̃

)
Pk|k

(
I − Pk|kD̃T (D̃Pk|kD̃T )−1D̃

)T
. (2.54)

2.7 MULTIPLE TARGET CASE

Although the initial development of tracking algorithms are done using single targets, in reality how-
ever tracking of multiple targets is required. The basic PDAF in this case is extended to the Joint
PDAF when there are a known number of targets in the clutter [6]. The multiple target coverage is
out of scope in this thesis, however the JPDAF is used in track initiation which is described in Section
4.1.4.

Joint Probabilistic Data Association Filter

Joint Probabilistic Data Association (JPDAF) is a technique used in the tracking of multiple targets.
When there are several targets in the same region, a measurement from one target can fall inside the
validation region of a neighboring target.

The JPDAF algorithm computes the probabilities of association only for the latest set of measurements
for various targets. Targets are not treated independently; if two or more targets have nonzero proba-
bility of the same measurement, then the JPDAF calculation of each target is dependent on the others.
These are then combined into the state estimate. It is a target oriented approach.

The assumptions in the JPDAF algorithm are

• Number of targets in the clutter is known,

• The measurements from one target can fall inside the validation region of a neighboring target,
known as persistent interference. The targets validation gate may overlap,

• The past is summarized by sufficient statistics for the state estimate and covariance for each
target,

• The probability density function based on the measurements and state estimates are assumed to
have Gaussian distribution.
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2.8 OTHER TECHNIQUES

2.8.1 Extended Kalman Filter

The aim of the Extended Kalman Filter (EKF) is to estimate the state under nonlinear measurement
processes and/or nonlinear target dynamics conditions by a linearization around the current estimate
(mean and covariance) [31].

Let us consider the system with dynamics

xk+1 = f (k, xk) + wk. (2.55)

The measurement is denoted as

zk = h(k, xk) + vk (2.56)

where wk and vk are zero mean, white Gaussian process and measurement noises respectively. The
idea here is to linearize the system around the estimated state as

Fk =
∂ f (k, xk)

∂x
(2.57)

where F is the Jacobian matrix of partial derivatives of f wrt x and

Hk =
∂h(k, xk)
∂x

(2.58)

where H is the Jacobian matrix of partial derivatives of h wrt x.

The main difference from the Kalman Filter is the evaluation of the Jacobians of the state transition
matrix and the measurement matrix. Due to this, the covariance computations are not decoupled
anymore from the state estimate calculations and can not be done offline.

Because Kalman Filtering is preserved only around the estimated state, the EKF suffers from instability
at certain regions, especially when there is excessive noise. It introduces bias and the covariance
calculation based on a Taylor Series is not always accurate.

If the pdf is non Gaussian, this can introduce large errors in the posteriori mean and covariance which
may lead to divergence (unbounded estimation errors) of the EKF. If the pdf is Gaussian, Unscented
Kalman Filter (UKF) gives a better solution [17].

2.8.2 Multiple Hypothesis Tracker

The Multiple Hypothesis Tracker (MHT) is an algorithm used for multiple target tracking in a cluttered
environment [8]. It is a measurement-oriented approach and computes the probabilities that there is a
target from which a sequence of measurements originated [7].

The MHT does not assume a known number of targets as in the JPDAF algorithm and starts track
initiation as the inherent property of the algorithm [8].
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2.9 MULTI SENSOR FUSION

Multi sensor fusion is designed to combine information from different sensor such as electronic support
measures (ESM), radar, data links and to improve the target state estimates in military applications. It
also resolves the uncertainty in the received data. Different types of sensors have different strengths
and weaknesses. Therefore, fusion of data from multiple sensors of different types provides a more
sensitive and accurate information than using one sensor which may sometimes be strong on an im-
portant parameter for data and hence the other sensor can compensate for the weaknesses of another
sensor. Multiple sensors of the same type can improve the coverage and give us a broader picture.
Multiple sensors of different type can provide more accurate and complete information [3, 16, 18].

Multi sensor fusion is a level one data fusion level process combining both correlation and fusion
processes to convert the sensor measurements into the updated states and covariances for multiple
target tracking [13].

There are three alternatives for fusing locational information to estimate the position and the velocity:

Centralized Fusion: (Data Level Fusion) Raw data from each sensor are transmitted from sensors to
the central processing unit. The data from each sensor are aligned to a common coordinate system and
units for central processing. The data are then associated and correlated to determine which represent
the measurements of the same target. This method gives accurate ways to fuse data by assuming that
association and correlation can be done correctly. In dense target cases, the association and correlation
problem may be complicated [13].

Autonomous Fusion (Distributed Fusion) Each sensor provides an estimate of state (positional /

velocity) These state estimates from each sensor are sent to fusion processor to obtain a complete
description of the environment. Data alignment, association and correlation stages of data fusion are
also required, but in this case they are performed in state estimates in each sensor. The distribution
fusion architecture reduces the communications between sensors and the fusion processor and the
makes the association/correlation level easier. Nevertheless, the accuracy in the distributed fusion is
worse than the raw data level fusion since there is an information loss between the sensors and the
fusion [13].

Hybrid Fusion This approach includes data level fusion and the state estimation level fusion. It
utilizes the advantage of both approaches. When the accuracy is important in a process e.g., a heavy
cluttered environment, data level fusion (central fusion) is performed. If the clutter is not a big deal, in
order to reduce the computational burden, distributed fusion is preferred. Thus, it provides flexibility
by selecting the fusion process according to the situational requirements [13].

In this thesis a single radar sensor is considered. The extension of the methods presented in this
thesis can be generalized to multiple radar scenarios. However, to add more value to the tracker the
processing must take place at the plot level, not at the track level. This indicates centralized fusion.

2.10 VARIOUS APPROACHES

A number of multiple model applications can be found in the literature. In [62], models are selected
from a model set to support maneuvering target tracking for air surveillance. Only one gate is formed
around the predicted measurement for all models. Minimum Sub Model set switching algorithm is
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proposed.

A comparison of multiple models is made for maneuvering targets in terms of computational complex-
ity and tracking performance. The IMM algorithm stands out among all the multiple models with low
computational complexity and acceptable tracking errors [51].

Selecting best possible models among a predefined set is studied in a sequel of papers. In [35] model
set adaptation is considered. Model-group switching algorithm is described in [38] whereas [36] de-
scribes the design and evaluation of the model-group switching algorithm in much finer detail. Likely
model set algorithm is defined in [40]. Expected-mode augmentation is yet another approach to model
selection [34]. Best model augmentation [26] is the newest approach to model selection. These vari-
able structure techniques do not consider cluttered environments, hence concentrating mostly on model
adding and deleting.

A key observation in the literature is that variable structure techniques are commonly used to select
models among a parametrized set of models of the same kind. For instance 13 constant acceleration
models are defined, each of which corresponding to a constant acceleration [34]. The variable structure
algorithm tries to select the best model which fits the motion of the target. A similar approach can also
be taken for constant velocity or coordinated turn models. In this case the process noise variance or
the turn rate is parametrized.

The variable structure multiple model approaches described above do not primarily concern ground
target tracking applications. In ground target tracking it is well-known that target motion variability
is not as severe as airborne target tracking. Hence using sophisticated techniques described above is
not justified in ground target tracking because of unwanted computational complexity. Specifically,
for example, the approach in [34] mentioned above as having 13 constant acceleration models is not
useful at all. Variable structure techniques work for tracking ground targets as well, however, the
problem must be approached from a different perspective. Variable structuring has to take the a priori
information into account. Earlier approaches appeared in the literature are [45, 59, 24, 58, 56].

The most sophisticated approach to VSIMM ground target tracking is defined in [49, 50] which build
upon the approach of [23].

Some simplified approaches to variable structuring appeared in the literature [15, 54] which circumvent
the complexity problem in Li’s work such as [35, 38].

Multiple model techniques are also used to detect the end of a manuevering motion of the target [42].

In fault detection, identification and estimation variable structure techniques play an important role
too. A sudden appearance of a fault triggers model change in the fault tracking algorithm [55].

Augmented IMM techniques can also be defined. In this approach, the coordinated turn model in the
IMM algorithm is augmented with the estimated turn rate [53]. Its variable structure version can also
be defined.

IMM techniques find application domains such as air traffic control [28] and road-boundary tracking
[25] as well.
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CHAPTER 3

ESTIMATION FRAMEWORK

In ground target tracking scenarios the peculiarity of the problem warrants the search for better estima-
tion frameworks. Basic multiple model structures such as the AMM and IMM filters has established
a benchmark performance in ground target tracking scenarios. However, composite estimation frame-
works that combine multiple model structures are lacking in the literature. A novel idea to address
this problem is that, regarding the ground scenario, a mapping of a priori information to a composite
estimation framework can be developed. Off road and on road segments would play equal roles in
the estimation. This, for example, addresses the problem of sudden exits/entries to onroad/offroad. In
this chapter a composite estimation framework is developed addressing the requirements of ground
target tracking in which the target could equally be onroad/offroad, stop/move/hide, observable/not-
observable, while obtaining better error performance than benchmark algorithms.

3.1 SENSOR AND MAP MODELS

For tracking purposes, the relevant GMTI radar parameter is the probability of detection. This parame-
ter is heavily used in tracking algorithms. In tracking ground targets, velocity is not measured directly.
It is a part of the kinematic model and is estimated by the tracking algorithm [59].

It turns out that the probability of detection is dependent on the radial velocity of the target with respect
to the radar’s position [24, 58]. Figure 3.1 shows this dependency.

Figure 3.1: Probability of detection of the sensor versus velocity

Below Vmin, Pd = 0 which indicates that the signal processing involved in the GMTI radar cannot
separate the moving target from the stationary background. Pd increases linearly to its max value
Pd = Pmax until V = Vfull and then stays constant in the onset. This is also the model used in this thesis
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with Vmin = 2m/s, Vfull = 4m/s, Pmax = 0.99. Vmin is also referred to as the MDV.

It is also obvious that Pd = 0 when the target is in a topographic obstruction region [45] and no
measurement is received by the radar.

A weakness of the GMTI sensor is known as the Doppler Blindness [10]. The Doppler blindness
causes the probability of detection to decrease [45]. Signal processing in the GMTI radar processes
the received signals in each range cell. When the target velocity reaches integral multiples of the pulse
repetition frequency (PRF), the GMTI output becomes zero. Hence, in Figure 3.1,

Vblind =
λt

2Ts
(3.1)

where λt is the wavelength of the transmitted pulse and Ts is the pulse repetition time which implies
that fDoppler = PRF. In general, it turns out that fDoppler = nPRF where n is a positive integer. All
targets moving at integer multiples of Vblind are not detected at all by the GMTI radar. For example, if
Vblind = 30m/s, a target accelerating towards V = 30m/s would then suddenly disappear in the GMTI
radar.

The radar is assumed to be located at the origin of the map (0,0).

A non-parametric algorithm which assumes no prior knowledge of clutter density is used to model the
background clutter.

Without loss of generality, but loosing some accuracy, the road map is assumed to consist of linear
road segments that are modelled using a first order equation. As shown in Figure 2.7, the union of
linear segments build up the whole road map.

3.2 MODELLING THE SYSTEM USING MULTI MODELS

The objective of target tracking is to estimate the state of the target. In reality, the motion model of the
target is not known. The algorithms underlying Kalman filter are model based and usually assume that
the target obeys a presumed motion model. The success of target tracking is closely related with the
selection of the models used in the algorithm [30].

There are mainly two types of motion in the literature: nonmaneuvering and maneuvering motion. In
nonmaneuvering motion it is assumed that target evolves on a straight motion at a constant velocity
[30, 31].

In maneuvering mode of the target, target can suddenly change its motion, hence the tracker must
recognize these changes and adapt itself by adding different models for which target is assumed to
obey one of the suitable models among the predetermined models in the tracker.

In reality, an accurate knowledge of the track’s motion is not available to the tracker which is referred
to as motion uncertainty. Therefore, a process noise or error is incorporated to the state space model
for the uncertainty in the motion of the target in the corresponding motion model.

The tracker in this thesis consists of a constant velocity model, a coordinated turn model, a stop model
and a hide model. Constant velocity model with low process noise is used to handle slow moving
targets while constant velocity model with high process allow capturing target’s acceleration. Ground
targets are, in general, assumed to evolve in accordance with constant velocity and coordinated turn
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models. Target can deliberately stop and move to be invisible to the tracker or move at very low speeds
that GMTI radar can not detect. A stop model is embedded in the tracker to track targets moving
below minimum detected velocity. Due to the topographic constraints in the ground, target may not be
observed, for instance, in tunnels. A hide model is added to the model set to handle such cases.

A state space model is a mathematical representation which is comprised of two models: i) process
model or motion model, ii) measurement model.

3.2.1 Motion Models

The motion models for a maneuvering target is not known a priori and one has to make an assumption
that the target of interest is likely to move in one of the predetermined motion models defined as below:

3.2.1.1 Constant Velocity Model

The state space model or target state for a constant velocity model is assumed to propagate in time
interms of noisy signal with the following recursive equation

xk+1 = F xk + G wk (3.2)

where xk is true state vector. The true state of the target for a discrete time constant velocity model in
Cartesian coordinate system [30, 31] consists of position and velocity in this thsesis and is modelled by
xk =

[
x Vx y Vy

]T
where x, y are the position and Vx,Vy are the velocity of the target respectively.

F is the state transition matrix which describes the transition from previous state to the current state
and G is the process noise matrix, defined as follows

F =


1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1

 G =


T 2/2 0

T 0
0 T 2/2
0 T


where T is the sampling time. The process noise wk is defined as a white Gaussian noise vector
distributed with zero mean and covariance Q, i.e., wk ∼ N(0,Q) where

Qk = E
{
wkwT

k

}
(3.3)

E {wk} = 0 (3.4)

E
{
wkwT

l

}
= 0 if k , l. (3.5)

The process noise is injected to the system to compensate the uncertainty on the motion of the target.
The selection of the process is important in the tracking performance. If the process noise is below
than what it must be, tracker may be unable to follow the track and this leads to miss of the target.
If the process noise is given higher, the target of interest can be tracked. However, the position error
increases, which is not preferable. This indicates a trade off situation which must be resolved and
fine-tuned in each tracking application.
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3.2.1.2 Coordinated Turn Model with Constant Turn Rate

This model assumes that the target moves with nearly constant angular (turn) rate w and the the state
vector is [8] provided as

xk =
[
x, y,V, ω, φ

]
(3.6)

where x, y are the position, V is the heading angle of the target velocity, φ is the turn rate, φ = tan−1( y
x ),

ω is the magnitude of the velocity.

Target state is assumed to evolve in accordance with the following recursive equation

xk+1 = Fc xk + Gc wk (3.7)

where Fc is the state transition matrix and Gc is the process noise matrix of the coordinated turn model
respectively which are defined as follows

Fc =



1 0 Φ13 Φ14 Φ15

0 1 Φ23 Φ24 Φ25

0 0 1 T 0
0 0 0 1 0
0 0 0 0 1


Gc =


T 2/2 0

T 0
0 T 2/2
0 T

 (3.8)

When the common model is chosen as the constant velocity model, the parameters of coordinated turn
is converted as follows

x = x y = y

Vx = V cos φ Vy = V sin φ

The turn rate ω is constant and does not affect the Vx and Vy components [8]. Therefore, an EKF is not
required in the tracking algorithm.

3.2.1.3 Stop Model and Hide Model

The state space vector of the target when in stop condition is given [64] as

xk+1 = Fstop xk + Gstop wk (3.9)

where Fstop is the state transition matrix for the stop model and Gstop is the noise matrix defined as

Fstop =


1 T 0 0
0 0 0 0
0 0 1 T
0 0 0 0

 Gstop =


T 2/2 0

T 0
0 T 2/2
0 T

 (3.10)

The stop model is replaced with the constant velocity model when the target is in stop mode. The state
estimate, associated covariance and likelihoods are evaluated considering that the target is not visible
to the tracker, i.e., probability of detection is zero.

The hide model also uses the same state space vector defined in Eq. 3.9. However, the operation details
of the hide model are different than the stop model and are further elaborated in Section 4.1.3.
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3.2.2 Measurement Model

Measurements are received from the GMTI radar and formed as a random set zk =
{
z`k
}Nk

`=1
at each time

step to be used by the tracker. The measurements consists of, if detected, the target detection and also
the background clutter.

The measurement model of the true target [32] is obtained as

zk = Hxk + vk (3.11)

H =

1 0 0 0
0 0 1 0

 (3.12)

where H is the measurement matrix, vk is the measurement noise representing a white Gaussian noise
with zero mean and the measurement covariance matrix R, i.e., vk ∼ N(0,R), where

Rk = E
{
vkvT

k

}
(3.13)

E {vk} = 0 (3.14)

E
{
vkvT

l

}
= 0 if k , l. (3.15)

The measurement noise vk is assumed to be independent of the process noise wk.

In polar coordinates, the measurement originated from the target is defined by:

zk = h(xk) + vk (3.16)

where

h(x) =

σR

σAz


=

 √x2 + y2

tan−1( y
x )


where σR denotes the standard deviation for range that is the range measurement error in meters and
σAz is the azimuth measurement error in degrees.

The measurement errors are provided in X-Y plane as σx (in meters) and σy (in meters) and are
integrated into the measurement covariance matrix R in Cartesian by

R =

σ2
x 0

0 σ2
y

 (3.17)

where σ2
x indicates the variance in x direction and σ2

y indicates the variance in y direction.

The measurement error variance is generally used to describe the known or unknown errors originated
from the detection device or from statistical variations. A measurement error variance defined in X-
Y plane is the deviation within a certain tolerance from the true target position. For example, if the
measurement error variance is 20 m and 20 m in x and y directions, the true target location is assumed
to be reported to the tracker with a dispersion by ± 20 m error in X-Y plane.
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3.2.2.1 Background clutter

In modelling the background clutter two different approaches can be used: i) Parametric algorithms,
ii) Non-parametric algorithms.

Parametric algorithms assume prior knowledge of the clutter density. To include this density in design-
ing trackers, firstly the statistical model of the clutter density has to be obtained. Then the tracker can
be tuned to use this knowledge to improve the tracking quality. However, because the clutter density
is heavily dependent on terrain characteristics, weather conditions, man-made disturbances, it is quite
restricting to assume prior knowledge of the clutter density. It is a better idea to estimate the density
online as the tracking progresses. This leads to the non-parametric approach. When there is no prior
knowledge, it is best to assume a uniform density in the validation region which is evaluated as:

λ =
N̂k

Vk
(3.18)

where Nk is the number of observations included in the gate and Vk is the volume of the gate. Therefore,
the observations which form the clutter are assumed to be uniformly distributed and the nonparametric
approach is used to obtain the clutter density in the thesis.

Now that the description of the motion models and the measurement models have been completed,
the theoretical background for the fusion of the overall state estimate both in the IMM and AMM
algorithms is provided in the next section.

3.3 MODEL AND STATE ESTIMATION USING MULTI MODELS

This section describes the MAP and MMSE methods which are widely used to find estimates of ran-
dom variables. These methods are also used in the AMM and IMM structures.

The development in this section is derived from the discussion in [33]. Let us define a hybrid random
variable (RV)

ξ = (x,m) (3.19)

where x is a continuous RV and m is a discrete random variable. Let z denote the observations of this
hybrid random variable. Then, the joint mixed (pdf, pmf) given the observations is

p(x,m|z) = f (x|m, z)p(m|z). (3.20)

The MAP estimations of the discrete random variable m and the continuous random variable x are
defined as

m̂MAP = argmax
m

p(m|z) (3.21)

x̂MAP(m̂MAP) = argmax
x

f (x|z, m̂MAP) (3.22)

respectively. It is important to note that other MAP estimators can also be defined such as

(x̂JMAP, m̂JMAP) = argmax
(x,m)

p(x,m|z) (3.23)

where JMAP denotes joint MAP estimation.

The MMSE estimation of the continuous random variable x is defined as

x̂MMSE = E[x|z]. (3.24)
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The MMSE and MAP criteria minimize the following cost functions respectively

CMMSE(x − x̂) = (x − x̂)2 (3.25)

CMAP(x − x̂) = lim
ε→∞

1(|x − x̂| − ε) (3.26)

where

1(|x − x̂| − ε) =

0 if |x − x̂| < ε

1 if |x − x̂| > ε
(3.27)

and x̂ indicates the expected x in terms of MMSE.

3.3.1 MMSE and MAP estimations in the AMM tracker

Model sequence of an AMM tracker through time k is given in Figure 3.2.

Figure 3.2: A generic sequence in the AMM algorithm

MMSE: In the AMM, in Figure 2.2, the MMSE estimator of the state x is defined as

x̂MMSE
k|k = E[xk |zk]

=

m∑
i=1

E[xk |zk,mk
(i)]P

{
mk

(i)|z
k
}

=

m∑
i=1

x̂(i)
k|k µ

(i)
k

(3.28)

where,
zk = (z1 . . . zk) are the measurements,
µ(i)

k is the posterior mode probability,
x̂(i)

k|k is the MMSE estimation from ith filter assuming m(i) is true through time. Because the state
estimate is a weighted average of the model outputs, it does not make sense to define a MMSE output
of the model m.

MAP: The MAP estimates of the state x and the model m are defined as follows
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Let the mixed pdf-pmf of the base state and mode at time k be

p(xk,mk |zk) = f (xk |zk,mk)p(mk |zk)

=
{
f(i) (xk |zk) µ(i)

k , i ≤ m
} (3.29)

where f(i)(xk |zk) = f (xk |zk,mk
(i)) is the density assuming the mode sequence is

m(i)
1 ,m

(i)
1 , . . . ,m

(i)
k i.e., m(i) the true model.

From the total probability theorem, the base state posterior mixture density is

f (xk |zk) =

m∑
i=1

f (xk |zk,mk
(i)) p(m(i)

k |z
k)

=

m∑
i=1

f(i)(xk |zk)µ(i)
k .

(3.30)

Then, the MAP estimate of the model m is

m̂k
MAP = (m̂1, . . . , m̂k) (3.31)

where

m̂1 = m̂2 = . . . = m̂k = m̂MAP
k

= argmax
m(i)

µ(i)
k .

(3.32)

Note that the MAP estimations of the model at all times from 1 to k are identical, hence we have a
constant sequence of this mode throughout time from 1 to k.

It follows that the MAP estimate of the position is

x̂MAP
k|k (m̂MAP

k ) = argmax
xk

f(i)(xk |zk) (3.33)

if m̂MAP
k = m(i). This is the peak location of the component density f(i)(xk |zk) corresponding to the

model m̂MAP
k .

3.3.2 MMSE and MAP estimations in the IMM tracker

Notationwise, let us define the generic event of a model sequence mk
(ik) as

mk
(ik) = mk

(i1,i2,...,ik)

=
{
m(i1)

1 ,m(i2)
2 , . . . ,m(ik)

k

}
.

(3.34)

For illustration purposes an example model sequence in the IMM tracker of Figure 2.4 is given in
Figure 3.3 where the sequence of m4

(1,2,1,3) is highlighted in bold. Here, k = 4 and there are 3 models
in the IMM algorithm resulting in three possible model realizations at each time.

MMSE: In the IMM target tracking state estimation, the MMSE estimator of the position x is defined
as

x̂MMSE
k|k = E[xk |zk]

=
∑

ik∈Mk

E[xk |zk,mk
(ik)] P

{
mk

(ik)|z
k
}

=
∑

ik∈Mk

x̂(ik)
k|k µ

k
(ik)

(3.35)
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Figure 3.3: An example of model sequences in the IMM algorithm

=
∑
i∈M

E[xk |zk,m(i)
k ] P

{
m(i)

k |z
k
}

=
∑
i∈M

x̂(i)
k|k µ

(i)
k

(3.36)

where,
µk

(ik) = P[mk
(ik)|z

k] is the posterior mode-sequence probability,

x̂(ik)
k|k = E[xk |zk,mk

(ik)] is the conditional MMSE estimate assuming sequence mk
(ik) is true,

µ(i)
k = P

{
m(i)

k |z
k
}

is the posterior mode probability,

x̂(i)
k|k = E[xk |zk,m(i)

k ] is the conditional MMSE estimation assuming model m(i) is in effect at time k.

MAP: The MAP estimates of the state m and the model x are defined respectively as follows

m̂k|k
MAP = argmax

m(ik )

{µk
(ik), i

k ∈ Mk}

= (m̂1|k, m̂2|k, . . . , m̂k|k)MAP
(3.37)

x̂MAP
k|k

(
m̂k|k

MAP = (m̂1|k, m̂2|k, . . . , m̂k|k)MAP
)

= argmax
xk

f(ik)(xk |zk) (3.38)

where the right hand side of the last equation is evaluated for m̂k|k
MAP. Note that m̂k|k

MAP is a sequence
estimate. The last element in the sequence, namely, m̂k|k is taken as the MAP estimate at time k. The
MAP sequence m̂k|k

MAP is used then to obtain x̂MAP
k|k which turns out to be the maximum of the posterior

density when the mode sequence in effect is m̂k|k
MAP.

In summary, the MAP estimate of the model at time k is the one with maximum mode probability and
the MAP estimate of the state x is the maximum of the posterior density coming from the model m̂k|k

MAP.

3.4 COMPOSITE ESTIMATION USING AMM and IMM TECHNIQUES TOGETHER

Figure 3.4 illustrates the new composite approach to the state estimation. In this approach there are n
branches of IMM estimators that consist of the branches of the AMM estimator. In an AMM estimator,
there are n branches of filters that correspond to different motion models. Hence each filter outputs the
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state estimation that is the result of the Kalman Filter using the appropriate motion model. In AMM
filtering there is no interaction in branches to initialize the filters in the next time step. In the composite
IMM-AMM approach described here, the n basic filters (state estimators) are replaced by n IMM state
estimators. In compliance with the AMM approach, the n IMM filters do not interact. The output of the
AMM estimator can be computed using various estimators, the most appropriate of which in ground
target tracking seem to be MMSE and MAP estimators. It turns out that this estimation structure
provides a computationally efficient, responsive technique to track ground targets, the details of which
are explained in the next chapters.

Figure 3.4: Composite IMM-AMM Estimation Structure

3.5 INCORPORATION OF VARIABLE STRUCTURES IN THE COMPOSITE ESTIMA-
TION

The composite estimation structure can further be modified to include variable structure multi model
techniques. This is achieved in two ways which extend the composite IMM-AMM estimation structure
to a flexible ground.

• Variable structure IMM included in branches: Variable Structure IMM techniques can be
used in the IMM branches in the composite structure, i.e., Any or all of the branches in Figure
3.4 can be replaced with VSIMM branches.

• Variable structure AMM to add/drop IMM branches: The composite structure can have a
variable number of branches in Figure 3.4 which results in a variable structure AMM algorithm
(VS-AMM).

3.6 VALIDATION REGIONS IN CLUTTER FOR COMPOSITE ESTIMATION

Ground target tracking surely includes variable structure techniques which are tuned to topographic
constraints, road constraints and so forth. Taking those constraints into account, the validation regions
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(gates) where the true measurement from target together with some unwanted clutter measurements
lie, can be modified as well. The purpose of this modification is to let a minimum number of clutter
measurements in gates. The most common form of gating is performed by using a chi-square test as
described in Section 2.3.1.

Other gating approaches can be developed, referred to as “smart gating" which use a priori information
such as road constraints and topographic constraints. For example, if the target is moving along a
mountainous road we are sure that the validation region must not include far away regions from the
road. The validation region to the sides of the road must only include the region that the measurement
uncertainty defines, as seen in Figure 3.5. The width of the triangle is determined by the measurement
uncertainty of the radar. For example if the variance of the measurement uncertainty is 20m, the width
of the rectangle is 40m plus the width of the road.

Figure 3.5: The rectangle indicates the region where the target detection is likely to fall

The target may move in constant velocity or accelerate during onroad motion. When there is a sudden
increase in the velocity and when there are topographic constraints, we assume that the target would
move along the road and would not leave the road position. Therefore, we may add an offset value as
seen in Figure 3.6 and try to catch the target along the road.

Figure 3.6: Adding an offset to the gate center

A relation between gate volume and velocity can be developed as well. When the velocity is small an
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assumption can safely be introduced which limits the maximum distance that the target can travel as
shown in Figure 3.7. Hence, when the velocity is small, the gate size can be chosen small as well.

Figure 3.7: The length of the rectangular gate is selected smaller when the velocity of the target is
small

In composite estimation, these gates are incorporated in the appropriate branches. For example, if one
of the IMM branches represent a road segment where a bridge or mountainous region with no off road
exits appear, the gating there is performed accordingly.
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CHAPTER 4

VARIABLE STRUCTURE COMPOSITE IMM-AMM
TRACKING ALGORITHM

This chapter describes the VS-A-IMM single target tracking algorithm in detail. The algorithm origi-
nates from the composite estimation framework discussed in Chapter 3. In developing the VS-A-IMM
algorithm, various ingredients has been used on top of the estimation framework. These are the IPDAF
algorithm, stop model, JPDAF algorithm, variable structure algorithm and smart gating. The VS-A-
IMM algorithm is described in a structured way, putting a building block on top of another starting
from the basic building block PDAF algorithm. After the development of the algorithm is completed,
the operation of the algorithm is discussed and the control algorithms that pulls everything together in
the VS-A-IMM algorithm is elaborated in detail.

The standard IMM-PDAF and VSIMM-IPDAF algorithms and their implementation detail are de-
scribed in addition to the development of VS-A-IMM as well.

4.1 BRANCHES OF THE COMPOSITE IMM-AMM TRACKER

VS-A-IMM algorithm is developed by adding or deleting more than one branches that includes IMM/VSIMM
IPDAF algorithms according to the topographic constraints or target motion.

The development of the VS-A-IMM tracker starts from the incorporation of the basic IMM-PDAF
algorithm in the composite estimation framework. Firstly, it is assumed that the track exists, which is
relaxed later in the development.

4.1.1 IMM-PDAF Algorithm

The IMM-PDAF is a multiple model algorithm used in the tracking of a single maneuvering target in
the presence of the clutter.

The IMM-PDAF combines M number of PDAFs and the outputs of each PDAF is combined with the
IMM algorithm to obtain the overall estimate as illustrated in Figure 4.1. The implementation details
of the IMM-PDAF algorithm is as follows:
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Figure 4.1: The structure of IMM-PDAF algorithm with three motion models

4.1.1.1 PDAF

PDAF is a suboptimal algorithm developed by Bar Shalom [5]. Figure 4.2 focuses the one branch of
the IMM-PDAF structure shown in Figure 4.1.

Figure 4.2: The PDAF branch in the IMM-PDAF algorithm

Each PDAF consists of one motion model and produces one state estimation and associated covariance
in addition to calculation to the likelihood and therefore mode probability to be used in the IMM
algorithm.

As it can be seen from Figure 4.2, PDAF takes initial state estimates and initial associated covariance
evaluated as a result of the interaction and the measurement set for the current time step as an input and
yields the filtered state estimate, filtered covariance and the likelihood to be used in the IMM portion
of the composite IMM-PDAF algorithm. The algorithm is based on the assumption that there is at
most only one target among the observations and target already exists. Due to this assumption, it is
used for track maintenance.

The PDAF algorithm is specified as follows:

Step 1: Obtain initial measurement prediction

Let ẑk|k−1 be the initial measurement prediction and innovation covariance S k evaluated as in Eq. 2.9.
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Step 2: Obtain new measurements at each time step

The innovation of each measurement (z`k − ẑk|k−1) is obtained and used in statistical distance or normal-
ized distance. The normalized distance d2

` is then obtained as the follows:

d2
` =

(
z`k − ẑk|k−1

)T
S −1

k︸︷︷︸
innovation covariance

(
z`k − ẑk|k−1

)︸       ︷︷       ︸
innovation

. (4.1)

The gate threshold γ calculated in each step [8] as follows:

γ = 2 ln
[

Pd

(1 − Pd)(2π)Md/2
√

(|S k |)

]
(4.2)

where Pd denotes the probability of detection, Md is the dimension of the measurement, S k is the
innovation covariance.

Then, the statistical distance of each measurement is compared if it is below the gate threshold as:

d2
` ≤ γ. (4.3)

The observations which are less than the gate threshold are chosen as the validated measurements to
be utilized at the input of the PDAF box in Figure 4.2. The number of measurements are expressed as
Nk.

Therefore, the set of measurements which falls in the validation region at scan k is denoted as follows:

zk =
{
z`k
}Nk

`=1
. (4.4)

The performance of tracking is directly influenced by the validated measurements. A wise selection of
the measurements increase the tracking performance.

Step 3: Find probabilities of each hypothesis

This step calculates the weights that project the contribution of each measurement at the output of the
PDA filter. Hypotheses arise from the assumption of the PDAF algorithm such that at most one of the
measurements in the validation gate is originated from the true target and the other measurements in
the gate are false measurements. This assumption can be interpreted by two hypotheses as follows:

3.A. The probability that none of the validated measurements is target originated

The probability or weight of the hypothesis β́o
k is provided as:

β́o
k = λNk (1 − PdPg) (4.5)

where,
λ is the clutter density which is evaluated nonparametrically as in Eq. 3.18,
Pg is the probability that a correct target return will fall within the gate threshold,
Pd is the probability of detection,
Nk is the number of measurements relevant to the target in the gate.

3.B. The probability that the measurement ` in the gate is target originated Any of the validated
measurements in the gate could be the true target itself. The probability of each measurement is taken
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into account which are used in the weighted innovation and then in the weighted state estimation. β́`k
is the probability that the `th measurement is obtained from target for ` = 1, · · · ,Nk

β́`k = λNk−1︸︷︷︸
Clutter density for Nk−1 measurement

Pd e−d2
` /2

(2π)M/2
√
|S `

k |︸           ︷︷           ︸
Likelihood for the `th measurement

(4.6)

where d` is the Mahalanobis Distance of the `th measurement.

Step 4: Normalize all weights
As weights are defined as probabilities, weights are normalized to satisfy the probability axioms [20]
in which the probability must lie between zero and one.

βo
k =

β́o
k

β́o
k +

Nk∑
`=1

β́`k

β`k =
β́`k

β́o
k +

Nk∑
`=1

β́`k

Normalized weights are then used in the weighted innovation.

Step 5: Find weighted innovation
The measurement innovation (z`k − ẑk|k−1) projects the difference between the predicted measurement
ẑk|k−1 = Hx̂k|k−1 and the measurement `.

A weighted innovation z̃k is found by substituting normalized weights β`k and the measurement inno-
vation into the following equation:

z̃k =

Nk∑
`=1

β`k(z`k − ẑk|k−1). (4.7)

The weighted innovation is then incorporated into the state estimation filter and used in defining the
covariance as well.

Step 6: Find weighted state and associated covariance

The state estimation for each PDAF is obtained as follows:

x̂k|k = x̂k|k−1 + Wk z̃kWT
k (4.8)

where Wk is the Kalman Gain given in Eq. 2.11. Once every possibility in the validation region is
elaborated, the resulting state estimate projects the contribution of each measurement in the gate. If
the number of measurements increases, the position error grows. If however, the gating is evaluated in
a wise manner, a smaller number of measurements fall in the gate, which leads to a smaller position
error.

The associated covariance is found as:

Pk|k = βo
k Pk|k−1 + (1 − βo

k) ´Pk|k + DPk︸︷︷︸
uncertainty in the data association

(4.9)

where
´Pk|k = Pk|k−1 −WkS kWT

k (4.10)
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and the spread of the mean is given by:

DPk = Wk

 Nk∑
`=1

β`k(z`k − ẑk|k−1)(z`k − ẑk|k−1)T − z̃k z̃T
k

 WT
k . (4.11)

The associated covariance is a critical factor in the state estimation of the algorithm such that, if the
covariance grows, the inverse of the innovation covariance dramatically decreases and this decrease
directly increases the size of the gate threshold obtained in Eq. 4.2. This causes incorporation of
more measurements into the algorithm. This might help to catch the maneuvering target, however, it
causes position error to increase which is the discrepancy between the expected state estimate and the
trajectory of the true target.

Step 7: The likelihood function

The likelihood function, Λk is the value of each measurement that originates from the Gaussian prob-
ability density function as

Λk = N(z̃k; 0, S k) (4.12)

where N(z̃k; 0, S k) indicates the Gaussian probability density function with argument z̃k (innovation),
and it has zero mean and covariance S k. It can also be expressed as cost of assigning an observation to
a track (predicted measurement) as demonstrated in Figure 4.3. This means that if the likelihood value
is far away from the peak of the pdf, it has a smaller likelihood.

Figure 4.3: Likelihood Function: Likelihood 1 > Likelihood 2

The combination of the contribution of each likelihood in the PDA filter indicates how good the model
performance is and provided as follows:

Λk = (1 − PdPg)λ +

Nk∑
`=1

Pd e−d2
` /2

(2π)Md/2
√
|S k |

(4.13)

where, λ is the clutter density (λ = Nk
Vk

), Nk is the number of measurements that are relevant to the
target, Vk is the volume of the gate in Eq. 2.17, d2

` is the normalized distance or Mahalanobis distance,
S k is the innovation covariance matrix for each filter at scan k, Md is the dimension of the measurement
vector. The detection probability Pd and the probability of the target falls in the gate Pg are needed to
calculate likelihood as well.

Likelihood has a significant effect on the tracking performance that likelihood is used in the calculation
of the mode probability, and then in the estimation of the state for each filter in the IMM/VSIMM
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algorithms. This helps the VS-A-IMM algorithm to select the model which has the maximum mode
probability as the in-branch’s state estimate. Finally, the overall state estimate projects one of the
in-branch’s state estimate.

This brings the discussion of the PDAF stage of the IMM-PDAF algorithm to an end. In the next
section, the cooperation of the PDAF and IMM algorithms are elaborated.

4.1.1.2 IMM

The IMM is a method that provides model transition among the predetermined motion model set in
a probabilistic manner along the full motion of the target and aims to adapt to maneuvering motion
of the target. It assumes that the model can be changed at each time step. This model transition is
modelled by Markov process.

Step 1 : Determine model probability transition matrix
A 3 × 3 Markov Matrix for a 3 model case is defined as follows:

πi j =


π11 π12 π13

π21 π22 π23

π31 π32 π33

 . (4.14)

The sum of the probabilities at each row must be unity in the Markov Matrix for any given model.
Therefore, for model j

M∑
j=1

πi j = 1. (4.15)

Each column indicates one model in the matrix. Therefore, the 3× 3 Markov matrix can be interpreted
as a three-model IMM. The elements in the diagonal gives an idea about how the algorithm adheres
to its model at each step. The rest of the elements in the matrix are the prior probabilities of model
transition probability from one model to the other model.

Step 2: Obtain likelihoods and updated model probabilities
The Likelihood function Λ

j
k is obtained ( j = 1, . . . ,M) using Eq. 4.13 for the measurements.

Using the Bayes’ rule, the updated model probabilities become

µ
j
k =

Λ
j
k µ

j
k|k−1

M∑
i=1

Λi
k µ

i
k|k

(4.16)

where µ j
k|k−1 is the predicted mode probability for model j given as

µ
j
k|k−1 =

M∑
j=1

πi j µ
j
k−1. (4.17)

The predicted mode probability indicates the probability after interaction that the target is in model j.

Step 3: Calculate overall state estimate and associated covariance matrix
The overall state estimate is a weighted sum of the state estimates of each filter:

x̂k|k =

M∑
j=1

µ
j
k x̂ j

k|k (4.18)
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where x̂ j
k|k is the state estimate that PDAF produces for model j as in Eq. 4.8 and µ j

k is the updated
model probability.

The overall covariance matrix is evaluated as:

Pk|k =

M∑
j=1

µ
j
k

[
P j

k|k + DP j
k

]
(4.19)

where P j
k|k is the covariance generated as in Eq. 4.9 in the PDAF algorithm.

The term added to compensate the uncertainty in the gate DP j
k is defined as:

DP j
k =

[
x̂k|k − x̂ j

k|k

] [
x̂k|k − x̂ j

k|k

]T
. (4.20)

To clarify, this step is intended to compare the true target trajectory and the estimation and hence to
calculate the error. This step is not a part of the recursive algorithm.

Step 4: Calculate mixing probabilities
The mixing probability that the target makes the transition from model i to j is given as:

µ
i j
k =

πi j µ
i
k

µ
j
k|k−1

(4.21)

where,
µi

k is the probability for mode i,
µ

j
k|k−1 is the predicted mode probability for model j,
πi j is the model transition probability matrix that the target would make a transition from model state
i to state j depending on the coefficients of the matrix.

The mixing probability is the mechanism providing the interaction amount for the model changes and
is used to update the initial state estimate to be used at the next time step.

Step 5: Find mixing states and covariance estimates

The initial state estimation for model j, x̂0 j
k|k, is calculated in order to provide an input to the PDAF in

Eq. 4.8.

The initial state estimation of the model j is obtained by using mixing probabilities, µi j
k , and state

estimates x̂i
k|k that are converted into a common dimensionality

x̂0 j
k|k =

M∑
i=1

µ
i j
k x̂i

k|k (4.22)

where x̂i
k|k is the estimate for model i.

The initial covariance of the model j, P0 j
k|k, is given by:

P0 j
k|k =

M∑
i=1

µ
i j
k

[
P j

k|k + DPi j
k

]
. (4.23)

The spread of the mean DPi j
k which is the difference in the state estimates from model i to j is

DPi j
k =

[
x̂i

k|k − x̂0 j
k|k

] [
x̂i

k|k − x̂0 j
k|k

]T
. (4.24)
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Step 6: Find predicted state and predicted error covariance

The state estimate obtained after interaction in the IMM state, also named as the mixing estimate, is
used to calculate the predicted state that is used in the PDA filter as follows

x̂ j
k+1|k = F j x̂0 j

k+1|k (4.25)

and the associated predicted error covariance is found as

P j
k+1|k = F j P0 j

k|k F j + Q j
k (4.26)

where F, G, wk−1, Qk−1 indicate the state transition matrix, the noise matrix, the noise vector, and the
process noise covariance respectively as defined in section 3.2.

The predicted state and the associated covariance carry previous states’ tracking kinematics and pro-
vide the base for the current state estimation.

The measurement prediction is then evaluated as

ẑ j
k+1|k = H j x̂ j

k+1|k. (4.27)

The measurement prediction, also named as the predicted measurement, is then used as the center of
the validation gate as mentioned in Step 1 in the PDAF algorithm.

Step 7: State prediction and covariance prediction used in gating
When there are more than one model in the IMM algorithm, forming a gate to obtain measurements
at each time step can be done for each filter as well as one common gating for all filters. This step
demonstrates the case of having one set of measurements for all models in the algorithm:

The predicted state x̂k+1|k to be used in the gating at time step (k + 1) is evaluated in the following
formula

x̂k+1|k =

M∑
j=1

µ
j
k|k x̂ j

k+1|k. (4.28)

The predicted covariance of the target Pk+1|k is evaluated as:

Pk+1|k =

M∑
j=1

µ
j
k|k

[
P j

k+1|k + DP j
k+1

]
(4.29)

where DP j
k+1 is the spread of the mean that is the difference in the state estimates of the model j and

the predicted state.

The IMM-PDAF has been a very effective target tracking algorithm in tracking of maneuvering mode
of a single target in the cluttered environment. When this algorithm is applied for ground targets, one
needs to resolve track drop problem that would be encountered due to the MDV which is one of the
design characteristic of the GMTI sensor used in the tracking of the ground targets. Even though the
motion uncertainty problem is handled for a single target in the presence of the clutter by extending the
IMM to the PDAF algorithm, move-stop motion is not taken into account in the IMM-PDAF algorithm
and still requires attention.

Now that the IMM-PDAF algorithm has been developed completely, we can integrate the stop model
to the IMM-PDAF algorithm used to address the track drop problem caused by stopping targets.
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4.1.2 IMM-PDAF with Move-Stop Model

The GMTI sensor distinguishes the moving ground targets from background clutter by the Doppler
effect and cannot detect the targets stops or move slowly under the minimum detected velocity. In
rural areas, target may avoid being tracked by the sensor by deliberately stopping and moving. To
tackle this problem, a state dependent stop model is described in [64, 65] by using a standard VSIMM
technique. However, there are a number of shortcomings of the method:

i) The state dependent stop model [65] is not evaluated in cluttered environments.

ii) The scenario does not include any special problems in which VSIMM mostly generates position
error peaks when compared to the standard IMM techniques. These are the junction, offroad exit,
onroad entry cases.

The above cases are elaborated and incorporated into the IMM-PDAF algorithm to obtain the IMM-
PDAF-Stop model as an intermediate step to construct the VS-A-IMM method.

Another approach is given in [43] but the details of the procedure that how stop behaviour problem is
tackled and resolved is not discussed at all.

The integration of a stop model described below is inspired by the state dependent approach [65] and
enhances that approach by using validation regions (gating) and by addressing junction, onroad offroad
entry/exit cases.

Step 1: Define a threshold velocity level

A threshold velocity level for stop behaviour is defined to compare it with the estimated velocity of
target that is obtained from the current state estimate as

Vstop = adT + V0 (4.30)

where ad is the maximum amount of deceleration in the velocity, T is the sampling interval and V0 is
the maximum speed deviation selected as V0 =

√
6σ0T.

The velocity of the target under the stop model is defined by the Rayleigh distribution and the proba-
bility density function when target is at the stop mode is evaluated as

f (V) =
V

σstopT 2 exp
(

V2

2σstopT 2

)
(4.31)

where σstop is the standard deviation for the stop model it must satisfy σstop ≤
1
√

6T
MDV .

To keep the analysis simple, Vstop is chosen as the minimum detectable velocity.

The MDV mentioned in section 2.1 is the critical threshold for a GMTI sensor to detect moving ground
targets and the actual value of the MDV is based on the signal processor embedded in the sensor [58].
It is usually assumed as between 2 m/s - 4 m/s. In this thesis the MDV is assumed as 2 m/s.

Step 2: Obtain state estimates

The state estimate is obtained from the output of the PDAF for stop model. During the stop mode
of the target, IMM-PDAF with included stop model is executed whereas the IMM-PDAF is the main
algorithm in the tracking (non-stop case).
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Step 3: Derive the radial velocity and compare it with the MDV

The state estimate vector is comprised of the position and the velocity of the target in the X-Y plane as
x̂k =

[
x Vx y Vy

]T
where x and y are the positions of the target in the X-Y plane respectively while Vx

and Vy are the velocities in X and Y coordinates. Then, the radial velocity is found using the current
estimated filter, x̂k, as

V =

√
V2

x + V2
y . (4.32)

This radial velocity is calculated at each time step and compared with the MDV. If the radial velocity
does not approach to the MDV, the standard IMM-PDAF algorithm continues to provide the state
estimate.

Step 4: Add stop model into the IMM model set if V ≤MDV

If the target slowly moves under the MDV or stops, one of the models in the model set of the IMM
algorithm is replaced with the stop model. The stop model state space vector described in Eq. 3.9 is

xk+1 = Fstop xk + Gstop wk (4.33)

where the state transition matrix F and the noise matrix G respectively are given as follows

Fstop =


1 T 0 0
0 0 0 0
0 0 1 T
0 0 0 0

 Gstop =


T 2/2 0

T 0
0 T 2/2
0 T

 . (4.34)

The process noise for the stop model wk is assumed generally as zero. However, it is recommended
that a non-zero process noise must be added to support the case that the target would not stop suddenly
at one sampling period [65]. The second row in the state transition matrix causes the velocity part
become zero and hence, the state estimate for the current scan is very much close to the previous state
estimate.

Step 5: Obtain combined model transition probability matrix

The standard IMM algorithm utilizes one Markov matrix in which the number of columns indicates
the number of models and provides the probabilities of transition from one model to another model.
When the stop model is defined, the Markov matrix has to keep a zero column in the Markov matrix.
However, considering that a target deceleration do not take place in one sampling interval, one more
Markov matrix has to be defined to support the deceleration transitions. Therefore, target movement
can be defined in two stages:

i) The slow stage E = V ≤ Vstop at which the radial velocity is under the MDV is described. The
transition probability matrix for the slow stage is denoted as

[
pi j

]E
=


πE

00 πE
01 πE

02
πE

10 πE
11 πE

12
πE

20 πE
21 πE

22

 . (4.35)

ii) The fast stage Ē = V > Vstop is the case where the radial velocity of the target is above the MDV.
The transition probability matrix for the fast stage is described as

[
pi j

]Ē
=


0 πĒ

01 πĒ
02

0 πĒ
11 πĒ

12
0 πĒ

21 πĒ
22

 . (4.36)
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The structure of the IMM algorithm utilizes one Markov matrix only to support model transitions from
one model to the other at each time step. Therefore, a combined mode transition probability matrix is
required.

Step 6: Obtain a combined mode transition probability matrix

The combined probability matrix πc
i j is calculated as the weighted sum of the matrices that belong the

slow and fast stages
πc

i j = πE
i j pE,i

k−1 + πĒ
i j pĒ,i

k−1 (4.37)

where πE
i j and πĒ

i j are the mode transition probabilities (Markov) matrices under E and Ē respectively.

The slow stage probability on mode i at scan k, updated by the Rayleigh distribution, is denoted by:

pE,i
k−1 = P

{
Ek−1|Mi

k−1, z
k−1

}
(4.38)

= P
{
V ≤ Vstop |x̂i

k−1|k−1, P
i
k−1|k−1

}
(4.39)

where E indicates the slow stage, x̂i
k−1|k−1 and Pi

k−1|k−1 are the state estimate and the associated covari-
ance for mode i at scan k − 1 respectively.

The fast stage probability is obtained as follows:

pĒ,i
k−1 = 1 − pE,i

k−1. (4.40)

Step 7: Obtain mixing probability after stop model is activated

The resultant combined mode transition probability matrix is used to update the mixing probability in
the calculation of the initial state estimate after the interaction in the IMM algorithm as

µ
i j
k =

πc
i j µ

i
k

µ
j
k|k−1

(4.41)

where,
µi

k is the probability that the target is in model i as evaluated after data are received at scan k,
µ

j
k|k−1 is the predicted mode probability,
πi j is the mode transition probability matrix (Markov) in which the target would make a transition from
model state i to state j.

The stop model is terminated when the target moves above the MDV and the standart IMM-PDAF
algorithm comes into play to obtain the state estimates. The development of this algorithm is an
important intermediate step to construct the branches of the VS-A-IMM algorithm.

In the next section, the hide model is described to further enhance the IMM-PDAF algorithm.

4.1.3 IMM-PDAF with Hide Model

Targets sometimes might be invisible to the radar due to topographic constraints such as elevation,
tunnel, underground subway or tree areas which might also seem like tunnels. If a priori information
is not provided to the tracker, the track is immediately dropped and then must be reinitialized properly.
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If the topographic constraint is available to the tracker, one conventional approach that can be used is
to wait for the target to reappear at the location where it would possibly be visible again.

In this study, a tunnel is chosen as the topographic constraint and its location is assumed to be known.
Two approaches are presented that can observe the target going out of the tunnel without dropping the
track.

The first one (Approach I) is based on the fact that the target of interest moves at a constant speed
when it is invisible to the tracker.

The second one, Approach II, has no assumption regarding the target motion in the tunnel.

Approach I (Traditional): Constant Velocity Assumption

Approach I is a method that can track the target of interest along the topographic constraint in which the
target is obscured and then seen again. This approach is incorporated in to the IMM-PDAF algorithm
in which it only becomes active when the target moves close to the tunnel. It is deactivated if the target
is visible after the tunnel. This algorithm is described as follows

i) The motion of the target along the tunnel would be constant and known. The direction of the
movement is assumed to be only in one direction.

ii) The normalized distance between the predicted measurement and the entry point of the tunnel is
measured at each time step.

iii) When the target approaches to the tunnel, the tracking process is carried out with the assumption
that the target keeps moving at a constant velocity along the tunnel. No real measurement is provided
to the tracker. The probability of the detection becomes zero. The state is virtually estimated by
interpolation and is propagated along the movement in the tunnel and then a gate is opened at the
predetermined location at the expected time step to obtain new measurements.

iv) When the target exits the tunnel, the standard IMM-PDAF algorithm is executed.

The advantage of this approach makes tracking of a ground target possible without considering track
loss in its simplest way. If the target of interest does not obey the assumption, a missed track occurs.

In realistic situations, this is not the case. One can not hope or expect a driver’s motion to be constant
velocity if it is a suspected target which aims to mislead the tracker. To resolve this problem, a novel
hide model is proposed in this study.

Approach II: Hide Model Proposed

The hide model is a simple and practical approach which supports ground target tracking if the to-
pographic constraints are available to the tracker. The approach does not care about the speed of the
target and about when it would quit the terrain obscuration. Therefore, the algorithm is independent of
the time spent in topographic constraints.

The hide model is implemented in the VS-A-IMM algorithm when there is a priori information about
topographic constraints like tunnels, elevation around the roads or forests.

The approach proposed here is not dependent on the assumption that the target moves in the topo-
graphic obscuration with a constant velocity and therefore resolves the target drop problem when the
target is moving in the obscuration with an unpredictable behaviour.
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The hide model is activated if the normalized distance between current state of the target and the tunnel
is in the vicinity of the tunnel threshold.

The new approach is developed by using the on-standby and not-to-advance characteristics of the stop
model and implemented into the in-branches of the VS-A-IMM algorithm.

The IMM-PDAF algorithm with Approach II is described as follows

Step 1: The state of the target is obtained by the IMM-PDAF algorithm at each time step.

Overall state estimate is found as in Eq. 4.18

x̂k|k =

M∑
j=1

x̂ j
k|kµ

j
k (4.42)

Overall covariance is obtained from Eq. 4.19

Pk|k =

M∑
j=1

µ
j
k

[
P j

k|k +
(
x̂k|k − x̂ j

k|k

) (
x̂k|k − x̂ j

k|k

)′]
. (4.43)

The filtered track existence probability is also gathered if the track maintenance feature is required

ψk|k =

M∑
j=1

ψ
j
k|kµ

j
k. (4.44)

Step 2: The normalized distance between the predicted state of the target and the tunnel starting point
is found at each time step as

d2 =
(
x̂k+1|k − xTunnelStart

)T S −1
k

(
x̂k+1|k − xTunnelStart

)
. (4.45)

Step 3: When the target comes close to the tunnel entry, i.e.,

d2 ≤ γt (4.46)

where γt is the threshold for tunnel, the visibility of the target is removed and hence the measurement
is not available to the tracker.

A point at the output of the tunnel exit position is treated as the predicted measurement for the next
time step and gating is applied as demonstrated in Figure 4.4.

Figure 4.4: Topographic constraint on the road and the hide model mechanism.
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The algorithm turns out to be the IMM-PDAF/IMM-IPDAF algorithm with stop model when there is
no detection at the visible location. If there is no detection, the state and the covariance are evaluated
with the IMM-PDAF/IMM-IPDAF with stop model algorithm as shown in Figure 4.5.

Step 4: When the target exits the tunnel, the GMTI radar detects the moving target. This helps tracker
to change the existing algorithm from stop case to the moving case and the standard IMM-PDAF
algorithm is activated.

This new approach is superior compared to the traditional Approach I because the driver’s behaviour
is mostly uncertain and it is impossible to predict the exact time when the target exits the tunnel. The
only possible problem is that the tracker might perceive the movement later than the time the target
appears at the tunnel exit and hence the tracker might stay in stop mode for sometime.

Figure 4.5: Demonstration of Approach II until a detection occurs

4.1.4 JPDAF

The JPDAF is a data association and filtering algorithm to track multiple targets in the presence of
the clutter. When there are several targets close to each other, a measurement from one target can
fall inside the validation region of a neighbouring target. Assumptions of the JPDAF algorithm are
provided in section 2.7.

In the JPDAF algorithm, targets in close proximity are not treated independently. If two or more
targets have nonzero probability of the same measurement, then the JPDA calculation of each target is
dependent on the others.
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The JPDA algorithm is described as follows:

Step 1: Obtain initial measurement prediction

Let ẑ j
k|k−1 be the initial measurement prediction and innovation covariances that belong to each target

evaluated as in Eq. 2.9.

Step 2: Obtain measurements

Normalized distance or Mahalanobis distance of each measurement is evaluated and then is compared
to the related targets gate threshold as in

d2
j` =

(
z j`

k − ẑ j
k|k−1

)T
(S j

k)−1 (z j`
k − ẑ j

k|k−1︸︷︷︸
H j x̂ j

k|k−1

) ≤ γ j (4.47)

where ẑ j
k|k−1 is the predicted measurement for target j at scan k,

S j
k is the residual covariance matrix for the target j at scan k,

d2
j` is the normalized distance between the `th measurement for jth target,

z j`
k is the measurement ` for target j,
γ j is the gate threshold for the target j.

The gate threshold [8] for each target of interest is found as

γ j = 2 ln

 Pd

(1 − Pd)(2π)M/2
√

(|S j
k |)

 (4.48)

and then, distances of each measurement concerning to target j are compared with the gate threshold
specified for target j, γ j, calculated in each step [8] as follows:

d2
j` ≤ γ j. (4.49)

The gating around the predicted measurement for each target is formed. Therefore, the set of mea-
surements which falls in the validation regions of each target at scan k are determined. A typical
overlapping validation regions of two target is demonstrated in Figure 4.6:

When there are multiple targets in which their validation regions do not intersect, the JPDAF algorithm
is handled as in PDAF case in section 4.1.1.1. However, if the overlapping gates are formed, the
calculation of hypotheses are performed in a sophisticated manner.

In order to explain the matrix clearly, let the number of targets and the measurements distributed in
the validation regions become as in Figure 4.6. There are two targets and three measurements, two of
which is shared by two validation regions.

Step 3: Form a hypothesis matrix

A hypothesis matrix is formed at which all the possibilities are taken into account and Table 4.1 shows
all sets of feasible measurement to track assignments. The logic of the table can be explained as: i)
Hypothesis H1 assumes that none of the measurements belong to Track 1 or Track 2, ii) Hypothesis
H3 assumes that the measurement indicated as 2 would possibly belong to target 1 whereas none of
the measurements are relevant to the target two. Counter assumption H5 is also taken into account that
the measurement 2 may belong to target 2 whereas target 1 has no measurements.
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Figure 4.6: Two targets and their validation region

For clarification: A measurement which exists in the intersection region of two validation regions can
be assigned to only one target for each hypothesis as in Table 4.1.

Table4.1: Hypothesis matrix

Hypothesis No Track 1 Track 2
H1 0 0
H2 1 0
H3 2 0
H4 3 0
H5 0 2
H6 1 2
H7 3 2
H8 0 3
H9 1 3
H10 2 3

Step 4: Find probabilities of each hypothesis in the hypothesis matrix

The probability of each hypothesis which reflects each measurement to track association [8] is de-
scribed as

ṔH =

N∏
`=1

g j`λ
L−N
total (4.50)

where λtotal is the joint clutter density, L is the number of measurements associated to tracks, N is the
number of all measurements, g j` is the Gaussian Likelihood Function associated with the assignment
of measurement ` to target j, i.e.,

g j` =


(1 − Pd) λtotal = 0

Pd
e−d2

j`/2

(2π)M/2
√
|S j

k |

otherwise (4.51)
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where S j
k is the innovation covariance matrix for track j at scan k.

If two targets have nonzero probability of the same measurement, then the JPDAF calculation of each
target is also based on the other target.

Step 5: Find normalized probabilities

Likelihoods of the hypotheses are normalized to obtain one as a sum of all hypotheses

PHm =
ṔHm

10∑
m=1

ṔHm

. (4.52)

Table 4.2 shows all sets of feasible measurement to track assignments and corresponding a posteriori
probabilities of each hypothesis.

Table4.2: A posteriori probabilities for the possible hypothesis

Hypothesis No Track 1 Track 2 Probability
H1 0 0 PH1 = (1 − Pd)2β3

H2 1 0 PH2 = g11Pd(1 − Pd)β2

H3 2 0 PH3 = g12Pd(1 − Pd)β2

H4 3 0 PH4 = g13Pd(1 − Pd)β2

H5 0 2 PH5 = g22Pd(1 − Pd)β2

H6 1 2 PH6 = g11g22P2
dβ

H7 3 2 PH7 = g13g22P2
dβ

H8 0 3 PH8 = g23Pd(1 − Pd)β2

H9 1 3 PH9 = g11g23P2
dβ

H10 2 3 PH10 = g12g23P2
dβ

Step 6: Compute the probabilities of each measurements on the targets

In order to compute the probability that measurement ` should be assigned to target j, a sum is taken
over the probabilities from those normalized hypotheses probabilities.

The probability of assignments of measurement to target 1 p1` where measurements are ` = 0, 1, 2, 3
can be specified as follows:

• The probability that none of the measurements are assigned to target 1, p10, is obtained as:

p10 = PH1 + PH5 + PH8 . (4.53)

• The probability that measurement 1 is likely originated from target 1 p11 is evaluated as

p11 = PH2 + PH6 + PH9 . (4.54)
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The probabilities that measurement 2 and 3 are reflected to target 1 are obtained as follows in the same
way

p12 = PH3 + PH10

p13 = PH4 + PH7 .

The probabilities or weights for target 2 p2`, where measurements are ` = 0, 1, 2, 3 are calculated in
the same manner

p20 = PH1 + PH2 + PH3 + PH4

p21 = 0

p22 = PH5 + PH5 + PH7

p23 = PH8 + PH9 + PH10.

The probabilities indicate the weight of each measurement on the filtering process to obtain the state
estimate and the covariance for the target of interest.

Step 7: Obtain state estimate

Once the weights/likelihoods of measurements are computed, these are then combined into the state
estimate and each target state and its associated covariance are updated as in the PDA algorithm.

The JPDAF algorithm is then combined with the IMM algorithm as IMM-JPDAF to check if there is
a possible track in the environment. Therefore, the measurements are treated as a potential track for
track initiation at each scan [6].

The derivatives of IMM based algorithms IMM-PDAF, IMM-PDAF with stop model included, IMM-
PDAF hidden model and finally IMM-JPDAF are discussed. All of the algorithms discussed above
assume that the target already exists which means that the existence of the target is not evaluated during
the full motion of the target and in turn the tracker is informed. The algorithm does not consider if any
new target is available around or the target is dropped, and also the algorithm suddenly awaits target
information to be provided after the track is initialized by other mechanisms. To tackle this problem,
another technique is developed to initialize the target by the contradiction approach [3]. This technique
incorporates a target detectability parameter. If this value becomes low at any time step, it assumes
that the target does not exist.

The integrated PDAF and the IMM-IPDAF algorithms are developed [14, 47, 46] as well to address
the track existence probability parameter which is discussed in the forthcoming section.

4.1.5 IMM-IPDAF Algorithm

The IMM-IPDAF algorithm provides the track formation and maintenance for the tracking of maneu-
vering ground targets in clutter. The initiation of the true target, especially in clutter, introduces another
concept known as “track quality” in the extension of the IMM-PDAF algorithm. The track quality is
modelled by using the track existence probability as a random variable [47].

The algorithm IMM-IPDAF uses a group of IPDAF filters in the IMM structure as illustrated in Figure
4.7.
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Figure 4.7: The structure of the IMM-IPDAF algorithm with three model

4.1.5.1 Track Formation for IMM-IPDAF Algorithm

The track initiation has a significant influence of the tracking of a true target when there is clutter in
the tracking environment false track initiations can be encountered which causes the miss of the target.
Therefore, initially false detections and the true target itself are assumed as the initial track candidates
and are subject to the sequential ratio probability test (SPRT) for determining the true target at each
time step. There are different SPRT methods in the literature [8, 52, 60]. However, the approach of [8]
is used in this thesis for track formation and maintenance. The initiation algorithm is handled in the
following manner:

The track existence probability ψk|k is evaluated by Markov process at each time step

ψk|k = P
{
χk, zk

}
(4.55)

and then is used to update the likelihood ratio (LLR) [8, 60], which provides the statistic by comparing
the two hypothesis based on the given observations zk described as follows

LLR = ln
(

ψk|k

1 − ψk|k

)
. (4.56)

After having evaluated the likelihood ratio, track confirmation and deletion thresholds are determined
by the Sequential Probability Ratio Test (SPRT) as below

LLR ≥ T2 declare track confirmation T2 = ln
(

1 − β
α

)
(4.57)

T1 ≤ LLR ≤ T2 continue test (4.58)

LLR ≤ T1 delete track T2 = ln
(

1 − α
β

)
(4.59)

where α is the probability of false track confirmation and β is the is the probability of true track
deletion. Considering that the target is once initialized or deleted, maintenance of the track can be
discussed in the next section.
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4.1.5.2 Track Maintenance for IMM-IPDAF Algorithm

The IPDAF is a data association algorithm which takes the track existence probability into account
used in the tracking of a single target. A bank of IPDAF filters illustrated in Figure 4.8 are integrated
in the IMM structure. Apart from PDAF in Figure 4.2, initial track existence probabilities for the
assumptions are fed to the IPDAF.

Figure 4.8: The IPDAF branch in the IMM-IPDAF algorithm

The IPDAF has the following steps:

Step 1: Obtain initial measurement prediction
The predicted measurement is set at the beginning of the algorithm or evaluated along the motion of
the target as ẑk|k−1 = Hx̂k|k−1.

Step 2: Obtain new measurements for each time instant

The statistical or normalized distance d2
` is obtained between locations of each measurement and the

predicted measurement as follows:

d2
` =

(
z`k − ẑk|k−1

)T
S −1

k︸︷︷︸
innovation covariance

(
z`k − ẑk|k−1

)︸       ︷︷       ︸
innovation

. (4.60)

Afterwards, the gate threshold [8] γ is found as

γ = 2 ln
[

Pd

(1 − Pd)(2π)Md/2
√

(|S k |)

]
(4.61)

where Pd denotes the probability of detection, Md is the dimension of the measurement, S k is the
innovation covariance. Then, each measurement is checked if they lie within the gate threshold γ as
follows

d2
` ≤ γ. (4.62)

The observations below the gate threshold are named as the validated measurements and fed to the
IPDAF algorithm as in Figure 4.2.

Therefore, the set of measurements which fall in the validation region at scan k is denoted as follows

zk =
{
z`k
}Nk

`=1
. (4.63)

Remember that the performance of track formation is directly influenced by the validated measure-
ments. More observations in the gate requires more tracks which would be treated as the initial candi-
date tracks and therefore increase the computation and the possibility of initializing a false track which
leads to the miss of the target.
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Step 3: Evaluate a priori track existence probabilities

Track existence is modelled by Markov chain two in Section 2.4.2. Before having the filtered state
estimate, the probability of the true target existence probability for each assumption are calculated as
described in the following paragraphs.

A priori track existence probability that the target exists and is observable ψo
k|k−1 before having received

of the new measurement at scan k is calculated as

ψo
k|k−1 = π11ψ

o
k−1|k−1 + π21ψ

n
k−1|k−1 + π31(1 − ψk−1|k−1). (4.64)

where π11, π21, π31 are the coefficients of the Markov matrix which is defined as in Eq. 4.77 and points
to all probabilities that a model can interact. ψo

k−1|k−1 is the mixing track existence probability based
on the assumption that target exists and is observable, ψn

k−1|k−1 indicates the mixing track existence
probability that target exists but is not observable calculated after the interaction at scan k − 1. Those
values are fed to IPDAF algorithm from previous time step.

A priori track existence probability that the target exists but is not observable ψn
k|k−1 before receipt of

the measurements is obtained as follows

ψn
k|k−1 = π12ψ

o
k−1|k−1 + π22ψ

n
k−1|k−1 + π32(1 − ψk−1|k−1). (4.65)

A priori track existence probability ψk|k−1 is then the sum of the Eq. 4.64 and Eq. 4.65 as

ψk|k−1 = ψo
k|k−1 + ψn

k|k−1. (4.66)

A priori track existence probability ψk|k−1 is then used to calculate “a priori track existence probability
that the target does not exist” (1 − ψk|k−1) as follows

(1 − ψk|k−1) = p13ψ
o
k−1|k−1 + p23ψ

n
k−1|k−1 + p33(1 − ψk−1|k−1). (4.67)

The initial track existence probability for each IPDA filter is obtained.

Step 4: Find probabilities of each hypothesis

The probabilities of each hypothesis are handled in accordance with the Markov chain two approach
described in section 2.4.2 by two assumptions:

i) The probability or likelihood that none of the validated measurements is target originated

βo
k =

(1 − PdPg) ψo
k|k−1 + ψn

k|k−1

(1 − δk) ψo
k|k−1 + ψn

k|k−1
(4.68)

where δk is calculated as in Eq. 2.23 and Λ`
k is the probability density function in which the measure-

ment ` (true target) is in the validated region.

ii) The probability that each measurement in the gate is likely to have been originated from true target

β`k =
PdPg

Vk

N̂k
Λ`

kψ
o
k|k−1

(1 − δk) ψo
k|k−1 + ψn

k|k−1
(4.69)
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where δk is calculated as in Eq. 2.23, Λ`
k is the probability density function in which the measurement

` is in the validated region, Pd denotes the probability of detection, Pg is the probability that the true
target is in the validation region.

Step 5: Find weighted innovation

The weighted innovation is obtained by the probabilistically weighted sum of the difference of each
measurement from the predicted measurements (z`k − ẑk|k−1)

z̃k =

Nk∑
`=1

β`k(z`k − ẑk|k−1). (4.70)

Step 6: Update weighted state estimate and associated covariance

The IPDAF obtains the state estimate x̂k|k and the associated covariance Pk|k as in PDAF algorithm
4.1.1.1 by incorporating the association probabilities evaluated at Step 4.

Step 7: Update track existence probability

Upon receipt of data at scan k, the track existence probability that the target exists and is observable
ψo

k|k is updated by

ψo
k|k =

1 − δk

1 − δk ψ
o
k|k−1

ψo
k|k−1. (4.71)

The track existence probability that the target exists at scan k and is not observable ψn
k|k is updated after

the measurements are received

ψn
k|k = P

(
xn

k | z
k
)

=
ψn

k|k−1

1 − δk ψ
o
k|k−1

. (4.72)

Here,

δk =


PdPg Nk = 0

PdPg

1 − Vk

N̂k

Nk∑
`=1

Λ`

 otherwise
(4.73)

where Nk is the number of observations on scan k, Λ`
k is the likelihood associated with observation i

Λ`
k =

1
Pg

(2π)Md/2
√
|S i

k |

ed2
i /2 (4.74)

where Pg is the probability that the true target falls within the validation region, Vk denotes volume of
the gate on scan k, N̂k is an adaptive estimate of the expected number of false observations in the gate
(False measurements are assumed to have Poisson distribution)

N̂k =

0 Nk = 0

Nk − PdPg ψk|k−1 otherwise.
(4.75)

The total filtered track existence probabilities at scan k are finally evaluated as the sum of both track
existence probabilities, ψo

k|k, ψn
k|k

ψk|k = ψo
k|k + ψn

k|k. (4.76)
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The IPDAF algorithm generates the state estimate, the associated covariance and track existence prob-
ability for each model at the output.

The IPDAFs are now integrated in the IMM structure to support the maneuvering motion of the single
target. The IMM structure combines IPDAF outputs assuming that the target move at one of the finite
number of models with a given probability modelled by a Markov matrix.

Step 1 : Determine model probability transition matrix

A 3 × 3 Markov Matrix for a 3 model case is defined as follows

πi j =


π11 π12 π13

π21 π22 π23

π31 π32 π33

 . (4.77)

The sum of the probabilities at each row must be unity in the Markov Matrix for any given model.
Therefore, for model j

M∑
j=1

πi j = 1. (4.78)

Each column indicates one model in the matrix. Therefore, the 3× 3 Markov matrix can be interpreted
as a Markov matrix of a three-model IMM. The elements in the diagonal give an idea about how
the algorithm sticks to its model at each step. The rest of the elements in the matrix are the prior
probabilities of model transition probability from one model to the other model.

Step 2: Obtain likelihoods and updated model probabilities

The Likelihood function Λ
j
k is obtained ( j = 1, . . . ,M) using Eq. 4.13 for the measurements. Using

the Bayes’ rule [20], the updated model probabilities become

µ
j
k =

Λ
j
k µ

j
k|k−1

M∑
i=1

Λi
k µ

i
k|k

(4.79)

where µ j
k|k−1 is the predicted mode probability for model j given as

µ
j
k|k−1 =

M∑
j=1

πi j µ
j
k−1. (4.80)

The predicted mode probability indicates the probability after interaction that the target is in model j.

Step 3: Calculate overall state estimate and associated covariance matrix and track existence
probability

The overall state estimate is a weighted sum of the state estimates of each filter

x̂k|k =

M∑
j=1

µ
j
k x̂ j

k|k (4.81)

where x̂ j
k|k is the estimate for model j and µ j

k is the updated model probability.

The overall covariance matrix is evaluated as

Pk|k =

M∑
j=1

µ
j
k

[
P j

k|k + DP j
k

]
. (4.82)
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The term added to compensate the uncertainty in the gate, DP j
k, is defined as

DP j
k =

[
x̂k|k − x̂ j

k|k

] [
x̂k|k − x̂ j

k|k

]T
. (4.83)

To clarify, the overall state estimate is intended to compare the true target trajectory and the estimation
and hence to calculate the position error. This step is not a part of the recursive algorithm.

The filtered track existence probability is described as

ψk|k =

M∑
j=1

ψ
j
k|kµ

j
k (4.84)

which is used in track initiation obtained by the track score function [8] which uses the thresholds in
Eq. 4.57.

Step 4: Calculate mixing probability
The mixing probability that the target makes the transition from model i to j is given as:

µ
i j
k =

πi j µ
i
k

µ
j
k|k−1

(4.85)

where µi
k is the probability for mode i,

µ
j
k|k−1 is the predicted mode probability for model j,
πi j is the model transition probability matrix that the target would make a transition from model state
i to state j depending on the coefficients of the matrix.

Step 5: Find mixing state and covariance estimates and mixing track existence probabilities

The initial state estimation for model j x̂0 j
k|k is calculated in order to provide an input to the PDA Filter

in Eq. 4.8.

The initial state estimation of the model j is obtained by using mixing probabilities µi j
k and state

estimates x̂i
k|k that are converted into a common dimensionality

x̂0 j
k|k =

M∑
i=1

µ
i j
k x̂i

k|k (4.86)

where x̂i
k|k is the estimate for model i.

The initial covariance P0 j
k|k for model j is given by

P0 j
k|k =

M∑
i=1

µ
i j
k

[
P j

k|k + DPi j
k

]
. (4.87)

The spread of the mean DPi j
k which is the difference in the state estimates from model i to j is

DPi j
k =

[
x̂i

k|k − x̂0 j
k|k

] [
x̂i

k|k − x̂0 j
k|k

]T
. (4.88)

The mixing track existence probability that the target exists and is observable is calculated as the
weighted sum of the track existence probabilities that the target exists and is observable for each
model

(ψo
k−1|k−1)0 j =

M∑
i=1

µ
i j
k−1(ψo

k−1|k−1)i. (4.89)
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The mixing track existence probability that the target exists but is not observable is calculated in the
same manner by incorporating the mixing probability µi j

k−1 in Eq. 4.89 as follows

(ψn
k−1|k−1)0 j =

M∑
i=1

µ
i j
k−1(ψn

k−1|k−1)i. (4.90)

The mixing track existence probabilities are then used in the calculation of a priori track existence
probabilities of both assumption in the next time step.

Step 6: Find predicted state, associated predicted covariance and predicted track existence prob-
abilities

The state estimate obtained after interaction in the IMM state, also named as mixing estimate, is used
to calculate the predicted state that is used in the IPDAF as follows:

x̂ j
k+1|k = F j x̂0 j

k+1|k. (4.91)

The associated predicted covariance is found as

P j
k+1|k = F j P0 j

k|k F j + Q j
k (4.92)

where F j, G j, w j
k−1, Q j

k−1 indicate the state transition matrix, the noise matrix, the noise vector, the
covariance respectively as defined in section 3.2.

The predicted state and the associated covariance carry previous states’ tracking kinematics and pro-
vide the base for the current state estimation.

The measurement prediction, also known as the predicted measurement, is then evaluated as

ẑ j
k+1|k = H j x̂ j

k+1|k. (4.93)

The measurement prediction is then kept as the center of the validation gate as mentioned in Step 1 in
IPDAF algorithm.

The predicted or a priori track existence probability that the target exists and is observable is then
evaluated by

(ψo
k|k−1) j = π11(ψo

k−1|k−1)0 j + π21(ψn
k−1|k−1)0 j + π31(1 − ψk−1|k−1)0 j. (4.94)

The predicted or a priori track existence probability that track exists but is not observable (ψn
k|k−1) j is

obtained as
(ψn

k|k−1) j = π12(ψo
k−1|k−1)0 j + π22(ψn

k−1|k−1)0 j + π32(1 − ψk−1|k−1)0 j. (4.95)

The predicted track existence probabilities are used to update the track existence probabilities for the
current step. The track existence probability is used to update the log likelihood ratios in Eq. 4.56. The
IMM part of IMM-IPDAF is similarly performed as described earlier. One cycle of the IMM-IPDAF
algorithm is provided in Table 4.3.

The development so far has established the basis of the VSIMM-IPDAF algorithm (discussed in the
next section) by putting together the following components: IMM-PDAF algorithm, IMM-PDAF al-
gorithm with stop model and hide model and the IPDAF algorithm with track initiation. These compo-
nents together has formed the algorithm described in the present section, referred to as the IMM-IPDAF
algorithm.
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Table4.3: One cycle of the IMM-IPDAF algorithm in the AMM branches

1. Model-conditioned reinitialization (for j = 1, 2, . . . ,M)

Predicted mode probability µ
j
k|k−1 =

∑M
i=1 πi jµ

i
k−1

Mixing weight µ
i j
k−1 =

πi jµ
i
k−1

µ
j
k|k−1

Mixing estimate x̂o j
k−1|k−1 =

∑M
i=1 µ

i j
k−1 x̂i

k−1|k−1

Mixing covariance Po j
k−1|k−1 =

∑M
i=1 µ

i j
k−1

[
P j

k−1|k−1 + DP j
k

]
Mixed track existence probability that

Track exists and is observable
(
ψo

k−1|k−1

)0 j
=

∑M
i=1 µ

i j
k−1

(
ψo

k−1|k−1

)i

Track exists but is not observable
(
ψn

k−1|k−1

)0 j
=

∑M
i=1 µ

i j
k−1

(
ψn

k−1|k−1

)i

2. Model Conditioned Filtering for ( j = 1, 2, . . . ,M)

Predicted state x̂ j
k|k−1 = F j

k−1 x̂o j
k−1|k−1 + G j

k−1w j
k−1

Predicted covariance P j
k|k−1 = F j

k−1Po j
k−1|k−1(F j

k−1)′ + G j
k−1Q j

k−1(G j
k−1)′

A priori track existence probability that

Track exists and is observable
(
ψo

k|k−1

) j
= π11

(
ψo

k−1|k−1

)0 j
+ π21

(
ψn

k−1|k−1

)0 j

+π31
(
1 − ψk−1|k−1

)0 j

Track exists but is not observable
(
ψn

k|k−1

) j
= π12

(
ψo

k−1|k−1

)0 j
+ π22

(
ψn

k−1|k−1

)0 j

+π32
(
1 − ψk−1|k−1

)0 j

Association probability β0| j
k β

0| j
k =

(1−Pd Pg)
(
ψo

k|k

) j
+
(
ψn

k|k

) j

(1−δk)
(
ψo

k|k

) j
+
(
ψn

k|k

) j

Association probability β`| jk β
`| j
k =

Pd Pg
Vk
N̂k

Λ`
k

(
ψo

k|k

) j

(1−δk)
(
ψo

k|k

) j
+
(
ψn

k|k

) j

Measurement innovation (residual) z̃` j
k = z`k − H j

k x̂ j
k|k−1

Weighted measurement innovation z̃ j
k =

∑Nk
`=1 β

`| j
k

(
z`k − ẑk|k−1

)
Innovation covariance S j

k = H j
k P j

k|k−1(H j
k)′ + R j

k

Filter gain W j
k = P j

k|k−1 (Hk)′ (S j
k)−1

Updated estimate x̂ j
k|k = x̂ j

k|k−1 + W j
k z̃ j

k(W j
k )′

Updated covariance P j
k|k = β

0| j
k P j

k|k−1 + (1 − β0| j
k ) `Pk|k + DP j

k

Updated track existence probability for (ψo
k|k) j

(
ψo

k|k

) j
= 1−δk

1−δk

(
ψo

k|k−1

) j

(
ψo

k|k−1

) j

Updated track existence probability for
(
ψn

k|k

) j (
ψn

k|k

) j
=

(
ψn

k|k−1

) j

1−δk

(
ψo

k|k−1

) j

Updated track existence probability ψ
j
k|k =

(
ψo

k|k

) j
+

(
ψn

k|k

) j

3. Mode Probability Update (for j = 1, 2, . . . ,M)

Model likelihood Λ
j
k = N(z̃ j

k; 0, S j
k)

Mode probability µ
j
k =

µ
j
k|k−1Λ

j
k∑M

i=1 µ
i
k|k−1Λi

k
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4. Non-recursive Output of IMM

Overall state estimate x̂k|k =
∑M

j=1 x̂ j
k|kµ

j
k

Overall covariance Pk|k =
∑M

j=1 µ
j
k

[
P j

k|k +
(
x̂k|k − x̂ j

k|k

) (
x̂k|k − x̂ j

k|k

)′]
The filtered track existence probability ψk|k =

∑M
j=1 ψ

j
k|kµ

j
k

4.1.6 VSIMM-IPDAF as a branch of the VS-A-IMM Tracker

Multiple model algorithms depend on a predetermined fixed number of models in general. If the num-
ber of models used in the IMM algorithm becomes a large set, it brings an increase in the computational
burden, and the use of unnecessary models causes larger position errors in the tracking performance
[22]. To overcome this problem, variable structure IMM techniques which provide the use of relevant
model sets are used, and hence results in better performance during onroad movements if the models
are chosen to reflect true target behaviour. Therefore, it aims to support the changing motion of the
target or topographic changes by using variable model sets. The IMM-IPDAF algorithm described in
the previous section has to be reformulated as a variable structure algorithm as part of a VS-A-IMM
algorithm. This is achieved as follows in each branch:

In the off-road branch there are 3 motion models, namely, the high process noise constant velocity
model, the low process noise constant velocity model and the coordinated turn model. When the
velocity of the target falls below the minimum detectable velocity the stop model is activated and the
low process noise constant velocity model is replaced by the stop model.

In the on road branches there are 3 motion models, namely the high process noise constant velocity
model, the medium process noise constant velocity model and the low process noise constant velocity
model. When the velocity of the target falls below the minimum detectable velocity the stop model is
activated and the low process noise constant velocity model is replaced by the stop model. When the
target is hidden behind a terrain obscuration the hide model is activated.

It is important to note that the transitions of the target of interest from onroad to offroad or vice versa
are not handled in this algorithm. Each VSIMM-IPDAF branch developed here indicates the state
estimate of only the offroad segment or one of the road segment’s state estimate and provides one of
the ingredients of the variable structure of the autonomous IMM.

4.2 Traditional VSIMM-PDAF

The traditional VSIMM algorithm [22, 23, 29] directly combines the overall state estimate of offroad
segments and road segments utilizing the classical MMSE technique, without using a cascade compo-
sition of the IMM algorithms.

The VSIMM itself turns out to be an IMM algorithm of multiple models that are added or deleted
according to the a-priori information of the road at each time step.

Offroad

When the target is offroad, there is a two model set: i) a constant velocity model with low process
noise, ii) a constant velocity model with high process noise.
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The PDAF filtered estimates are incorporated into the VSIMM algorithm to find the overall MMSE
state estimate. A general structure of the traditional VSIMM-PDAF turns out to be the one in Figure
4.9.

Figure 4.9: VSIMM-PDAF at the offroad region

As can be seen in Figure 4.9, VSIMM-PDAF algorithm adapts itself to the offroad region using the
models defined for the offroad. The resulting MMSE estimate is the weighted sum of two filtered
outputs.

x̂MMSE
k|k =

M=2∑
j=1

x̂ j
k|kµ

j
k (4.96)

When the target moves close by a road segment, the model set of the closest road segment are added
to the model set of the algorithm.

Onroad

When the target approaches to the road segment or evolves on the road or starts to move away from
the road segment but is still under a calculated threshold, then the VSIMM-PDAF algorithm looks like
the one in Figure 4.10.

As it can be seen from Figure 4.10, the number of models in the algorithm is increased by adding road
segments’ models in addition to offroad models to estimate the overall state. The initial state estimates
and associated covariances are obtained by the interaction of four models and then are fed back to each
filter for the current time step.

The filtered state estimated at the output of the algorithms is generated as follows:

x̂MMSE
k|k =

Mn∑
j=1

x̂ j
k|kµ

j
k (4.97)

where Mn is the union of the model set and denoted as Mn = Moffroad ∪ Mroad.
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Figure 4.10: VSIMM-PDAF algorithm for Entry point, onroad and exit regions

If this structure is supposed to track sudden transitions from onroad to offroad as well one has to keep
all 4 models. In junction areas the model set is enlarged to include models of all possible roads.

The general cycle of the VSIMM-PDAF algorithm is provided in Table 4.4.

Table4.4: One cycle of the VSIMM-PDAF algorithm

1. Model-Conditioned reinitialization (∀mi ∈ Mk)

Predicted mode probability µ
j
k|k−1 =

∑
mi∈Mk−1

πi jµ
j
k−1

Mixing weight µ
i j
k−1 =

πi jµ
i
k−1

µ
j
k|k−1

Mixing estimate x̂o j
k−1|k−1 =

∑
mi∈Mk−1

µ
i j
k−1 x̂i

k−1|k−1

Mixing covariance Po j
k−1|k−1 =

∑
mi∈Mk−1

µ
i j
k−1

[
Pi

k−1|k−1 + DP j
k

]
DP j

k =
(
x̂o j

k|k − x̂i
k−1|k−1

) (
x̂o j

k−1|k−1 − x̂i
k−1|k−1

)′
2. Model Conditioned Filtering

Predicted state x̂ j
k|k−1 = F j

k−1 x̂o j
k−1|k−1 + Gk−1wk−1

Predicted covariance P j
k|k−1 = F j

k−1Po j
k−1|k−1(F j

k−1)′ + Gk−1Q j
k−1(Gk−1)′

Measurement innovation (residual) z̃` j
k = z`k − H j

k x̂ j
k|k−1

Weighted measurement innovation z̃ j
k =

Nk∑
`=1

β`k(z`k − ẑk|k−1)
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Innovation covariance S j
k = H j

k P j
k|k−1(H j

k)′ + R

Filter gain W j
k = P j

k|k−1(Hk)′(S j
k)−1

Updated estimate x̂ j
k|k = x̂ j

k|k−1 + W j
k z̃ j

k(W j
k )′

Updated covariance P j
k|k = βo

k P j
k|k−1 + (1 − βo

k) `Pk|k + DP j
k

3. Mode Probability Update (∀m j ∈ Mk)

Model likelihood Λ
j
k = N(z̃ j

k; 0, S j
k)

Mode probability µ
j
k =

µ
j
k|k−1Λ

j
k∑

mi∈Mk

µi
k|k−1Λi

k

4. State Fusion (∀m j ∈ Mk)

Overall state estimate x̂k|k =
∑

m j∈Mk

x̂ j
k|kµ

j
k

Overall covariance Pk|k =
∑

m j∈Mk

µ
j
k

[
P j

k|k +
(
x̂k|k − x̂ j

k|k

) (
x̂k|k − x̂ j

k|k

)′]

4.3 Smart Gating

When the target is moving on the road, gating techniques can be applied intelligently which is referred
to as smart gating techniques. This is motivated by the fact that when the target is on road, the mea-
surement has to come from the measurements on the road if there is an elevation or buildings or if the
target is too fast. The measurements can not be originated from offroad locations. This can be used
in finding accurate validation regions (gates) when the target is on road. The smart gating approach
provides fine tuning in the onroad branches of the VS-A-IMM algorithm without worrying that the
track can go off road suddenly. The sudden exits to off road are handled by the off road branch of the
VS-A-IMM algorithm.

In all VS-A-IMM branches the validated measurements are denoted as zk which are the ones falling
into the validated region (gate). In multi model tracking applications a number of gating techniques
have been developed [61]. Centralized gating, model-based gating, model probability weighted gating,
two stage model probability weighted gating methods are proposed. In this thesis, in all methods, the
chi-square test 2.3.1 which define elliptic regions in the map is used for defining validation regions
(gates) and the centralized gating for multimodels is used as the standard method of gating. Smart
gating defined in Section 3.6 is used in the VS-A-IMM algorithm as well to improve the gating process
particularly in road segments.

This brings us to the end of the description of the specific components of the algorithm. In the next
sections the operation of the VS-A-IMM algorithm is described.

4.4 RESULTING TRACKER: VARIABLE STRUCTURE - AUTONOMOUS - INTERACT-
ING MULTIPLE MODEL ALGORITHM

The Variable Structure - Autonomous - Interacting Multiple Model Algorithm (VS-A-IMM) has the
following structure, a typical picture of which is given in Figure 4.11.
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The first VSIMM-IPDAF branch is always the offroad IMM estimator. At every time instant, it esti-
mates the state as if the target of interest is evolving at offroad region. It is a VSIMM-IPDAF branch
that includes 2 constant velocity models with different process noise variances, one coordinated turn
model with fixed turn rate, one stop model and one hide model.

The other branches of the structure are variable, hence resulting in a variable structure AMM algorithm,
which represent different road segments, added or dropped according to the tests performed in the
algorithm. For example in a junction with 4 roads, there are 5 branches present in the VS-A-IMM
algorithm, namely offroad, current onroad, potential roads 1 to 3.

Figure 4.11: VS-A-IMM

The VSIMM branches representing road segments consist of 2 constant velocity models with different
process noise variances, one stop model and one hide model.

Table4.5: One cycle of the VSIMM-IPDAF algorithm in the AMM
branches of the VS-A-IMM algorithm

1. Model-conditioned reinitialization (∀mi ∈ Mk)

Predicted mode probability µ
j
k|k−1 =

∑
mi∈Mk−1

πi jµ
i
k−1

Mixing weight µ
i j
k−1 =

πi jµ
i
k−1

µ
j
k|k−1

Mixing estimate x̂0 j
k−1|k−1 =

∑
mi∈Mk−1

µ
i j
k−1 x̂i

k−1|k−1

Mixing covariance P0 j
k−1|k−1 =

∑
mi∈Mk−1

µ
i j
k−1

[
P j

k−1|k−1 + DP j
k

]
Mixed track existence probability that

Track exists and is observable
(
ψo

k−1|k−1

)0 j
=

∑
mi∈Mk−1

µ
i j
k−1

(
ψo

k−1|k−1

)i
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Track exists but is not observable
(
ψn

k−1|k−1

)0 j
=

∑
mi∈Mk−1

µ
i j
k−1

(
ψn

k−1|k−1

)i

2. Model Conditioned Filtering

Predicted state x̂ j
k|k−1 = F j

k−1 x̂0 j
k−1|k−1 + G j

k−1w j
k−1

Predicted covariance P j
k|k−1 = F j

k−1P0 j
k−1|k−1(F j

k−1)′ + G j
k−1Q j

k−1(G j
k−1)′

A priori track existence probability that

Track exists and is observable
(
ψo

k|k−1

) j
= π11

(
ψo

k−1|k−1

)0 j
+ π21

(
ψn

k−1|k−1

)0 j

+π31
(
1 − ψk−1|k−1

)0 j

Track exists but is not observable
(
ψn

k|k−1

) j
= π12

(
ψo

k−1|k−1

)0 j
+ π22

(
ψn

k−1|k−1

)0 j

+π32
(
1 − ψk−1|k−1

)0 j

Association probability β0| j
k β

0| j
k =

(1−Pd Pg)
(
ψo

k|k

) j
+
(
ψn

k|k

) j

(1−δk)
(
ψo

k|k

) j
+
(
ψn

k|k

) j

Association probability β`| jk β
`| j
k =

Pd Pg
Vk
N̂k

Λ`
k

(
ψo

k|k

) j

(1−δk)
(
ψo

k|k

) j
+
(
ψn

k|k

) j

Measurement innovation (residual) z̃` j
k = z`k − H j

k x̂ j
k|k−1

Weighted measurement innovation z̃ j
k =

∑Nk
`=1 β

`| j
k

(
z`k − ẑk|k−1

)
Innovation covariance S j

k = H j
k P j

k|k−1(H j
k)′ + R j

k

Filter gain W j
k = P j

k|k−1 (Hk)′ (S j
k)−1

Updated estimate x̂ j
k|k = x̂ j

k|k−1 + W j
k z̃ j

k(W j
k )′

Updated covariance P j
k|k = β

0| j
k P j

k|k−1 + (1 − β0| j
k ) `Pk|k + DP j

k

Updated track existence probability for (ψo
k|k) j

(
ψo

k|k

) j
= 1−δk

1−δk

(
ψo

k|k−1

) j

(
ψo

k|k−1

) j

Updated track existence probability for
(
ψn

k|k

) j (
ψn

k|k

) j
=

(
ψn

k|k−1

) j

1−δk

(
ψo

k|k−1

) j

Updated track existence probability ψ
j
k|k =

(
ψo

k|k

) j
+

(
ψn

k|k

) j

3. Mode Probability Update (∀m j ∈ Mk)

Model likelihood Λ
j
k = N(z̃ j

k; 0, S j
k)

Mode probability µ
j
k =

µ
j
k|k−1Λ

j
k∑

mi∈Mk

µi
k|k−1Λi

k

4. Non-recursive Output of VSIMM-IPDAF (∀m j ∈ Mk)

Overall state estimate x̂k|k =
∑

m j∈Mk

x̂ j
k|kµ

j
k

Overall covariance Pk|k =
∑

m j∈Mk

µ
j
k

[
P j

k|k +
(
x̂k|k − x̂ j

k|k

) (
x̂k|k − x̂ j

k|k

)′]
The filtered track existence probability ψk|k =

∑
m j∈Mk

ψ
j
k|kµ

j
k

In summary

MMSE VSIMM-IPDAF x̂MMSE
k|k =

∑
mi∈Mk

x̂ j
k|kµ

j
k

MAP VSIMM-IPDAF m̂MAP
k|k = argmax

m j
{µ

j
k, j ∈ Mk}
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The VSIMM-IPDAF branches calculate their output using MAP estimation for the model probability
and using MMSE estimation for the state, the details of which are given in Table 4.5. These quantities
in each branch are then fed to the AMM estimator to compute the state combination.

The AMM estimator processes the incoming information from the branches and outputs the MAP
estimates of the model and the state. Hence, the final state becomes the state estimate coming from
branch which has the largest mode probability.

In this thesis, the target moves in rural areas freely unless there is a topographic constraint such as
an elevation, a vegetated area and so on. Therefore, while the target moves in the offroad area, the
distances to nearby roads are computed by projection techniques. If the target motion is evolving on
the road, it is possible that the target can move away from the road segment instantaneously. The
structural parts of the AMM estimator depend on the topography and the a-priori road information as
follows:

• The offroad condition

• Entry/exit points: offroad/onroad transition

• Onroad condition

• Junction condition

• Obscuration or terrain constraint condition

4.4.1 Offroad

When the VS-A-IMM algorithm runs on off-road where there are no roads nearby which could activate
other branches in the VS-A-IMM algorithm, there is only the off-road branch present in the algorithm
as seen in Figure 4.12.

Figure 4.12: VS-A-IMM at Offroad

The overall state estimate turns out to be the filtered state estimate provided by offroad branch VSIMM-
IPDAF as :

x̂k|k = x̂offroad
k|k (4.98)

The associated covariance equals to the covariance of the offroad branch as below:

Pk|k = Poffroad
k|k (4.99)
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The model probability is the one with the highest mode probability among the offroad model set. The
MAP estimate of the mode probability is theoretically expressed as:

m̂MAP
k|k = argmax

m j
{µ

j
k, j ∈ Moffroad} (4.100)

where Moffroad indicates the model set of the offroad, µ j
k is the model probability for model j.

4.4.2 Onroad

The target can slow down at the entry point or during onroad motion can move away from the road,
which leads to the case that the offroad and the close road segment into account are processed and
incorporated into the AMM tracker. Therefore, the conditions i) when the target comes nearby a road
segment while moving on off-road or ii) the target moves on a road segment or iii) target is about to
exit a road segment, the structure of the VS-A-IMM algorithm looks like as in Figure 4.13. The VS-A-
IMM comprises of two VSIMM-IPDAF branches, one for the offroad condition and one for the road
segment of interest. The state estimates and the model probability for offroad branch’s VSIMM-IPDAF
are found by

x̂MMSE for offroad
k|k =

Moffroad∑
j=1

x̂ j
k|kµ

j
k (4.101)

m̂MAP for offroad
k|k = argmax

m j
{µ

j
k, j ∈ Moffroad}. (4.102)

where m̂MAP for offroad
k|k indicates the model with highest probability among offroad model set.

Figure 4.13: VS-A-IMM when target is at entry condition or at exit condition or on the road

The state estimate and the model probability for road segment VSIMM-IPDAF are evaluated as

x̂MMSE for road 1
k|k =

Mroad 1∑
j=1

x̂ j
k|kµ

j
k. (4.103)

The model which has a highest probability is found by
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m̂MAP for road 1
k|k = argmax

m j
{µ

j
k, j ∈ Mroad 1}. (4.104)

Both branches are incorporated into the tracker. The VS-A-IMM algorithm first compares each branch’s
model probability m̂MAP for offroad

k|k and m̂MAP for road 1
k|k and the MAP estimate of the model probabilities of

branches at time k are obtained as

m̂MAP
k|k = argmax

m
{µoffroad

k , µroad
k }. (4.105)

The overall state estimate x̂k|k is the state estimate of the branch which has the highest model probability
as below

x̂k|k = x̂MAP
k|k

(
m̂MAP

k|k

)
. (4.106)

In summary, the MAP estimate of the overall state estimate is the maximum of the posterior density
coming from the branch m̂MAP

k|k .

4.4.3 Terrain constraint

When there is a terrain constraint like elevation or bridge while evolving on the road, the structure of
the VS-A-IMM algorithm turns out to be as in Figure 4.14. If there is a-priori information regarding

Figure 4.14: VS-A-IMM for onroad position with terrain constraint information

elevation around the road, it is assumed that the target cannot change its direction and keeps moving
on the road. This assumption leads the elimiation of the offroad segment automatically and the overall
state estimate becomes state estimate of the onroad segment in which target is being tracked. The
model probability of the branch is not used to make a decision at the output of the tracker.

4.4.4 Junction

When the target approaches a junction, this means that the target is in the vicinity of all road segments
connected to it. When the target reaches a junction all branches that represent the road segments are
included in the VS-A-IMM algorithm. The algorithm has the structure in Figure 4.15.

71



The overall state estimation at the junction is obtained as follows. Road segments are firstly handled
and the MMSE state estimate and the MAP estimate of model probabilities are found for each VSIMM-
IPDAF road segment. The road segment with the highest model probability is chosen among the road
segments. Offroad state estimation and the model probabilities are then obtained. The comparison
of the offroad segment and the resulting road segment model probabilities are compared and the state
estimate of the branch with the highest probability results in the overall state estimate.

Figure 4.15: MAP Estimate of all road segments at junction point

4.4.5 Track Initiation

When the location of the track is not given it has to be initialized. The initialization is performed using
the JPDAF algorithm described in Section 4.1.4 in the following manner:

Initially all the measurements in the first scan are treated as initial track states. Then, the initial values
for process noise Q are assigned to those tracks and the initial measurement noises with zero mean and
covariance R the initial track state covariance matrices Pk|k−1 are assigned as well.

In the second scan, another group of observations are obtained and associated with the observations
obtained at first scan by the auction algorithm [8]. This is achieved by taking the difference among the
associated observations and the tracks assumed in the first scan and hence the velocity of each track is
found.

The track existence probability is assigned for each track and as the scan progresses the tracks with low
track existence parameter are dropped. Assuming that the target provides measurements at all scans,
the target is initialized in four scans.
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4.5 MODEL SET ADAPTATION

When the target is off-road, distant away from road segments the only branch available in the VS-A-
IMM algorithm is the off-road branch which includes two constant velocity models, one turn model
and one stop model. As the target moves on its trajectory the variability in the structure of the algorithm
is achieved through various controls. The controls that are used to determine whether a model has to
be activated in a specific branch is referred to as in-branch controls. The controls that are used to add
or delete road branches in the VS-A-IMM structure is referred to as intra-branch controls which are
specifically defined as road segment controls and junction controls.

4.5.1 In-branch Controls

The in-branch controls performed in each branch are used to detect whether a stop model or a hide
model has to be used. The velocity estimate of the target is checked up on and the stop model is
activated or not as described in Section 4.1.2. The position of the target is also checked up on to detect
whether the target is near a topographic obstruction as described in Section 4.1.3. If so, the hide-model
is activated.

4.5.2 Road Segment Control

Road control is performed if the target moves on a road segment or leave the road segment at each
time step. In accordance with the road condition, the tracker takes into account the model set which is
active.

Assuming that the target is off-road, see Figure 4.16;

1) The state of the target is estimated by using the off-road branch VS-IMM algorithm. The MMSE
output for the state position of the off-road branch is generated.

2) The state estimate is projected onto all segments on the road map. The Mahalanobis distance is
calculated between predicted state and the state projected on the segments.

3) When the distances are less than a specific threshold, it is assumed that the target is related to the
road segments used to find those distances. Then, the model set of that road segment is added to the
VS-A-IMM algorithm. The target state is estimated by using these models in addition to the off-road
branch VS-IMM.

4) Road test is repeated at each time step. If a branch for a specific road segment cannot pass the road
test, that branch is removed from the VS-A-IMM algorithm.

If the target is detected in the vicinity of a junction, the road control test is stopped.

4.5.3 Junction Control

The junction control is performed as follows (See Figure 4.17).

1) When the target is evolving on the road, the Mahalonobis distance between the state estimate and
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Figure 4.16: Projection of the target state to the road segment

the junction point is calculated.

Figure 4.17: Projection of the target state to the junction

2) When the distance calculated is less than a specific junction threshold, it is assumed that the target
is in the vicinity of the junction.

3) All branches intersecting in the junction are added in the VS-A-IMM algorithm. The filtered state
estimates are projected onto all the segments. The projected state estimates are used as predicted states
that belong to those models.

4) Using the projected state estimates, the state estimates and predictions are calculated for each
branch.

5) Filtered state estimates are used in the junction control, the target is checked if it is still in the
junction area.
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The junction control is repeated until the target moves away from the junction area. When the target is
in the junction area and its direction is toward a specific road segment, it is assumed that the likelihood
of that road segment is higher than that of the others. When the target leaves the junction area, the road
control is started again.
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CHAPTER 5

SIMULATION RESULTS

The comparison of the simulation performances of the algorithms are handled through computing
the Root Mean Square (RMS) error in position and in velocity of the targets, which is a universally
accepted measure of evaluation for measuring error performance.

The mathematical formula of the RMS error is given by

RMS error =
√

E{(x − x̂)2} (5.1)

where x is the true value and x̂ is an estimator of x. In ground target tracking, to compute the position
errors, x̂ is taken as the position state estimate of the target, to compute velocity errors x̂ is taken as the
velocity state estimate of the target, which are all inferred from the state vector.

A two dimensional sensor is modelled and located at origin. Each value in the graphs below represents
the average of independent 100 Monte Carlo runs. Track initiation is performed at each scan for all
algorithms. The common parameters in simulations for all algorithms are listed in Table 5.1. Target
motions are studied in two different clutter density scenarios referred to as the “light clutter density”and
the “heavy clutter density”. The clutter density measurements are obtained from a uniform distribution
at each time step.

Table5.1: Common Parameters in All Algorithms

Measurement Error
Range Error 20 m
Azimuth Error 0.01 rad

T (Sampling interval) 1 sec
Pd (Except stop and hide modes) 0.99
Pg 0.99

Average Clutter Density
Light Clutter Density 5.5 e−5 m−2

Heavy Clutter Density 5.5 e−4 m−2

From this point on, the VS-A-IMM IPDAF algorithm is referred to as “Tracker”and compared to the
IMM-PDAF algorithm and VSIMM-PDAF algorithm which is resulted in MMSE output in terms of
the RMS error performances in position and velocity.
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Model Set of the IMM-PDAF algorithm
IMM-PDAF algorithm is implemented using two constant velocity motion models one of which has
low process noise with standard deviation 5 m/s2 and the other has high process noise with standard
deviation 30 m/s2.

Model Set of the VSIMM-PDAF VSIMM-PDAF model set consists of offroad and onroad motion
models in which each in-branch has two constant velocity motion models.

• Offroad branch has two models with low process noise with standard deviation 5 m/s2 and high
process noise with standard deviation 30 m/s2.

• Onroad branch has two models with 2.5 m/s2 and 20 m/s2.

Model Set of the Tracker

The target motion is assumed to be covered with the following models in the Tracker:

Offroad motion models

• Constant velocity with low process noise

• Constant velocity with high process noise

• Coordinated turn with low process noise

• Stop model

On-road motion models

• Constant velocity with low process noise

• Constant velocity with medium process noise

• Constant velocity with high process noise

• Stop model

• Hide model

Stop Mode
If the target velocity is less than the MDV or target stops, there is no measurement available and the
probability of detection becomes zero. The stop model is activated in the Tracker algorithm. The
process noise standard deviation in the stop model is taken as 2.5 m/s2.

Hidden Mode
If target is not visible due to tunnels or terrain obstructions, there is no measurement available and the
probability of detection becomes zero. The process noise for the hide model is chosen as 2.5 m/s2.

The Markov matrix for the IMM-PDAF algorithm is defined as

[πi j]2 =

0.95 0.05
0.2 0.8

 .
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The Markov matrix of the VSIMM-PDAF algorithm is chosen as

[πi j]3 =


0.8 0.10 0.10
0.1 0.70 0.20
0.15 0.15 0.70

 .

Both the stop model and the hide model have the same model probability matrices for slow and fast
stages. These are given by

[
pi j

]E
=


0.95 0.02 0.03
0.8 0.1 0.1
0.7 0.1 0.2

 [
pi j

]Ē
=


0 0.95 0.05
0 0.8 0.2
0 0.7 0.3

 .
The parameters of the Tracker during simulations except the stop mode and the hidden mode are given
in Table 5.2.

Table5.2: Parameters of the Tracker

Offroad Process Noise Std. Dev.
Model 1 CV 5 m/s2

Model 2 CV 10 m/s2

Model 3 CT 5 m/s2

Onroad Process Noise Std. Dev. Along Orthogonal
Model 1 CV 30 m/s2 3 m/s2

Model 2 CV 15 m/s2 1.5 m/s2

Model 3 CV 10 m/s2 1 m/s2

5.1 TRAJECTORY 1

There are two special cases in Trajectory 1 which is shown in Figure 5.1: i) open field to onroad
transition at point B, ii) junction J. We consider a single ground target evolving on open field between
points AB and joins the road segment at point B, as shown in Figure 5.1. BJ indicates the road segment
1 that the target of interest follows. J shows the junction region and it is separated into two distinct road
segments JC (road segment 2) and JD (road segment 3). Three different motion patterns are considered
in Trajectory 1 that are denoted as Motion 1, Motion 2 and Motion 3.

5.1.1 Motion 1

The target motion is given in Figure 5.2 for the trajectory in Figure 5.1 as follows:

• The target is initiated with the velocity 16 m/s at point A which is an open field location at (750,
750).

• It continues with its velocity during next 50 secs.
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Figure 5.1: Trajectory 1: True Target Scenario

• After entering the road segment 1, it decelerates with 4m/s2 and its velocity lasts 80 secs till
junction.

• It again decelerates with 4 m/s2 and terminates its motion at road segment 2. The number of
scans over all tracking time interval is 200.

Figure 5.2: Trajectory 1: Motion 1 - True velocity of the target

5.1.1.1 Motion 1 - Light Clutter Density

The RMS position error performances of the algorithms, the RMS velocity error performances of
the algorithms and the overall RMS errors of the algorithms obtained by executing 100 independent
Monte Carlo runs are provided in Figure 5.3, Figure 5.4 and Table 5.3 respectively.
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Figure 5.3: Trajectory 1: Motion 1 - RMS error in position for LC

Figure 5.4: Trajectory 1: Motion 1 - RMS error in velocity for LC

Table5.3: RMS errors in position and velocity for Motion 1 - LC

Algorithms RMS error in position (m) RMS error in velocity (m/s)
IMM-PDAF 11.0720 4.2935
VSIMM-PDAF 11.1450 3.6380
Tracker 7.7296 2.7455
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5.1.1.2 Motion 1 - Heavy Clutter Density

The RMS errors in position and velocity of all algorithms are demonstrated in Figure 5.5 and Figure
5.6 respectively.

Figure 5.5: Trajectory 1: Motion 1 - RMS error in position for HC

Figure 5.6: Trajectory 1: Motion 1 - RMS error in velocity for HC

The overall RMS errors of the algorithms in heavy clutter density by 100 Monte Carlo runs are pro-
vided in Table 5.4.
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Table5.4: RMS errors in position and velocity for Motion 1 - HC

Algorithms RMS error in position (m) RMS error in velocity (m/s)
IMM-PDAF 13.8705 4.5705
VSIMM-PDAF 13.9873 3.8157
Tracker 10.8600 3.6435

Observations for Motion 1

Regarding the offroad motions, performances are close to each other whereas the Tracker’s perfor-
mance resulted in better performance during onroad regions. This is due to the fact that gating ap-
proach is applied and a priori information is provided for onroad. In the heavy clutter scenario both
RMS errors in position and velocity increase, however the Tracker’s performance is least effected
among all.

The VSIMM-PDAF uses 4 models during the onroad motions to capture the possibility of moving to
offroad abruptly. For this reason the performance is worse than the Tracker and close to IMM-PDAF
that uses 2 models. Under normal circumstances the performance of a 4 model IMM would be worse
than the 2-model IMM-PDAF, however since the 2 models in VSIMM-PDAF are the modified versions
of the other 2 models (Process noise is elliptic rather than circular), the performance is not worsened
much and is in the acceptable limits. The advantage we have is that the VSIMM-PDAF is responsive
to offroad transitions.

All algorithms make a peak at transition points from offroad to onroad and junction areas. It is in-
teresting to note that the velocity RMS error peaks in the road entry and in the junction have similar
magnitude.

At the junction area, the Tracker makes a similar peak, however the width of the peak is wider than the
others. As to the RMS error in velocity, all algorithms show similar performance for offroad motion
and the Tracker has smaller RMS error in velocity during onroad motion. The two peaks in the Figure
5.4 indicate the offroad to onroad and junction point transitions.

It is interesting to note that although the position error performance of the VSIMM-PDAF is similar
to the IMM-PDAF, its velocity error performance is close to the Tracker. Using models that match
to road map help estimating the velocity better in VSIMM-PDAF whereas this does not help a lot in
estimating the position.

5.1.2 Motion 2

The scenario has a stop mode in the offroad region on Trajectory 1 as seen in Figure 5.7. The motion
of the target is built in Figure 5.8.
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Figure 5.7: Trajectory 1: Motion 2 - True target scenario

Figure 5.8: Trajectory 1: Motion 2 - True velocity of the target
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5.1.2.1 Light Clutter Density

Figure 5.9 presents the RMS position error performances of the algorithms. The overall RMS errors

Figure 5.9: Trajectory 1: Motion 2 - RMS error in position for LC

averaged over the stop mode tracking periods in light clutter density are given in Table 5.5.

Table5.5: RMS errors in position during the stop mode for Trajectory 1: Motion 2 - LC

Algorithms RMS error in position (m)
IMM-PDAF 66.8421
Tracker 13.0193

5.1.2.2 Heavy Clutter Density

The RMS position error performances of the algorithms, the overall RMS errors averaged over the
stop mode tracking periods are provided in Figure 5.10 and Table 5.6 respectively.

Table5.6: RMS errors in position during the stop mode for Trajectory 1: Motion 2 - HC

Algorithms RMS error in position (m)
IMM-PDAF 84.6302
Tracker 24.7760
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Figure 5.10: Trajectory 1: Motion 2 - RMS error in position for HC

Observations for Trajectory 1: Motion 2
This motion includes a stop in the offroad region. Both in the light and heavy clutter scenarios the stop
mode is tracked effectively. As expected, the error level is higher in the heavy clutter scenario than the
light clutter scenario. The performance of the Tracker is better during on road motions similar to the
previous Motion 1.

The IMM-PDAF algorithm is able to find the stopped target after the stop period ends. This is due to
the fact that a track initiation capability is added to the IMM-PDAF algorithm. The sudden rise in the
position error in the IMM-PDAF occurs due to gate volume increases when the target stops. Since the
IMM-PDAF algorithm assumes target existence, if there is no detection coming from the target, the
PDAF output deteriorates rapidly and in turn this increases gate volume.

5.1.3 Motion 3

The trajectory has now 2 steps as shown in Figure 5.11. Motion 3 is illustrated in Figure 5.12. The
target of interest performs move stop motions close to a real scenario. In this scenario,

• target evolves with a 1 m/s2 deceleration while around the entry point B,

• stops for 20 secs just before the entry point at point B in between time interval [64, 83],

• it starts accelerating with 1 m/s2 at scan k = 84, and arrives the on-road joint at scan k = 85 and
accelerates with 1 m/s2 and moves at a constant speed during motion on road segment 1,

• it arrives at the junction by decelerating 1m/s2 in 8 secs at scan k = 201,

• it stops for 20 secs in between time interval [180, 199],

• it again accelerates and continues with constant speed until the termination of the motion.
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Figure 5.11: Trajectory 1: Motion 3 - Trajectory of the target

Figure 5.12: Trajectory 1: Motion 3 - Motion of the target
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5.1.3.1 Light Clutter Density

The RMS position error performances of the algorithms are illustrated in Figure 5.13.

Figure 5.13: Trajectory 1: Motion 3 - RMS error performances - LC

The overall RMS errors of both algorithms are given in Table 5.7.

Table5.7: RMS errors in position during stop modes for Trajectory 1: Motion 3 - LC

Algorithms RMS error in position (m) RMS error in position (m)
at entry Area at Junction Area

IMM-PDAF 59.2843 58.0139
Tracker 18.3431 12.8969

5.1.3.2 Heavy Clutter Density

The RMS position error performances for the algorithms in heavy clutter denisty are illustrated in
Figure 5.14. The IMM-PDAF algorithms has significant peaks at the critical areas similar to the light
clutter density case. The target of interest is dropped and initiated thereafter.

The overall RMS errors of the algorithms are given in Table 5.8.

Observation for Trajectory 1: Motion 3
As can be seen in position error performances, the Tracker indicates superior performance at stop
durations. However, the Tracker’s error level slightly goes up before stop regions due to deceleration
of the target. In general, during onroad motions the Tracker’s performance is better than the IMM-
PDAF. It is also remarkable that in the case where a stop occurs at the junction, the Tracker is not
confused and shows responsive performance.

Similar to Motion 2, the IMM-PDAF algorithm is able to find the stopped target after the stop period
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Figure 5.14: Trajectory 1: Motion 3 - RMS error in position for HC

Table5.8: RMS errors in position during stop modes for Trajectory 1: Motion 3 - HC

Algorithms RMS Error in Position (m) RMS Error in Position (m)
at point B at junction

IMM-PDAF 83.6373 86.6142
Tracker 29.4370 26.9407

ends. The sudden rises in the position error in the IMM-PDAF occur again due to gate volume increases
when the target stops.

5.2 TRAJECTORY 2

This trajectory includes turn with an obtuse angle at the entry point from offroad to onroad. The
trajectory of the target is seen in Figure 5.15.

The velocity of the target along the trajectory is shown in Figure 5.16. In this scenario,

• Target starts its movement at point A and enters the road segment BJ at point B with an obtuse
angle of 135 degrees in between time intervals [1,79],

• It arrives at the entry point at scan k = 80,

• It moves at a constant velocity until the junction point at scan k = 160,

• It continues its motion at a constant velocity as seen in Figure 5.16 and terminates its motion on
road segment 2.
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Figure 5.15: Trajectory 2: True target scenario with obtuse angle turn

Figure 5.16: Trajectory 2: True velocity of the target
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5.2.1 Light Clutter Density

The RMS error in target position and the RMS error in target velocity are illustrated in Figures 5.17
and 5.18 respectively. The overall RMS error values in position and velocity are given in Table 5.9.

Figure 5.17: Trajectory 2: RMS error in position for LC

Figure 5.18: Trajectory 2: RMS error in velocity for LC
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Table5.9: RMS errors in position and velocity for Trajectory 2 - LC

Algorithms RMS error in position (m) RMS error in velocity (m/s)
IMM-PDAF 14.7248 6.5213
VSIMM-PDAF 13.1904 6.0503
Tracker 11.6670 3.7574

5.2.2 Heavy Clutter Density

The RMS error in target position and the RMS error in target velocity are illustrated in Figures 5.19
and 5.20 respectively.

Figure 5.19: Trajectory 2: RMS error in position for HC

Table 5.10 shows the comparison of the algorithms in terms of overall RMS error values in position
and velocity.

Table5.10: RMS errors in position and velocity for Trajectory 2 - HC

Algorithms RMS error in position (m) RMS error in velocity (m/s)
IMM-PDAF 17.5059 6.0592
VSIMM-PDAF 17.8085 6.4930
Tracker 14.9981 4.5694
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Figure 5.20: Trajectory 2: RMS error in velocity for HC

Observations for Trajectory 2

The observations pertaining to Trajectory 1 Motion 1 is valid for Trajectory 2. Regarding the offroad
motions, performances are close to each other whereas the Tracker’s performance resulted in better
performance during onroad regions. In the heavy clutter scenario, the RMS errors in position and
velocity increase, however the Tracker’s performance is least effected among all. Also the performance
improvement of the Tracker is more evident in the heavy clutter scenario.

All algorithms make a peak at transition points from offroad to onroad and junction areas. It is in-
teresting to note that the velocity RMS error peaks in the road entry and in the junction have similar
magnitude. The peaks that appear in RMS velocity during the offroad motions appear due to changes
in velocity.

At the junction area, the Tracker makes a similar peak, however the width of the peak is wider than the
others.

It is interesting to note that although the position error performance of the VSIMM-PDAF is similar
to the IMM-PDAF, its velocity error performance is close to the Tracker. Using models that match
to road map help estimating the velocity better in VSIMM-PDAF whereas this does not help a lot in
estimating the position.

5.3 TRAJECTORY 3

This trajectory includes a turn with an acute angle at the entry point from offroad to onroad, which is
in Figure 5.21.

The target velocity is illustrated in Figure 5.22.

• The target is first initiated at point A and evolves on a curve as in Figure 5.21 and passes to the
on road situation at scan k = 72.
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Figure 5.21: Trajectory 3: True target scenario with acute angle turn

• The target enters the road at B with a narrow angle of 45 degrees when in transition from offroad
to onroad.

• It continues its motion at a constant velocity as in Figure 5.22.

• It arrives at the junction area at scan k = 152 and continues at a constant velocity on road
segment 2 and then terminates its motion.

Figure 5.22: Trajectory 3: True velocity of the target

5.3.1 Light Clutter Density

The RMS error in position and the RMS error in veloicty are shown in Figure 5.23 and Figure 5.24
respectively.

The overall RMS error values in position and velocity are given in Table 5.11.
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Figure 5.23: Trajectory 3: RMS error in position for LC

Figure 5.24: Trajectory 3: RMS error in velocity for LC
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Table5.11: RMS errors in position and velocity for Trajectory 3 - LC

Algorithms RMS error in position (m) RMS error in velocity (m/s)
IMM-PDAF 13.6565 8.4627
VSIMM-PDAF 13.5102 7.7632
Tracker 11.6026 4.7238

5.3.2 Heavy Clutter Density

The RMS error in position and the RMS error in velocity performances are shown in Figure 5.25 and
Figure 5.26 respectively.

Figure 5.25: Trajectory 3: RMS error in position for HC

Table 5.12 compares the RMS error performances of the algorithms in high clutter density.

Table5.12: RMS errors in position and velocity for Trajectory 3 - HC

Algorithms RMS error in position (m) RMS error in velocity (m/s)
IMM-PDAF 17.7229 8.7124
VSIMM-PDAF 17.9303 7.9187
Tracker 16.3615 5.8593
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Figure 5.26: Trajectory 3: RMS error in velocity for HC

Observations for Trajectory 3

In general, the observations pertaining to Trajectory 2 are valid for Trajectory 3.

In specific terms, the RMS position error of the Tracker is affected most during offroad motion in
which both a direction turn and velocity change occurred. The peaks in the RMS position error are
due to this fact. This is even more evident in the heavy clutter scenario where the peaks have a wider
structure. However in the RMS velocity error the peaks are present in all algorithms due to direction
and velocity changes.

An interesting observation is that in the road segment JC the RMS velocity error of VSIMM-PDAF is
now close to the IMM-PDAF in contrast to the Trajectory 2 where the RMS velocity error of VSIMM-
PDAF is closer to the Tracker. This illustrates the fact that the velocity estimation of IMM and VSIMM
are not reliable because the velocity characteristics of Trajectory 2 and Trajectory 3 are similar to each
other in the road segment JC.

In the heavy clutter scenario, all the RMS errors in position and velocity increase, however the
Tracker’s performance is least effected among all. Also the performance improvement of the Tracker
is more evident in the heavy clutter scenario.

5.4 TRAJECTORY 4

In this trajectory, there is an exit at the road segment 2 which is shown in Figure 5.27.

The velocity of the target is illustrated in Figure 5.28.

• The target for Trajectory 4 starts its motion in open field and arrives at the entry point B at scan
k = 61,

• It passes to the onroad at point B and arrives at junction J at scan 161,
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Figure 5.27: Trajectory 4: True target scenario

• On the road segment JC, the target changes its direction to the open field at point E by reducing
its velocity at scan k = 231,

• It reduces its velocity and continues its motion at offroad for a while and stops at point F.

Figure 5.28: Trajectory 4: True velocity of the target

5.4.1 Light Clutter Density

The RMS error in position and the RMS error in velocity are demonstrated in Figure 5.29 and 5.30
respectively.

The overall RMS error values over the entire tracking period can be seen in Table 5.13.

5.4.2 Heavy Clutter Density

The RMS error in position and the RMS error in velocity performances of the algorithms are shown in
Figure 5.31 and 5.32 respectively.
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Figure 5.29: Trajectory 4: RMS error in position for LC

Figure 5.30: Trajectory 4: RMS error in velocity for LC
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Figure 5.31: Trajectory 4: RMS error in position for HC

Figure 5.32: Trajectory 4: RMS error in velocity for HC

100



Table5.13: RMS errors in position and velocity for Trajectory 4 - LC

Algorithms RMS error in position (m) RMS error in velocity (m/s)
IMM-PDAF 14.3039 6.7448
VSIMM-PDAF 13.2978 5.7362
Tracker 11.7137 3.6795

The entire RMS error performances of the algorithms are given in Table 5.14.

Table5.14: RMS errors in position and velocity for Trajectory 4 - HC

Algorithms RMS error in position (m) RMS error in velocity (m/s)
IMM-PDAF 17.6528 5.8639
VSIMM-PDAF 17.0138 5.1379
Tracker 15.8803 4.6103

Observations for Trajectory 4

The observations pertaining to Trajectory 1 Motion 1 are valid for Trajectory 4 as well. In addition
to them, the Tracker handles the offroad exit effectively. During the offroad motion in the last part of
the scenario, performance of all algorithms are similar. During onroad motions the VSIMM-PDAF’s
performance is between the IMM-PDAF and the Tracker.

Since the VS-A-IMM tracker uses parallel branches to estimate the state, onroad entries and offroad
exits with small angles between the target trajectory and the road may cause problems. This problem
can be possibly eliminated by tracking the direction of the movement locally.

5.5 TRAJECTORY 5: Tunnel Approach I - Constant Velocity Assumption

The trajectory of the tunnel scenario is presented in Figure 5.33. The target starts at point A in open
field and ends its offroad motion at point B on road segment BJ. On road segment JC, there is the
tunnel information available for the Tracker. Points I and II indicate tunnel entrance point and exit
point in the X-Y plane respectively. The target is invisible to the sensor and the Tracker assumes that
the target moves at constant speed with the velocity lastly detected by the sensor. After passing through
the tunnel, it stops at point C. The velocity of the true target is shown in Figure 5.34. The target starts
onroad movement at scan k = 51 and arrives at junction at scan k = 130. Its velocity is kept constant
on road segment JV, which means that the speed of the target in the tunnel is 10 m/s.

The RMS error both in position and velocity of the Trajectory 5 are depicted in Figure 5.35 and Figure
5.36.

Observations for Trajectory 5 Approach I

The Tracker presents expected results as observed in the previous trajectories when the target of interest
moves in the uncertainties such as offroad/onroad transitions and junction. Because onroad model set,
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Figure 5.33: Trajectory 5: True target scenario

Figure 5.34: Trajectory 5: True velocity of the target

Figure 5.35: Trajectory 5: Approach I - RMS error in position

102



Figure 5.36: Trajectory 5: Approach I - RMS error in velocity

which has three models, provides a priori information regarding the road segments, this leads smaller
error probabilities along the road. The Tracker’s performance at the output of the tunnel results in
good performances both in position and velocity as long as the motion of the target in a topographic
constraint is known and deterministic.

The overall RMS error values in position and velocity are provided in Table 5.15.

Table5.15: Overall RMS errors in position and velocity for Trajectory 5: Approach I

Algorithm RMS error in position (m) RMS error in velocity (m/s)
Tracker 18.4593 5.5302

When target goes through the tunnel, there is a reasonable assumption made that the target moves at
a constant speed while being invisible to the radar. Otherwise, the target loss would occur due to the
driver’s unprecedented action in the tunnel.

5.6 TRAJECTORY 5: Tunnel Approach II - Hide Model Proposed

5.6.1 Motion 1

The true velocity of the target is shown in Figure 5.37 with the trajectory given in 5.33. The target
stops in the tunnel for 30 secs and then continues to move at 10 m/s and then exits tunnel with the same
speed. The total duration in the tunnel is 50 secs.

The RMS error performances in position and velocity of the Trajectory 5 for Approach II - Motion 1
are depicted in Figure 5.38 and Figure 5.39 respectively.

Table 5.16 shows the average position and velocity errors over the recovery time.
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Figure 5.37: True velocity of the target

Figure 5.38: Trajectory 5: Approach II - Motion 1 - RMS error in position
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Figure 5.39: Trajectory 5: Approach II - Motion 1 - RMS error in velocity

Table5.16: RMS errors in position and velocity for Trajectory 5: Approach II - Motion 1 during the
recovery time

Algorithm RMS error in position (m) RMS error in velocity (m/s)
Tracker 46.2389 10.1178

5.6.2 Motion 2

The true velocity of the target is shown in Figure 5.40 for the trajectory in Figure 5.33. The target
accelerates along the tunnel movement in this scenario and jumps out of the tunnel at a speed of 25
m/s (or 90 km/h). This is usually the maximum speed limit in tunnels.

The RMS errors in position and velocity of the Trajectory 5 are provided in Figure 5.41 and Figure
5.42 respectively.

Average position and velocity errors over the recovery period are given in Table 5.17.

Table5.17: RMS errors in position and velocity for Trajectory 5: Approach II - Motion 2 over the
recovery duration.

Algorithm RMS error in position (m) RMS error in velocity (m/s)
Tracker 37.3469 15.0314
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Figure 5.40: True velocity of the target

Figure 5.41: Trajectory 5: Approach II - Motion 2 - RMS error in position
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Figure 5.42: Trajectory 5: Approach II - Motion 2 - RMS error in position

Observations for Trajectory 5 Approach II for Both Motions

When the target rushes out of a topographic constraint with higher velocity, the Tracker has a higher
peak in terms of the position error compared to the exit with lower velocity. However, the average
recovery time has smaller error in the exit with higher speed than the exit with low speed.

Regarding the velocity error performance, both recovery time to catch the target and the peak value
increase proportionally as the speed of the target increases.

The Approach II outperforms the Approach I since making an assumption would not be possible in
realistic scenarios. When target moves evasively and misleads the tracker, this approach provides a
practical mechanism to catch the target without taking into account how long it would take for the
target to exit the topographic constraint (hence no track loss).
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CHAPTER 6

CONCLUSIONS

A novel simple and elaborate method for tracking ground targets, referred to as Variable Structure-
Autonomous-Interacting Multiple Model (VS-A-IMM) method, is developed from first principles of
estimation and multiple model filtering. Multiple model estimation plays an important role for targets
which do not follow the same pattern of motion. Each model output which correspond to a different
dynamical model resulting state estimate are combined to obtain a final state estimate. Different com-
bining strategies can be developed, the most common of which is the MMSE estimate. It is the most
well known form for example to obtain the final estimate of the IMM algorithm. MAP estimation is
another alternative which is much less known to the community.

Multiple model estimation opens up possibilities to combine estimators. In ground target tracking,
grouping of models that relate to the same topographic region is a natural choice. These topographic
regions are off-road areas and different road segments. Each region can then run its VSIMM algo-
rithm. Obviously the final state estimate in each region is the MMSE estimate. The estimates in each
region should then be combined. We have opted out an AMM approach in combining different regions
because it is obvious that no mixing of states is needed once a target is confirmed it is off-road or on
a road segment. Not only is this approach suitable to the nature of the problem but also it maintains
a low computational complexity. Hence, a new theoretical multiple model estimation framework that
models the target motion in a more realistic way is presented.

Grouping of models in off-road and road segments and selecting the appropriate output among the
model outputs leads to a responsive target tracker with a low computational complexity.

A target tracker should support all the possible states of the target which may well include stopping and
hiding. The target may appear intermittently due to obstructions. A stop model and a hide model are
integrated into the tracker. Integrated PDAF approach is also utilized in the new algorithm to support
intermittent detections of the same target. Target initialization after temporary loss of target is also an
integral part of the tracker. This should not be confused with the complete loss of target in which case
the target is deleted in the target database. The presence of dense background clutter, which obviously
causes deterioration in target track quality, is inevitable in ground target tracking systems. Along with
the use of methods that measures track quality, such as IPDAF, smart methods that would define the
validation regions (gating) is an apparent necessity which has not attracted attention in the literature.
It is observed that when effective validation regions are placed in the VS-A-IMM algorithm, position
errors are reduced. Simulation scenarios are concentrated on measuring the position error which is the
ultimate performance metric of the ground target tracker systems. It is observed that the simulation
results confirm the theoretical predictions. The VS-A-IMM algorithm is more responsive than the
standard IMM approaches. The reasons are that
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• A priori information is used cleverly (groups of models are formed in geographic regions to-
gether with appropriate gating)

• Estimation framework matches the reality

• Almost least number of models are used in each group

The simulations are performed in dense clutter environments. The results show that the developed
algorithm is effective in tracking targets when background clutter is present. The simulation results of
stopping and hiding target cases indicate that the target is tracked effectively even if the target is stopped
or is hidden for instance in a tunnel. In summary the ground target tracker developed in this thesis with
the properties described below is an effective tracker compared to standard IMM approaches in terms
of position error performance. The price paid for this is a minor increase in computational complexity.

• Theoretical framework for combined MMSE and MAP estimation

• Combined AMM and IMM tracker

• Variable structureness both in AMM and IMM parts

• Stop model and hide model

• Smart gating

• Track quality measure and track initiation after temporary loss

Among the future work planned to improve the VS-A-IMM tracker are the extension to multiple target
cases, development of different combined estimators of MAP and MMSE, improvements of the stop
model and the hide model. Countermeasures (e.g., jamming) used by targets is a source of track
loss in ground target trackers. The VS-A-IMM tracker should be made immune to such jamming
applications. The research along this line should have the concept of developing parallel hypotheses,
the most probable of which should be selected as the output.

Multi-sensor approaches can also be developed to enhance the tracking quality of targets. The modu-
lar composite architecture of the VS-A-IMM algorithm lends itself to multi-sensor applications. For
example different branches in the algorithm can be obtained from different sensors. Multiple sensor
detection is important in the sense that the geographical diversity of the sensors compensate the weak-
nesses of single sensors. The IPDAF approach would play an important role to qualify the track for-
mations and maintenance in each sensor. The IPDAF approach can be expanded to cover multi-sensors
so that track observability in each sensor is measured and than utilized to fuse the state estimates.
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