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ABSTRACT

ANALYSIS AND MODELING OF ROUTING AND SECURITY PROBLEMS IN
WIRELESS SENSOR NETWORKS WITH MATHEMATICAL PROGRAMMING

İncebacak, Davut

Ph.D., Department of Information Systems

Supervisor : Prof. Dr. Nazife Baykal

Co-Supervisor : Assoc. Prof. Dr. Kemal Bıçakcı

December 2013, pages

Wireless Sensor Networks (WSNs) are composed of battery powered small sensor nodes with

limited processing, memory and energy resources. Self organization property together with

infrastructureless characteristics of WSNs make them favorable solutions for many applica-

tions. Algorithms and protocols developed for WSNs must consider the characteristics and

constraints of WSNs but since battery replenishment is not possible or highly challenging for

sensor nodes, one of the major concerns in designing network protocols and algorithms is to

achieve energy efficiency and to extend the network lifetime. Hence, energy efficient solu-

tions are required for routing and security problems in WSNs. In this dissertation, we model

and analyze several routing and security problems in WSNs. We first study the impact of

spatial granularity of measurements on the energy requirements of sensor network. We then

investigate the energy cost of survivability in the presence of physical attacks. We next study

the impact of the number of routing paths on network wide energy balancing under optimal

operating conditions. Finally, we investigate the energy cost of route diversity to improve the

security of WSNs against adversaries attempting to obtain sensitive sensor data.

We contribute to the literature by developing novel mathematical programming frameworks

v
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and presenting a comprehensive high level analysis of the several routing and security prob-

lems in WSNs. The novel mathematical programming frameworks presented in this thesis

can be used with minor modifications for future analysis of different routing and security

problems in WSNs.

Keywords: Wireless Sensor Networks, Mathematical Programming, Security, Routing, En-

ergy Efficiency
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ÖZ

KABLOSUZ ALGILAYICI AĞLARDA YÖNLENDİRME VE GU̇VENLİK
PROBLEMLERİNİN MATEMATİKSEL PROGRAMLAMA VASITASIYLA

MODELLENMESİ VE ANALİZİ

İncebacak, Davut

Doktora, Bilişim Sistemleri Bölümü

Tez Yöneticisi : Prof. Dr. Nazife Baykal

Ortak Tez Yöneticisi : Doç. Dr. Kemal Bıçakcı

Aralık 2013, sayfa

Kablosuz Algılayıcı Ağlar (KAA) pil ile çalışan, sınırlı işleme, hafıza ve enerji kaynaklarına

sahip küçük algılayıcılardan oluşur. KAA’da bulunan kendi kendine organize olma ve kablo-

suz iletişim kullanma özellikleri, KAA’ların birçok uygulamada kullanılabilmesine imkan

vermiştir. KAA için geliştirilen algoritmalar ve protokoller KAA’ın özelliklerini ve kısıtlama-

larını dikkate almalıdır ancak algılayıcıların pillerinin değişimi genellikle mümkün olmadığı

ya da çok zor olduğu için, geliştirilen algoritmalar ve protokoller için dikkate alınan temel

tasarım parametrelerinin başında enerji verimliliği ve yaşam süresinin eniyilenmesi gelir.

Bundan dolayı KAA’da yönlendirme ve güvenlik problemleri için enerji efektif çözümler

gerekir. Bu tezde KAA’da yönlendirme ve güvenlik problemlerinin modellenmesi ve anal-

izi üzerinde çalışmalar yaptık. İlk olarak KAA’ın ölçüm yaptığı parçaların büyüklüğünün

KAA’ın enerji harcanımına olan etkisi üzerine çalışma yaptık. Sonrasında fiziksel saldırıların

önlenmesinin enerji maliyetini araştırdık. Daha sonra yönlendirme yollarının toplam sayısının

enerjinin etkin kullanılması üzerine olan etkisini inceledik. Son olarak KAA’ın veri güvenliğini

sağlamak için çoklu yol kullanmanın enerji maliyetini araştırdık.
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Literatüre orjinal matematiksel programlama çerçeveleri geliştererek ve KAA’da birçok yönlen-

dirme ve güvenlik problemlerinin kapsamlı analizini yaparak katkıda bulunduk. Bu tezde an-

latılan matematiksel programlama çerçeveleri küçük değişikliklerle gelecekte karşılaşılabilecek

yönlendirme ve güvenlik problemlerinin analizinde kullanılabilir.

Anahtar Kelimeler: Kablosuz Algilayıcı Ağlar, Matematiksel Programlama, Guvenlik, Yon-

lendirme, Enerji Etkinligi
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CHAPTER 1

INTRODUCTION

Wireless Sensor Networks (WSNs) are composed of small form factor devices (sensor nodes)

that are instrumented with different types of sensors to carry out certain sensing tasks within

a designated operation area. With limited processing, memory and energy resources, sensor

nodes are capable of sensing physical phenomena, processing the sensed data, and transmit-

ting the processed information bits via wireless communication. WSNs mostly consist of

hundreds to thousands of sensor nodes deployed in a designated area randomly. Sensor nodes

can be scattered from an airplane to an area of concern and after that they can form a self-

organized network using wireless communication. In this ad hoc network, nodes coordinate

to perform distributed sensing of physical phenomena, gathering information from the area

of concern and forwarding it to a base station. Characteristics and constraints of WSNs are

outlined in Table 1.1 [1].

Table 1.1: Characteristics and constraints of WSNs

Characteristics Constraints
• Sensor nodes are small in terms of size. • Sensor nodes are subject to failures.
• The number of sensor nodes in a WSN
can be hundreds to thousands.

• The topology of a WSN changes very
frequently.

• The main power source of a sensor node
is a battery.

• Sensor nodes are limited in energy, pro-
cessing, and memory.

• Sensor nodes are deployed densely. • Security of a WSN is a critical issue.
• Sensor nodes mainly use wireless com-
munication.

• Redundant data generated by a WSN
needs to be optimally eliminated.

• Self organization is one of the key con-
cepts in WSNs.

• Battery replenishment of a sensor node
is not possible or highly challenging.

• Sensor nodes usually operate unat-
tended.
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Unique characteristics as outlined in Table 1.1 of WSNs enable them to be used as a platform

for several important surveillance and control applications. There are a wide variety of appli-

cations that can be realized using WSNs, varying from civilian applications such as precision

agriculture to military applications such as military target tracking, battlefield surveillance,

and event detection [2]. Precision agriculture monitors field variables such as temperature

and humidity in a fine grained form and tries to respond better to these changes than the tra-

ditional methods. It enables better control and management of the field by taking the required

action in the right time and at the right location. For example, knowing when to irrigate is

important for both using scarce water resources effectively and increasing crop production.

For example, cotton crops must be irrigated on time; delaying irrigation can causes losses

between USD 62/ha and USD 300/ha [3]. A WSN can help to manage irrigation, avoid frost,

control quantities of fertilizer, seed in the correct places and with the correct type and arrange

harvest schedules [4,5]. In the military applications, WSNs can be used to monitor and gather

information about enemy movements, explosions. WSNs can be deployed locations where

wireline systems cannot be deployed (e.g. near an enemy, in places that contain toxins).

1.1 Roles of Sensor Nodes

While sensor nodes execute, they can be in three roles:

A Sensing Role: Sensor nodes are designed to sense different parameters, such as light,

motion, pressure, electrical fields, sound, etc. If an event occurs, a sensor node in a sensing

role captures this event and digitizes it. Afterwards, the sensor node sends the digitized data

to the other sensor nodes in the network. In a sensing role, the sensor node spends its energy

on sensing and transmission.

A Relay Role: After a sensor node senses an event, usually it is not possible or not feasible

to transmit this information directly to the base station, so the sensor node transmits this

information to another sensor node. This occurs repeatedly and finally the sensed information

reaches its final destination. In a relay role, sensor nodes simply work as forwarders and they

spend their energy receiving and transmitting information.

Base Station (BS): There must be at least one sensor node in this role. All the information

flow through to this node and it spreads this information to outside world. This node is mostly
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assumed to be energy unconstrained. Therefore, its energy dissipation is mostly ignored.

1.2 Routing in Wireless Sensor Networks

In WSNs, a routing protocol discovers and maintains routes between sensor nodes and the

base station. Data generated by the sensor nodes is sent towards the base station on a route

determined by the routing protocol. The energy consumption of sensor nodes is dominated by

communication energy and more energy is required as the distance between two communi-

cating sensor nodes increases; energy efficient communication in a WSN maximizes network

lifetime. Therefore, sensor nodes cooperate to send their data through the base station to uti-

lize their energy efficiently. Since it is not always possible or energy-efficient to transmit data

directly to the base station, data can be relayed by several sensor nodes until it reaches to the

base station.

While energy efficiency must be considered, routing protocols must also be designed by con-

sidering the requirements of the WSNs such as single path or multi-path routing, and routing

with redundant data elimination.

1.2.1 Single Path and Multi-Path Routing

Single path routing does not allow data splitting in any relay nodes, multi-path routing splits

the data into parts without employing data redundancy and sends each part via a different

path towards the base station [6]. Multi-path routing can be used to improve the lifetime

of WSNs by enabling balanced energy dissipation throughout the network. If each node

has a connection to the base station with a single path, energy imbalances occur throughout

the network (i.e., relay nodes on heavily utilized paths consume more energy than the other

nodes). On the other hand sending data in multiple alternate routes can be used to balance

the energy dissipation throughout the network and prevents premature deaths of the nodes on

certain paths (e.g., minimum-energy path, minimum hop path) [7]. By distributing the routing

burden on multiple paths as opposed to transmitting on only a single path, multi-path routing

leads to more balanced energy dissipation in the network but as the number of paths increases

so is the complexity of the routing protocol. Hence, it is desirable to limit the number of paths

at some point if further increase does not improve energy efficiency significantly.
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1.2.2 Routing with Redundant Data Elimination

Communication and computation are the two main energy dissipation categories for a typi-

cal WSN and communication energy usually dominates the energy expenditure. Therefore,

reducing the amount of data conveyed to the base station is critical for improving energy ef-

ficiency. Since sensor nodes are generally deployed densely, highly correlated measurements

performed by a multitude of sensor nodes lead to data redundancy. By exploiting the redun-

dancy, it is possible to decrease the amount of data relayed towards the base station. One

such redundancy elimination approach is the aggregation of the data coming from a group of

sensor nodes [8]. Another related technique is the avoidance of redundant data collection [9].

By assigning sensing tasks to nodes intelligently, no redundant data is generated, thus, energy

dissipation for communication is minimized. These energy-efficient strategies not only pro-

long the network lifetime but can also help to satisfy survivability requirements in case of a

security attack.

1.3 Wireless Sensor Network Security

Cooperative and infrastructureless characteristics of WSNs make them suitable for utilization

in hostile areas for tactical communication and networking in military applications. Since, in

these applications, sensor nodes communicate sensitive information, security is of the utmost

importance. However, WSNs can encounter outsider or insider attacks [10].

1.3.1 Outsider Attacks

In an outsider attack, the attacker node is not a part of the WSN. Since communication be-

tween sensor nodes occurs over a wireless channel, the attacker can also eavesdrop ongoing

communication [11]. By using eavesdropped information, attacker can can perform various

types of attacks such as replay attacks (re-sending previously eavesdropped packets) to impair

the authenticity of communication or jamming attacks (emitting wireless signals) to interfere

with the normal operation of WSNs. Also the main aim of an outsider attack can be to disable

sensor nodes by sending bogus packets to drain the battery of receiver nodes or it may capture

and physically destroy nodes.
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Physical attacks, which aim to render one or more sensor nodes non-operational by physically

capturing and destroying them, are among the most serious security threats in WSNs [12,

13]. In case of dense deployment (a desirable property in the design of WSNs) multiple

sensor nodes acquire redundant (highly correlated) data. As a result, even if some nodes are

destroyed, the remaining nodes can successfully complete the sensing task. However, as the

number of nodes in the network decreases, the remaining nodes are burdened with the extra

load (energy dissipation).

1.3.2 Insider Attacks

Cooperation is required to route sensed data towards the base station by using other nodes

as relays. In security related WSNs applications, sensor nodes communicate sensitive infor-

mation. Although cryptography is mostly used as a first line of defense to protect sensitive

information, the unattended nature of sensor nodes makes them vulnerable to node compro-

mise attacks. After a node compromise, an adversary can perform an insider attack. If sensor

nodes are compromised, vital cryptography information such as keys used for encrypting data

can be obtained and privacy and integrity of data can also be compromised. If the compro-

mised node is highly used by other nodes as a relay, one node compromise may affect many

of the nodes in the WSN. In contrast to disabled nodes, compromised nodes actively perform

attacks such as by installing some malicious code on compromised node to disrupt functions

of the WSN [10].

1.4 Mathematical Programming

Modeling the optimal allocation of limited resources to achieve an objective is the study area

of mathematical programming models. A solution of these mathematical programming mod-

els is defined as an optimal solution if it satisfies some conditions aiming to reach a given

objective. Linear Programming (LP) and Mixed Integer Programming (MIP) are the subclass

of mathematical programming models which use linear functions both for objective and con-

straints. An objective is given as a linear function with the aim of finding the maximum or

minimum by using some variables which must satisfy a finite number of constraints expressed

either as linear equalities or linear inequalities. Both LP and MIP are used to find the best
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solution considering a given set of constraints which characterize the set of legitimate deci-

sions. Alternative decisions are compared based on their objective function values and the

decision with the best value (could be the smallest or the largest depending on the nature of

the function) is selected as the optimal decision. There are a wide variety of applications

where LP and MIP are used such as transportation, production scheduling, and network flow

problems [14]. LP and MIP are powerful tools utilized in many studies for modeling and

analyzing WSNs.

1.5 Contribution

Algorithms and protocols developed for WSNs must consider the characteristics and con-

straints of WSNs but since battery replenishment is not possible or highly challenging for

sensor nodes, one of the major concerns in designing routing protocols and algorithms is to

achieve energy efficiency and to extend the network lifetime. The lifetime of a sensor node

is dependent on the energy in its battery; if the energy in its battery is depleted, the sensor

node dies and is excluded from the WSN. The lifetime of a WSN is directly related to the

number of active sensor nodes and loss of a sensor node can degrade the lifetime of the WSN

significantly. Adding security capabilities to a WSN without considering energy efficiency

can lead to inefficient energy dissipation characteristics in the whole network and network

lifetime can decrease dramatically. While enhancing the security level of a WSN, energy

requirements should not be overlooked. Hence, energy efficient solutions are required for

routing and security problems in WSNs.

In this thesis, we firstly investigate the limits for collaborative data gathering from the area of

observation to minimize energy consumption. We provide an LP model that is used to find

lower bounds for energy consumption by optimally eliminating redundant data in the network

and by satisfying the minimal spatial granularity requirements of measurements.

Secondly, we consider a WSN that is tasked with monitoring an area for a predetermined

period of time. The area is divided into regions and sensor nodes are deployed uniformly

throughout the network. Through this representative application, we investigate the energy

cost of combating against physical attacks by using a novel LP framework.

Thirdly, we investigate the impact of multi-path routing on energy efficiency in WSNs. By
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developing a novel problem formulation using MIP, we capture the essence of both routing

and energy dissipation characteristics of multi-path routing. We analyze the impact of limiting

the number of routes from energy efficiency perspective within a general framework.

Finally, we consider a WSN where nodes have sensitive data to be conveyed to the base

station. Data is spread out on multiple paths for protection from both active and passive at-

tacks. Data flows on these paths are optimized to minimize the overall energy consumption

throughout the network. Furthermore, to avoid premature death of any node within the net-

work, energy dissipation is evenly balanced throughout the network, and hence, the network

lifetime is optimized. Within an LP framework, we model the energy dissipation character-

istics of path diversity countermeasures against node capture, eavesdropping, and both node

capture and eavesdropping attacks. Using the developed LP models, we evaluate the energy

cost of these path diversity based countermeasures by benchmarking against the energy cost

of unconstrained data flows.

1.6 Thesis Organization

The remainder of the thesis is organized into seven chapters. In Chapter 2, we provide the

related work on previous studies that are most relevant to our studies.

In Chapter 3, we provide an overview of the modeling of WSNs and an LP example is solved

step by step.

In Chapter 4, the impact of spatial granularity of measurements on the energy requirements

of WSNs is investigated. A novel LP framework is developed which allows us to deter-

mine almost achievable performance benchmarks in idealized yet practical settings which are

achievable when redundancy is totally eliminated.

In Chapter 5, energy cost of mitigating physical attacks is investigated through a novel LP

framework. The energy dissipation characteristics of the network for different physical attack

scenarios are explored.

In Chapter 6, a novel MIP framework is developed to analyze the impact of the number of

routing paths on network wide energy balancing under optimal operating conditions.
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In Chapter 7, energy dissipation and data relaying behaviors of three route diversity techniques

to mitigate node capture only, eavesdropping only, and node capture and eavesdropping at-

tacks are characterized through a novel LP framework. Effects of node density, network area,

level of resilience, and network topology on energy cost are investigated.

In Chapter 8, the contributions of this thesis and possible future works are discussed.
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CHAPTER 2

RELATED WORK

Advances in processor, memory and radio technology lead to development of small devices

called wireless sensor nodes [1] that are designed to measure and process physical data such

as temperature, humidity, light and sound. Sensor nodes have so many restricted resources;

therefore the true potential of a sensor is only realized through the cooperation of large num-

ber of them in a network environment and easiness of deployment of this network. Unique

characteristics of WSNs as outlined in Table 1.1 open broad range of new research areas.

There are a wide variety of studies on WSNs. In this chapter, we provide related work on

multi-path routing, redundant data elimination, security and mathematical programming in

WSNs.

2.1 Multi-path Routing in Wireless Sensor Networks

Energy is one of the primary concern in WSNs. Hence, some of the early works consider how

routing operation can be performed energy efficiently [15, 16].

The literature on multi-path routing is extensive and has grown rapidly in recent years [7, 17,

18]. Multi-path routing provides several attractive properties such as security, load/energy

balancing, reliability, and quality of service support [18]. Important problems in multi-path

routing research include discovering multiple paths, selecting a number of paths among them,

and distributing load across these selected paths [7]. We present an overview of the literature

on multi-path routing by summarizing the studies most related to our work.

Alternate path routing is different than multi-path routing in the sense that a single path is

used in normal operation but alternative paths are kept ready to be used in case the primary
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path becomes unavailable [19].

Redundant multi-path routing is another related term that means the data to be conveyed to the

base station is transported via multiple paths with added redundancy (e.g., multiple replicas

of the data is sent on different paths) [20]. From security point of view, adding redundancy is

useful for enhancing resilience against denial of service attacks [21].

Multi-path routing can be used to improve the lifetime of WSNs by enabling balanced energy

dissipation throughout the network. Consider the case where each node has a single path

to the base station, which leads to energy imbalances throughout the networks (i.e., relay

nodes on heavily utilized paths dissipate more energy than the other nodes). Sending data

in multiple paths can be used to balance energy dissipation and prevents premature deaths of

nodes on certain paths (e.g., minimum-energy path, minimum-hop path). There are several

studies which address the problem of imbalanced energy dissipation by designing protocols

that use multiple paths (e.g., [22–30]).

In [31], multipath routing is utilized for QoS provisioning. Reliability defined as the packet

delivery ratio and delay is used as constraints for QoS. First, they eliminate paths that cause

longer delay than QoS requirement then they provide reliability through multipath routing.

They model the problem as a probabilistic programming then it is relaxed into a deterministic

LP.

In [32], multipath routing scheme with diversity coding is studied to minimize packet drop

rate and end-to-end delay, and provide load balancing. By using the multipath routing scheme

they aim to alleviate problems resulted from mobility of nodes and unreliable wireless links.

MMSPEED is proposed by [33] in which cross-layer design is used to provide QoS in terms

of reliability and timeliness. Delay constraints of different applications is satisfied by con-

structing separate speed layers over the network. Data packets are forwarded by appropriate

speed layer through the destination according to the delay requirement. Reliability is provided

sending multiple copies of same packet over several active paths.

In [34], the problem of data distribution across multiple paths is studied with the aim of

minimizing the maximum damage when a single link attack occurs in the network. The

solution is formulated as a maximum-flow problem that can be solved in a distributed fashion.
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In [35], a secure method for choosing multiple paths and distributing data among these paths

is presented. The design objective is to minimize the percentage of captured data by an

adversary. Each path is assigned with a security parameter that identifies the past performance

on reliable data delivery. According to these parameters, multiple paths are constructed and

data is distributed among these paths using min-max optimization and game theory.

In [36], an on-demand secure multi-path routing protocol is proposed to protect communica-

tion against collaborating malicious nodes. The protocol includes two phases. The first phase

achieves neighbor node authentication by Elliptic Curve Cryptography. In the second phase,

node-disjoint paths are found between source and destination nodes.

In [37], data is divided into parts and encrypted combinations of these are sent on different

paths. Two of the paths are used for signaling and key sharing, thus, at least three paths

between source and destination nodes are required. For dividing the message, a channel

coding technique is used.

A protocol named H-SPREAD is presented in [38], which is built on SPREAD protocol [39].

H-SPREAD provides security and reliability to network communication by using redundant

path routing together with secret sharing schemes. Secret sharing is adopted for splitting data

over multiple paths so that even if a certain number of paths are eavesdropped, secrecy of data

is not compromised.

Previous studies show that multi-path routing is proposed for energy balancing which pro-

longs the network lifetime as compared to single-path routing where utilization of a single

route between a source node and the base station results in imbalanced energy dissipation.

While it is evident that increasing the number of routing paths mitigates the problem of en-

ergy over-utilization in a subset of nodes acting as relays, the net effect of the proliferation

of multiple routing paths on energy balancing remains unclear. It is imperative to keep the

number of routing paths as low as possible without significantly deteriorating the network

lifetime; therefore, determination of the optimal number of routing paths in multi-path rout-

ing by considering the tradeoff in routing complexity and network lifetime extension is an

interesting research problem.

While it is tempting to state that the energy cost of route diversity or multi-path routing for

security is high, we are not aware of any clear scientific evidence or convincing analysis to
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support such a claim. It can also be argued that (with equal lack of convincing scientific

evidence) the energy cost associated with route diversity is small and can easily be neglected.

Given the fact that without a proper analysis it is not possible to quantify or even give a

rough estimate on the energy cost of route diversity. Hence, investigation of energy cost of

route diversity for security can provide valuable foundation for the development of future

algorithms.

2.2 Redundancy Elimination

WSNs are generally deployed in high densities in a designated area to perform some sensing

tasks. In such scenarios, there can be many sensor nodes generating same sensing information

which causes redundancy in the network. Aggregation and sensor scheduling are two ways of

eliminating redundancy in the network.

In [40], a theoretical framework is developed to investigate spatial and temporal correlations

in WSNs. Design of efficient medium access and reliable event transport is discussed using

developed framework.

In [41], policies are developed to find the multiple set of sensor nodes. Policies determine

when and which sensor nodes should be powered on. Coverage and connectivity is considered

by developing wake-up based topologies. The developed algorithm generates near-optimal

(within 2.7% of the optimal) connected-covered wake-up based topologies.

In [42], ”periodic on-off” scheduling scheme is proposed based on social insect colonies. Ant

colonies and WSNs are compared and operational states of the sensor nodes are determined by

observing tasks of ants. Interactions among ants are used for local decision making by sensor

nodes. The proposed ”periodic on-off” scheduling algorithm is compared with ”random on-

off” and ”selective on-off” schemes.

In [43], a genetic algorithm with schedule transition as a hybrid is proposed to maximize

lifetime of WSNs. Genetic algorithm determines the number of disjoint complete coversets by

adopting forward encoding scheme for chromosomes in the population. A coverset can able

to monitor whole area. Each coverset is activated by sensor schedule transition operations.

In [44], a power efficient scheduling method based on grid partition of sensing area is pro-
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posed. Sensing area is divided into subsensing areas in which number of sensors are located.

Grid size changes according to the application requirement. While operating, one sensor node

is activated in each sensing areas.

In [45], elimination of redundant sensors is studied while preserving network coverage. For

the detection and elimination of redundant sensors, voronoi diagrams are used. Sensor fail-

ures and new sensor deployment cases are also considered and algorithms are provided for

those cases. Necessary and sufficient conditions are presented for redundant sensor nodes and

sensor on the coverage boundary.

Data aggregation is to combine or compress similar or same data originated from different

sources. To address the redundancy issue, several data aggregation schemes were proposed in

the literature [8, 46–51].

The previous studies have not considered the effects of spatial granularity requirements of the

interested area. They deal with the temporal granularity in a limited way using constant traffic

generation rate for all sensor nodes. Providing an analysis for redundancy by considering

spatial granularity requirements of WSNs is also different from the earlier studies on data

aggregation.

2.3 Security in Wireless Sensor Networks

Security is a critical issue for WSNs because nodes usually operate unattended and communi-

cation takes place in a broadcast medium. A common and successful technique used against

eavesdropping is cryptographic encryption. With encryption, sensor data is scrambled us-

ing a key to make eavesdropped data unintelligible to anyone who does not possess the key.

Eavesdropping attacks are usually unnoticed (i.e., it is challenging to detect a passive attack),

thus, these attacks can succeed without encountering any active defense [52]. Public key en-

cryption [53,54] is mostly impractical in WSNs because of limited computation capability of

sensor nodes. Hence, symmetric key encryption [55,56] is generally applied in WSNs for the

solution of eavesdropping [57–60].

Unattended and dense deployment of WSNs make sensor nodes susceptible to physical cap-

ture [61]. In WSNs sensor nodes can be captured (i.e., node capture attacks) and vital cryp-
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tography information such as keys can be extracted from them [62]. If keys are captured, this

would render encryption useless [11]. Detection of captured nodes and dealing with these

nodes is one direction of the solution for the problem of the node capture attacks [62–67].

Another direction is resilience to node capture in terms of even some portion of the WSN is

affected from node capture attacks rest of the WSN can continue its operation securely. Key

distribution schemes mostly focus on network resilience against node capture attacks [68–72].

Multipath routing algorithms provide solution for secrecy of data routed through the base sta-

tion in the case of node capture attacks. Data is coded and partitioned at the source node and

each part is sent through the base station on different paths. Even some portion of data is

compromised by an adversary, it can not be understand [35–38].

The term physical attack to refer to the attacks aiming at physically destroying the sensor

nodes. We note that in other studies (e.g., [73]) the same term is also used for the concept

of tampering with nodes (i.e., capturing a sensor node and gaining direct access to its cryp-

tographic material). By capturing a node, attackers can bypass cryptographic protection and

conduct effective denial-of-service attacks [74]. In this thesis, we are not interested in these

more advanced attack techniques and their countermeasures.

Physical attacks can be classified into two groups: blind physical attacks and search-based

physical attacks [75].

In [12], blind physical attacks are studied. These attacks are performed after detecting the

deployment area without considering where each sensor node is located. Sensor nodes may

be destroyed blindly using a brute force approach (e.g., by bombing the area). In such a

situation, the research problem is to determine the minimum number of sensor nodes together

with their location information to achieve the desired lifetime.

In [13], search-based physical attacks, in which sensor nodes are targeted and destroyed indi-

vidually, are investigated. To defend against these attacks, a protocol is proposed based on the

assumption that sensor nodes are able to detect attackers. In order to evaluate the performance

of the proposed protocol, a metric called Accumulative Coverage is defined considering that

primary success criteria of an attacker is the amount of coverage reduction in the network.

Lifetime optimization of WSNs is one of the most important functional design objectives

because WSNs are envisioned to be operating in hostile and harsh environments where human
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intervention is risky or costly. In such environments, battery replenishment is not possible

or highly challenging. Adding security capabilities to a WSN without considering energy

efficiency can lead to inefficient energy dissipation characteristics in the whole network and

network lifetime can decrease dramatically. Previous studies focus on security but while

enhancing WSN security, energy requirements should not be overlooked. Therefore, energy

cost of WSN security enhancement strategies must be investigated.

2.4 Mathematical Programming

Mathematical programming is a powerful tool utilized in many studies to analyze different

aspects of WSNs [76]. Here, we overview the previous work most relevant to our work.

In [26], Chang and Tassiulas show that when all packets are relayed from the same route,

energy of the nodes on that path drains out more quickly than others. Therefore, they focus

on the main objective of maximizing the network lifetime. They formulate the maximum

lifetime routing problem as a linear programming problem.

In [29], Cheng et al. propose a general model for evaluating and maximizing lifetime of

wireless sensor networks. They state that mostly many-to-one traffic pattern occurs in sensor

networks. Therefore, nodes close to base station consume more energy compared to other

nodes and this creates a hot-spot near base station. They focus on mitigating the problem of

hot spot around the data sink using different deployment strategies.

In [77], a comparison of two multi-hop routing schemes (the first maximizes the minimum

lifetime of the nodes and the second minimizes total energy dissipation) through an LP frame-

work is presented.

In [27, 28], both topology insensitive lifetime bounds and topology sensitive lifetime bounds

with specified topologies are derived. The formalism of feasible role assignments is a key

concept utilized in the derivations. It is shown that a class of role assignment problems can

be transformed into LP models.

In [78], the impact of limiting the numbers of incoming and outgoing links on network lifetime

is investigated through a Mixed Binary LP framework. The results of this study show that if

there are at least three incoming and outgoing links then the decrease in network lifetime is
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negligible.

In [79], the problem of coverage optimization through scheduling for WSNs used to control

and monitor industrial and manufacturing processes under energy dissipation constraints are

considered. A Mixed Integer Programming (MIP) formulation is constructed and techniques

to decompose the problem into separate subproblems to reduce the complexity are proposed.

In [80], an MIP framework is proposed to analyze capacity and energy consumption of IEEE

802.15.4 cluster-tree hierarchy for organizing transmissions to provide the optimal solution

for the network capacity.

In [81], the problem of minimizing the network cost through the minimum number of relay-

station installation in continuous data-gathering WSNs is investigated by using an MIP model.

In [82], an MIP based framework for optimizing the placement of RF chargers used for energy

harvesting in WSNs is proposed.

In [83], two joint routing and scheduling algorithms which minimize the data delivery latency

while enhancing the energy efficiency in WSNs is proposed and investigated through an MIP

framework.

In [84], the maximal lifetime scheduling problem in sensor surveillance systems is investi-

gated using an LP framework. The problem is defined as the maximization of the lifetime of

a surveillance system given a set of sensors monitoring certain targets in an area. A globally

optimal solution is computed using an LP approach.

In [85], the problem of WSN lifetime optimization is investigated through an LP model by

considering the energy dissipations of both data communication and computation. A joint

routing and compression optimization strategy is proposed which is shown to prolong the net-

work lifetime when compared to no compression or full compression strategies. In [86], the

effects of multi-level data compression in conjunction to flow balancing are also investigated.

In [87], the benefits of utilizing multi-domain collaborative WSN paradigm is investigated

through an LP framework to quantitatively evaluate the performance of various cooperation

strategies. It is shown that multi-domain cooperation in WSNs can increase the lifetime sig-

nificantly and the lifetime improvement can be as high as an order of magnitude.
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In [88], lifetime limits of WSNs improving contextual privacy by transmit range control are

analyzed using LP.

In [89], optimal flow-jamming attacks are formulated through an LP framework.

In [90], the network restoration problem in multi-hop multi-channel wireless networks under

jamming attacks is investigated. An LP based formulation is developed to model restoration

schemes under jamming attack.

Choosing a mathematical programming (i.e. LP and MIP) based analysis method has a num-

ber of advantages. One of them is the abstraction from a specific protocol which enables

us to investigate energy cost in ideal conditions with optimal routing decisions. Secondly,

due to global knowledge in the optimization problem solver, the results can be obtained in

an efficient and consistent manner. Like in many previous studies, in this thesis we use the

mathematical programming based analysis method.
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CHAPTER 3

BACKGROUND

The studies described in this thesis are based on modeling of routing and security problems

in WSNs using mathematical programming more specifically Linear Programming (LP) and

Mixed Integer Programming (MIP). Before going into more detail about our studies, in this

chapter, we present an overview of the modeling of WSNs.

3.1 Models

In order to provide a running example of our LP and MIP frameworks, it is required to use

channel propagation and energy dissipation models. This section describes models that were

adopted in our frameworks.

3.1.1 Channel Propagation Model

In a wireless channel, the power of electromagnetic signal decreases as the distance between

transmitter node and receiver node increases. In this thesis, Friis Free Space Propagation

model is used [91, 92]. Friis Free Space Propagation model calculates the average decrease

on received power over a distance d as

Pr(d) =
PtGtGrλ

2

(4π)2d2L
(3.1)

Pr(d): Received power when the distance between two communicating parties is d

d: Distance between two communicating parties
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Pt: Transmit power

Gt: Transmitter antenna gains

Gr: Receiver antenna gains

λ: Wavelength

L: System loss factor

Equation 3.1 models the signal attenuation when the transmitter node and the receiver node

have a direct line of sight. If the transmitter node and the receiver node don’t have a direct

line of sight, Two-Ray Ground Propagation model can be used [92, 93]. In this model, the

average decrease on the received power over a distance d is calculated as

Pr(d) =
PtGtGrh2

t h2
t

d4 (3.2)

Pr(d): Received power when the distance between two communicating parties is d

d: Distance between two communicating parties

Pt: Transmit power

Gt: Transmitter antenna gains

Gr: Receiver antenna gains

ht: Transmitter antenna height above ground

hr: Receiver antenna height above ground

In the Two-Ray Ground Propagation model, the average decrease on the received power over

a distance d is proportional to d4 which is greater than Friis Free Space Propagation model in

which the average decrease on the received power over a distance d is proportional to d2

3.1.2 Radio Energy Model

Radio energy model is used to determine energy consumption characteristics of nodes while

transmitting and receiving data. In our system model, energy consumption of sensor nodes is
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dominated by communication energy rather than sensing and processing energy dissipations1.

In this thesis, we adopt a widely accepted energy model used in many studies2 [26–29, 95].

In this model, the amount of energy to transmit one bit of data is

Ptx,i j = ρ + εdαi j (3.3)

and to receive one bit of data is

Prx = ρ, (3.4)

where ρ represents the energy dissipated in the electronic circuitry, ε denotes the transmitter

efficiency, α represents the path loss exponent, and di j is the distance between node-i (trans-

mitting node) and node-j (receiving node). In this thesis, for the numerical analysis, we use

the standard value of receiver constant ( ρ is 50 nJ/bit), the standard value of transmitter con-

stant ( ε is 100 pJ/bit/m2) and path loss exponent (α) is chosen as 2 as the ones in [29, 95].

Table 3.1 lists the parameters used in our numerical analysis.

Table 3.1: Description and value of parameters used in the energy model

Parameter Description Value
ρ Energy dissipated in the electronic circuitry 50 nJ/bit
ε Transmitters efficiency 100 pJ/bit/m2

α Path loss exponent 2

3.2 Assumptions

In our frameworks, we make the following assumptions:

1. The network consists of stationary nodes (both sensor nodes and the base station).

2. The network topology is represented by a directed graph, G = (V, A), where V is the

set of all nodes including the base station and W is the set of all nodes except the base

station.
1 For example, communication energy dissipation constitutes 91% of the total energy dissipation in Telos

sensor nodes [94].
2 We emphasize that LP and MIP formulations we present in this thesis can easily be tailored to any other

energy model.
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3. Data generated at each node, transferred either directly (single-hop) or via relays (multi-

hop), terminates at the base station.

4. Network reorganization period is long enough, therefore, the energy costs of topol-

ogy discovery and route creation operations constitute a small fraction (e.g., less than

1.0 % [96]) of the total network energy dissipation, hence, routing overhead can be

neglected in stationary WSNs without leading to significant underestimation of total

energy dissipation.

5. A TDMA-based MAC layer is in operation which mitigates interference between active

links through a time-slot assignment algorithm which outputs a conflict-free transmis-

sion schedule3.

6. Energy dissipation for idle listening or overhearing in promiscuous mode is negligible4.

7. The channel is an additive white Gaussian noise (AWGN) channel, with noise power

spectral density N0 over the bandwidth of operation ξ [103].

8. Energy dissipation for transmission and reception is only for data packets5.

3.3 Background on Mathematical Programming

In this section we provide a brief background on mathematical programming to motivate the

use of MIP and LP in our frameworks.

Mathematical programming is a subclass of mathematics that aims to find maximum or

minimum of an objective function subjects to linear, non-linear, and integer constraints on

the variables [106]. Generally mathematical programming problems include following ele-

ments [107]:

3 A combinatorial interference model can be used to model interference and scheduling constraints can then
be modeled by a conflict graph [97, 98]. In [99], it is shown that such an algorithm is possible hence collision
free communication is achieved if sufficient bandwidth requirements are satisfied. In fact, in our model, we use a
modified version of the sufficient condition presented in [99]. Furthermore, it is also possible to reduce data packet
collisions to negligible levels in practical MAC protocols designed with a dynamic TDMA approach [100, 101].

4 There are many intelligently designed MAC protocols for wireless networks that avoid energy waste in these
modes [100, 102]. We assume such a MAC layer is used in our framework.

5 The framework described in this thesis can be easily extended to model the energy consumption for ac-
knowledgement (ACK) packets as well, however, in general, the size of a typical ACK packet is much smaller
than the size of data packets therefore we assume that the receiver is informed of correct or incorrect reception of
a data packet through an ideal feedback channel [103–105].
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Variables: Variables are used to make decisions and the values of the variables are deter-

mined after solving mathematical programming problem. Hence their values aren’t

known at the beginning of the problem. For example, the values of data flows between

sensor nodes are calibrated to find out maximum lifetime of WSN or minimum required

energy for the batteries of sensor nodes.

Objective function: Objective function consists of set of variables. Mathematical program-

ming finds out the values of variables with the aim of maximizing or minimizing the

objective function. For example, maximizing lifetime of the WSN is an objective func-

tion.

Constraints: Constraints determine the solution space for the objective function. In other

words, values can only be assigned to variables if the resulting solution satisfies con-

straints. For example, transmission range of sensor nodes is a constraint and there can’t

be flow between nodes if the distance between two sensor nodes is larger than trans-

mission range of sensor nodes.

Variable bounds: Variable bounds can also be considered as constraints. Even some values

of the variables satisfy constraints, assigning these values to the variables can be infea-

sible in real life. Hence, the variables are bounded to get realistic results. For example,

data flows between nodes can’t take negative values.

A mathematical programming problem can be written as in the generic form as

minimize/maximize f0(x)

subject to fi(x) ≤ bi, i = 1, ...,m

f j(x) = b j, j = 1, ..., k.

(3.5)

Here variables are defined in the vector x = x1, ..., xn, objective function is f0 : Rn → R,

inequality constraints and equality constraints are defined at the functions fi : Rn → R, and

f j : Rn → R, respectively. bi and b j are the bounds for the inequality constraints and equality

constraints, respectively. A vector x∗ is chosen as optimal, if x∗ satisfies all inequality con-

straints and equality constraints by minimizing or maximizing the objective function ( f0(x∗)).

As examples of mathematical programming models, both LP and MIP are used to find the

best solution considering a given set of constraints, which characterize the set of legitimate
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decisions [108]. Alternative decisions are compared based on their objective function values

and the one with the best value (could be the smallest or the largest depending on the nature

of the function) is selected as the optimal. Although they are used for the same reason, LP

and MIP models cannot be used in place of each other in many occasions. Hence, they should

not be considered as alternatives. If “Yes/No” type decisions are to be made, we need to use

decision variables which take binary and thus integer values. For example in one of our model

introduced shortly, akl
i j variable indicates if an arc (i, j) is used in path-l to transmit the data

sensed by sensor node-k. It is 1 if the answer is positive and 0 otherwise. As a result, we can

say that the type of mathematical model to be used depends on the type of decisions to be

made, which leads to an MIP model for our problem.

LP models whose variables take continuous values are relatively easier to solve. This is due

to the special geometry of the set of feasible solutions (called the feasible set) of LPs. The

vertices of the feasible set are defined by the constraints of the model and it is known that,

given a nonempty feasible set, there is always a vertex solution which is optimal. Hence

the well-known Simplex Algorithm, which searches the optimal solution among the vertices

greedily, is a quite effective solution method for LPs, on the average. Unfortunately, MIP

models do not have such a property in general and hence call for more advanced solution

algorithms such as branch-and-bound, branch-and-cut, etc. These methods guaranteeing an

optimal solution are called exact solution methods. At each step of such algorithms, first the

problem without the integrality restrictions on variables (i.e., the LP relaxation) is solved.

Then, if an integer variable (e.g., the one which is actually required to be 0 or 1 in the original

problem) has a fractional value in the current solution, then the problem is divided into two

subproblems by setting that variable’s value to 0 and 1, respectively. Then the new problems

are solved recursively in the same manner until the optimal solution is found. This basic

method can be improved and fastened by incorporating problem specific information in the

subproblem creation step.

We use GAMS (General Algebraic Modeling System) [109] for the numerical analysis of the

LP and MIP models. GAMS consists of high-performance solvers for solving LP and MIP

models efficiently each of which improves upon the basic approach in different ways to attain

an increased solution performance. Hence, when we solve our LP and MIP models using

GAMS, one of these solvers is used to obtain the best solution. Specific implementation

details are beyond the scope of this thesis. Before solving our LP and MIP models using
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GAMS, each model is manually solved step by step like in following section (section 3.3.1).

By this way, we ensure that each research problem is correctly modeled and each LP and MIP

models are ready to extensive analysis using GAMS.

As we have mentioned, general MIP models are computationally difficult problems. They are

in NP-hard class according to their computational complexity [108]. Although there are some

MIP problems with efficient optimization property (i.e., they can be solved relatively easier

due to their special structures), we are not aware of any previous result on the applicability

of such a property in our MIP problem. One solution for reducing complexity of the MIP

problems is the LP relaxation of the problem which is obtained by relaxing the integrality

constraints on binary variables but this solution does not provide the same optimal solution

with the original MIP model and the gap is actually significant in many cases. Moreover,

the solution times for the MIP problems increase significantly as the instance sizes get larger.

Hence, even for medium sized instances, the solution times can be quite high, which can be

mitigated using several implementation heuristics. Since our motivation in this thesis is to

explore the impact of routing solutions rather than developing specialized efficient solution

algorithms for the problem, we accept solutions with relative gap no more than 1.0 %.

Suppose that we have a solution satisfying all integer requirements and has the best objective

function value (zB) found so far. Then the relative gap for this solution measures the dis-

tance between zB and the available best bound for the optimal objective function value (zL)

using the ratio |z
B−zL |

zL . LP based branch-and-bound algorithms are used for solving MIPs in

GAMS [109], thus, zL is the LP relaxation solution of the MIP problem under consideration.

Note that, in general, zL is not a feasible solution because integer variables are treated as con-

tinuous variables (i.e., the occurrence of non-integer values for binary variables is allowed

in zL). The acceptable relative gap can be controlled via the parameter optcr in GAMS and

when it is set to 0.0, the solution algorithm stops with the exact optimal solution. In this thesis,

we let optcr=1.0 %, which provides significant time savings in exchange for an immaterial

sacrifice for optimality.

3.3.1 Linear Programming Example

In this part, an example LP problem is solved step by step to help better understanding of LP

and MIP frameworks in the following chapters.
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In this LP problem, we assume that there are N sensor nodes and a single base station in the

network. Data generated at each node, transferred either directly (single-hop) or through other

sensors acting as relays (multi-hop), terminates at the base station. The network topology is

represented as a directed graph G = (V, A). V is the set of all nodes, including the base

station as node-0 (n0). We also define set W, which includes all the nodes except node-0.

A = {(i, j) : i ∈ W, j ∈ V − i} is the set of arcs (links). The amount of data (bits) sent on

the directed link (i, j) is denoted as fi j. The LP problem is formulated as maximizing WSN

lifetime L subject to the following constraints:

Maximize L
Subject to:

fi j = 0 if i = j ∀(i, j) ∈ A (3.6)∑
j∈V

fi j −
∑
j∈W

f ji − siL = 0 ∀i ∈ W (3.7)

Prx

∑
j∈W

f ji +
∑
j∈V

Ptx,i j fi j − ei ≤ 0 ∀i ∈ W (3.8)

fi j = 0 if di j ≥ Rmax ∀(i, j) ∈ A (3.9)

fi j ≥ 0 ∀(i, j) ∈ A (3.10)

Figure 3.1: LP model for routing.

We will work on an example topology as shown in Figure 3.2 to illustrate how routing oper-

ation is realized to maximize lifetime of the WSN. In this example topology there are three

nodes (n3, n2, n1) and a single base station (n0). As shown in Figure 3.2, all data generated by

each sensor node routed through the base station. In the optimization problem, it is required

to provide all the options that show how a sensor node can send data to the other sensor nodes

and the base station. Figure 3.2 shows all the possible options. We explain constraints in

Figure 3.1 in detail using the sample network topology in Figure 3.2.

Constraint 3.6 is used to set flows that do not exist to zero. In other words, there can’t be a

flow from a node to itself. Therefore,

f11 = 0,

f22 = 0,

f33 = 0.

(3.11)

Constraint 3.7 is known as flow conservation constraint and this constraint models the sum of
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Figure 3.2: Sample WSN topology that consists of three nodes and one base station with all
possible transmission options.

Figure 3.3: Sample WSN topology that consists of three nodes and one base station with
distances between nodes.

all data flowing into node-i (
∑

j∈W f ji ) and the total data generated at node-i during network

lifetime (siL) is equal to the sum of all data flowing out of node-i (
∑

j∈V fi j).

When constraint 3.7 is applied for all sensor nodes of wireless sensor network in Figure 3.2

by assuming that sensor nodes can send data without the restriction on transmission range,

the result of constraint 3.7 will be as follows:

for node-1: f31 + f21 + s1L = f10 + f12 + f13,

for node-2: f32 + f12 + s2L = f20 + f21 + f23,

for node-3: f23 + f13 + s3L = f30 + f31 + f32.

(3.12)

Equations in 3.12 provide all possible transmission flow options to linear programming to be

able to find maximum achievable network lifetime L.

Constraint 3.7 closely related with the constraint 3.9. This constraint is about transmission

power control capabilities of sensor nodes. If the nodes are capable of sending data without

the restriction on transmission range (Rmax → ∞) , then transmission flow options will be as

equations in 3.12. But if the nodes use a fixed transmission range (Rmax), then sensor nodes

can only send data to other nodes in this transmission range.

Let’s assume that distances between sensor nodes in Figure 3.2 are shown in Figure 3.3 and
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nodes can adjust their transmission power according to maximum transmission range;

Rmax = 2m.

Then the transmission flow options for each node will be as follows:

for node-1: f21 + s1L = f10 + f12,

for node-2: f32 + f12 + s2L = f21 + f23,

for node-3: f23 + s3L = f32.

(3.13)

As can be concluded from equations in 3.13, using constraint 3.9 with Rmax = 2m; for node-1,

since distance between node-1 and node-3 is equal to 3 meters that is bigger than the Rmax,

f31 = 0 and f13 = 0. For node-2, since distance between node-2 and the base station is equal

to 3 meters, f20 = 0. For node-3, since distance between node-3 and node-1 is equal to 3

meters and node-3 and the base station is equal to 4 meters, f13 = 0, f31 = 0 and f30 = 0.

Constraint 3.8 is used to determine energy consumption of a node while transmitting and

receiving data and it states that energy consumption of the nodes must be less than their battery

power. We use energy model described in section 3.1.2. The amount of energy to transmit one

bit of data is Ptx,i j = ρ + εdαi j and to receive one bit of data is Prx = ρ, where ρ represents the

energy dissipated in the electronic circuitry, ε denotes the transmitters efficiency, α represents

the path loss exponent and di j is the distance between node-i and node-j. We use the standard

value of receiver constant ( ρ is 50 nJ/bit) and the standard value of transmitter constant ( ε is

100 pJ/bit/m2) given in [29]. Path loss exponent (α) is chosen as 2. Distances between nodes

are gathered from Figure 3.3. Sensor nodes do not have a restriction on transmission range

(Rmax → ∞). After using these parameters, generated equations by using constraint 3.8 will

be as follows:

for node-1: 50000 f31 + 50000 f21 + (50000 + 100 ∗ 12) f10

+(50000 + 100 ∗ 22) f12 + (50000 + 100 ∗ 32) f13 ≤ e1,

for node-2: 50000 f32 + 50000 f12 + (50000 + 100 ∗ 32) f20

+(50000 + 100 ∗ 22) f21 + (50000 + 100 ∗ 12) f23 ≤ e2,

for node-3: 50000 f23 + 50000 f13 + (50000 + 100 ∗ 42) f30

+(50000 + 100 ∗ 32) f31 + (50000 + 100 ∗ 12) f32 ≤ e3.

(3.14)
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Table 3.2: The basic components of a GAMS model.

Inputs: Outputs:
• S ets • Echo Print
• Data (Parameters, Tables, S calars) • Re f erence Maps
• Variables • Equation Listings
• Equations • S tatus Reports
• Model and S olve statements • Results

When equation for node-1 in 3.14 is examined: f31 means that node-1 can able to receive

some amount of data from node-3. The required energy for this operation is calculated using

Prx = ρ. Therefore, if node-3 chooses to forward its data to base station using node-1 as

a relay, for this operation node-1 dissipates 50000 f31 pJ energy. Same issue is valid for

the flow f21, if node-2 chooses to forward its data to base station using node-1 as a relay,

for this operation node-1 dissipates 50000 f21 pJ energy. f12 states that node-1 can able to

transmit some amount of data to node-2. Required energy for this operation is calculated

using equation Ptx,i j = ρ + εdαi j. If node-1 chooses to forward its data to base station using

node-2 as a relay, for this operation node-1 dissipates (50000 + 100 ∗ 22) f12 pJ energy. Same

energy dissipation calculation is used for the f13 and f10 flows.

Lets consider that nodes can adjust their transmission power according to maximum trans-

mission range (Rmax = 2m). Then the energy consumption characteristics of nodes will be as

follows:

for node-1: 50000 f21 + (50000 + 100 ∗ 12) f10 + (50000 + 100 ∗ 22) f12 ≤ e1,

for node-2: 50000 f32 + 50000 f12 + (50000 + 100 ∗ 22) f21 + (50000 + 100 ∗ 12) f23 ≤ e2,

for node-3: 50000 f23 + (50000 + 100 ∗ 12) f32 ≤ e3.

(3.15)

3.3.1.1 Numerical Analysis Environment

In this section, modeling and solution of example LP problem using GAMS is provided step

by step. The basic components of a GAMS model are provided in Table 3.2 [110].

Sets define terms that are going to be used for as an index. Below, we define the set with 4

elements for example topology in Figure 3.2 (i = ′n0′,′ n1′,′ n2′,′ n3′).
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• Set i nodes /n0*n3/;

Alias is used to assign more than one name for the same set ( i = ′n0′,′ n1′,′ n2′,′ n3′, j =

′n0′,′ n1′,′ n2′,′ n3′).

• Alias (i,j);

The Scalar statement is used to declare and (optionally) initialize a GAMS parameter.

• Scalar

EAmp picoJoule /100/

EElec picoJoule /50000/

Prx reception energy

Rmax maximum transmission range ;

Parameters are used to store data before the model starts to run. Values of parameters don’t

change after the model started to run.

• Parameters

y(i) y coordinate of node-i

x(i) x coordinate of node-i

s(i) data generated at node-i

d(i,j) distance between node-i and node-j

Ptx(i,j) consumed energy for transmission of data from node-i to node-j

e(i) battery energy of each node ;

Variables are used to make decisions and the values of the variables are determined after

solving mathematical programming problem. Mathematical programming tries to conclude

with an optimal solution by assigning appropriate values to the variables. In GAMS, objective

variable L must not be bounded.
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• Variables

L lifetime

Positive Variables

f(i,j) flows;

Constraints are defined in Equations. First, index of equations are given. Secondly, equation

implementations are provided.

• Equations

noFlow(i,j) no flow

flowBalance(i) flow balance

energyConstraint(i) energy constraint

transmissonRange(i,j) Rmax;

• noFlow(i,j)$(ord(i)=ord(j) or ord(i)=1).. f(i,j) =e= 0;

• flowBalance(i)$(ord(i)>1).. sum(j,f(j,i)) + s(i)*L =e= sum(j,f(i,j));

• energyConstraint(i)$(ord(i)>1)..

e(i) =g= Prx*(sum(j$(ord(j)>1),f(j,i)))+sum(j,(Ptx(i,j)*f(i,j)));

• transmissonRange(i,j)$(d(i,j)>Rmax).. f(i,j) =e= 0;

Model determines which constraints are going to be used in the optimization.

• Model MaximumLifetime /

noFlow

flowBalance

energyConstraint

transmissonRange /;

File names and locations are defined in file.

• file Result /c:\ Result \ LinearTopology-Result.txt/;
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• file Coordinate /c:\Result\LinearTopology-Coordinate.txt/;

The next step for coding in GAMS is calculation and assignment of parameters’ and scalars’

values.

• Values of coordinates are assigned as;

x(’n0’)=0;

y(’n0’)=0;

x(’n1’)=1;

y(’n1’)=0;

x(’n2’)=3;

y(’n2’)=0;

x(’n3’)=4;

y(’n3’)=0;

• Distances between nodes are calculated and assigned to parameter d(i,j) as;

d(i,j) = sqrt(sqr(x(i)-x(j))+sqr(y(i)-y(j)));

• Energy consumption for transmitting one bit of data from node-i to node-j is calculated

and assigned to parameter Ptx(i,j) as;

Ptx(i,j)$(ord(i)<> ord(j) and ord(i)<>1) = EElec + EAmp*sqr(d(i,j));

• Battery energy for each node is assigned as;

e(i)=1e12;

• Energy consumption for receiving one bit of data is assigned to parameter Prx as;

Prx = EElec;

• Rmax is assigned with a big number (Rmax → ∞) as;

Rmax=100000;

• Data rate of each node is assigned to parameter si (1 bit/s) as;

s(i)$(ord(i)>1)=1;

After all the values of parameters and scalars are assigned, we can run the LP and find the

solution as;
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Figure 3.4: Screen shot of generated file for coordinates.

• Solve MaximumLifetime using lp maximizing L;

”MaximumLifetime” is the name of the model which is defined at ”Model” part and ”using

lp” means that use LP for the solution of ”MaximumLifetime” model and our objective is

maximizing lifetime which is defined in the variable ”L”.

• We can write coordinates, values of flows fi j and lifetime L to files as;

put Coordinate;

loop(i,

put i.tl:4:0 x(i):12:0 y(i):12:0/;

);

put Result;

put ’Lifetime = ’ L.l:12:8 /;

loop(i,

loop(j,

put$(f.l(i,j)>0) i.tl:4:0 j.tl:4:0 f.l(i,j):12:3 /;

);

);

The generated files are shown in Figure 3.4 and Figure 3.5.

Figure 3.4 shows coordinates of the nodes and and Figure 3.5 shows lifetime of the network

and amount of data forwarded by each node through the base station. As results show the

network can live 1.9388 ∗ 107 seconds. Since we use si as 1 bit/sec, this result also shows that

how many total bits each sensor node can gather from the environment. Since LP accomplish

the goal of lifetime maximization by load balancing through a combination of intelligent
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Figure 3.5: Screen shot of generated file for results.

Figure 3.6: Data flows.

routing, Figure 3.5 also shows that how each node sends data through the base station. As

illustrated in Figure 3.6, node-1 and node-2 send all data directly to the base station but node-3

doesn’t send all its gathered data from the environment directly to base station. It uses node-1

and node-2 as relay for its some traffic.

GAMS implementation and compilation details of this LP Example including GAMS code

are provided in the Appendix A.
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CHAPTER 4

SPATIAL GRANULARITY AND ENERGY REQUIREMENTS

IN WIRELESS SENSOR NETWORKS

The amount of measurement data collected in a WSN is affected from three characteristics of

the network design and the application domain:

1) Redundancy

2) Spatial granularity

3) Temporal granularity

Informally speaking, redundancy means that the same (or correlated) physical data is mea-

sured by several sensors. This duplication may be desired to mitigate the reliability problems

caused by low-cost error-prone sensor nodes. However to decrease the communication cost,

such redundancy needs to be eliminated by in-network processing (data aggregation) tech-

niques before transmission to the base station takes place. Spatial granularity is based on

the in-field geographic deployment of the sensor nodes. Physical properties of the field are

mostly different in distinct locations where each location represents a spatial granule. There-

fore, measurements made by sensor nodes at each spatial granule also show differences. In

WSNs, different physical phenomena generally require sensing at different spatial granulari-

ties. A spatial granule can be as big as the whole area if the whole area exhibits exactly the

same physical property or as small as sensing range of each sensor node. Temporal granular-

ity is based on the measurements of physical phenomena in different times with the same set

of sensor nodes. The time interval between two measurement events represents a temporal

granule and making measurements at the same spatial granule using different temporal gran-

ules might yield different results. Length of temporal granule is determined according to the

characteristics of application.
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In this part, we investigate the relationship between battery requirement of sensor nodes and

the measurement characteristics introduced above. We focus on spatial granularity in our

investigation and secondarily address the issue of redundancy in this context. As a motivating

example for our research we choose precision agriculture.

Since not all parts of the field shows the same properties, precision agriculture techniques

should also enable every part of the field to be behaved differently. To achieve this, it needs

intensive information from the field. By equipping nodes with different sensors which are

capable of sensing temperature, humidity, sun light intensity, etc., WSN can help to manage

irrigation, avoid frost, control quantity of fertilizer, seed correct places and correct type and

arrange harvest schedule [4, 111]. In precision agriculture, monitored field includes several

spatial granules with different sizes and properties. After the deployment, WSN is used to

understand field properties e.g., which spatial granule of the field is productive, wet, dry

or not valuable to seed. After detecting these, a more appropriate seeding can be realized

compared to classical agriculture. Then each spatial granule can be continuously monitored

against humidity, temperature, fertilization and even disease. According to measurements,

necessary actions can be applied to each spatial granule in different ways. For instance, some

of the spatial granule in the field may need more irrigation than others. Only distributed WSNs

can provide the spatial granularity of measurements needed. Simply putting a few powerful

sensors do not provide this functionality.

In this study, we are motivated by the example application (i.e., precision agriculture) intro-

duced in previous section and we find optimum energy levels that can be achieved by assum-

ing that sensor nodes on the same spatial granule coordinate in an energy efficient manner and

a single measurement result is returned to the base station for that particular spatial granule.

Since sensor nodes have limited energy resources, one of the major concerns in designing

network protocols is to achieve energy efficiency and to extend the network lifetime. In our

study, we investigate the limits for collaborative data gathering from the area of observation to

minimize the energy consumption. We provide a linear programming (LP) model that is used

to find out lower bounds for energy by optimally eliminating redundant data in the network

and by satisfying the minimal spatial granularity requirements of measurements.
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4.1 Problem Definition

Self organization nature of sensor networks enable them to operate in harsh environments but

also force them to work with limited battery resource since replenishment of battery is not

always feasible. After the deployment, sensor network gathers information from an area of

observation by making measurements and relay it to an energy unconstrained base station

possibly using multi-hop communication. We assume that minimum amount of measurement

data that should be collected from each spatial granule is pre-determined according to appli-

cation needs. We also assume that total number of spatial granules and their locations are also

known. The sensor network must possess some capabilities to complete its task of collecting

this information. Energy is the most critical resource that may prevent the completion of this

task. Informally speaking, the problem now is the specification of which node collects how

much of measurement data and how this data is relayed to the base station to accomplish the

task with minimum energy required for each sensor node.

The optimization problem is formulated as an LP problem, below. Table 4.1 lists the param-

eters we use in the formulation. The objective function is the minimization of ”ei - battery

energy of a sensor node ” subject to the following constraints:

Minimize battery
Subject to:

fi j ≥ 0 ∀(i, j) ∈ A (4.1)

fi j = 0 if i = j ∀(i, j) ∈ A (4.2)∑
j∈V

fi j −
∑
j∈W

f ji − si = 0 ∀i ∈ W (4.3)

Prx

∑
j∈W

f ji +
∑
j∈V

Ptx,i j fi j − ei ≤ 0∀i ∈ W (4.4)

∑
i|i∈W∪(xi,yi)∈Rk

si = Dk ∀k ∈ A (4.5)

si = Dk ∀i ∈ W, k ∈ A, (xi, yi) ∈ Rk (4.6)

ei ≥ 0 ∀i ∈ W (4.7)

si ≥ 0 ∀i ∈ W (4.8)

ei = battery ∀i ∈ W (4.9)

Figure 4.1: LP model for redundant and non-redundant data routing.
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Table 4.1: Terminology for LP Formulation

Variable Description
N Number of nodes

Z Set of the regions in the network

fi j Flow from node-i to node-j

si Data generated at node-i in one day

Prx Energy consumption for receiving one bit of data

Ptx,i j Energy consumption for transmitting one bit of data from
node-i to node-j

ei Energy requirement for sensor node-i

G Directed graph that represents network topology

V Set of nodes, including the base station as node-1

W Set of nodes, except the base station (node-1)

A Set of edges (links)

Dk Amount of data collected in kth spatial granule

Rk Set of all coordinates of kth spatial granule

NZ Total number of regions

(xi, yi) Coordinates of node-i

Constraint 4.1 states that all flows are non-negative. Constraint 4.2 is used to set flows that

do not exist: there can’t be a flow from base station to other nodes or from a node to itself.

Constraint 4.3 states that the difference between the data flowing out of node-i and the data

flowing into node-i is the data generated at node-i.

Constraint 4.4 states that for all nodes except the base station the energy consumed for trans-

mission and receiving is equal to or less than the energy stored in batteries. In our model,

we ignore the energy spent for sensing which is negligible as compared to energy spent for

communication [29]. We use energy model described in section 3.1.2 and parameters in en-

ergy model listed in 3.1. Ptx,i j represents the energy cost of transmitting one bit data between

node-i and node-j. Prx is the energy cost of receiving one bit data.

Equation 4.5 formulates the case of optimal cooperation between sensor nodes in each spatial

granule for collecting measurement data i.e., no redundancy exists in the transmitted data.

Total network area is divided into k different spatial granules and amount of data generated

on each granule is Dk.

Equation 4.6 formulates the operation of sensor network in which sensor nodes gather data
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Figure 4.2: Map of spatial granules.

from their spatial granule without any cooperation with other nodes for gathering data. There-

fore, each sensor node in the same spatial granule collects the same amount of data and redun-

dant data is transmitted if more than one node is in the same spatial granule. Constraint 4.7

states that battery power for each node must be higher than zero. Constraint 4.8 implies that a

sensor node can be used only as a relay without generating sensor data. Constraint 4.9 is used

to assign equal energy to each sensor node.

4.2 Analysis

For the numerical analysis we assume that sensor nodes are deployed in a 200 meter x 200

meter square area that includes 1, 2, 4, 8, 16 or 32 spatial granules as shown in Figure 4.2. For

each granule, we assume that 1600 bits of data needs to be collected. It is possible to assign

different amount of data to each spatial granule according to the application characteristics but

for simplicity we consider equal data distribution in the analysis. For example, if the area is

divided in two spatial granules, we have to gather 1600 bits data from the first spatial granule

and 1600 bits data from the second spatial granule to monitor these spatial granules.

For the deployment of sensor nodes, we use uniform random deployment strategy. In this

strategy, density of sensor nodes is same for each spatial granule. We assume that locations of
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Table 4.2: Parameters used in the analysis

Parameter Value
Network area 200 m X 200 m

N 32, 64, 96, 128, 160, 192, 224, 256, 288

NZ 1, 2, 4, 8, 16, 32

Dk 1600 bits

the nodes are known and the base station is located at the center of the area. Sensor nodes do

not have a restriction on transmission range. We use energy model described in section 3.1.2

and the communication parameters are listed in Table 3.1. Figure 4.3 demonstrates a random

deployment scenario with a total number of 288 nodes. The same number of nodes (i.e., 9) is

deployed for each of 32 spatial granules illustrated in this figure. Table 4.2 lists the parameters

used in our analysis.

4.2.1 Analysis for Redundant Data Elimination

First of all, we provide analysis results for the investigation of the impact of eliminating

redundancy on the battery requirements. To model the optimal case of gathering data in which

sensor nodes in the same spatial granule operate in a coordinated fashion and redundancy

is totally eliminated. (4.1), (4.2), (4.3), (4.4), (4.5), (4.7), (4.8), and (4.9) are used as the
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Figure 4.4: Effect of redundancy on energy requirements for sensor nodes.

constraints of our first linear program. For comparison reasons, we construct a second model

with (4.1), (4.2), (4.3), (4.4), (4.6), (4.7), (4.8), and (4.9) used as the constraints in which no

cooperation exists and redundancy elimination is not considered. In this analysis, the area is

divided into 32 spatial granules. Number of sensors deployed on the area is changed between

32 and 288 in 32-node increments. Sensor nodes are always evenly distributed to spatial

granules. Each models is solved for 100 random topologies and the results are averaged.

Figure 4.4 shows the amount of battery energy required for each node as a function of number

of sensor nodes deployed in a 200m x 200m area. In cooperative data gathering case, 1600

bits of data is gathered for each granule whereas in non-cooperative case, the same amount of

data is gathered from each individual sensor node, separately.

When 32 nodes are deployed to the area, since each granule includes only one sensor node,

redundant data does not exist. Therefore, both models give the same result. However dou-

bling the number of nodes reduces the energy requirement by more than 50% in cooperative

case which is in contrast to non-cooperative operation. Without eliminating redundancy, the

decrease for minimum battery requirements we can obtain by increasing node density is only

marginal and quickly saturates. The slight improvement is due to increasing number of relay-

ing options as the number of nodes in the network increases.
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As we further increase number of nodes in the area, the difference in energy requirement

per sensor node for two models also grows accordingly. Hence, the benefits of eliminating

redundancy become more significant as the network becomes more-densely populated.

An interesting result here is that when each spatial granule hosts n sensors, the decrease

in minimum energy requirements due to elimination of redundant data is even larger than

n times. For instance when 9 nodes are deployed in each granule (sum up to 288 nodes

in total), minimum energy required is 912,5 and 92,3 micro joules for non-cooperative and

cooperative cases, respectively (the ratio is 9.88). To explain the reason for such a behavior,

we note that both models provide data relaying in the optimal way. However, the net gain

of jointly optimizing the collaboration of data gathering together with data relaying is greater

than optimizing these two tasks independently.

4.2.2 Analysis for Effects of Spatial Granularity

After our analysis for the impact of redundant data elimination, in this section, we investigate

the effect of spatial granularity of measurements on the minimum energy requirements. In the

second analysis, we use the same set of parameters given in Table4.2. But this time, number of

spatial granules in the network is changed between 1 and 32 as shown in Figure 1. For all anal-

ysis we assume redundancy is totally eliminated thus (4.1), (4.2), (4.3), (4.4), (4.5), (4.7), (4.8),

and (4.9) are used as constraints for the linear program. Again, results of analysis are depicted

after 100 iterations.

Figure 4.5 shows the amount of battery energy required per each node as a function of number

of spatial granules for different number of nodes deployed in the area.

As can be seen in figure 4.5, battery energy required for each node increases as a function of

number of spatial granules. A more careful treatment reveals that the increase in minimum

energy requirement is slightly more than the increase in number of spatial granules. Thus,

the relationship is not linear in strict sense. For instance, battery requirement per node for

a 32-node 16-granule network (437,4 µJ) is more than twice the battery requirement for a

32-node 8-granule network (192,7 µJ). We see that this increase can almost be balanced by

a proportional increase in number of nodes deployed in the network. For instance, battery

requirement for 64-node 16-granule network (206,5 µJ) is slightly more than the one for a
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Figure 4.5: Effect of redundancy on energy requirements for sensor nodes.

32-node 8-granule network (192,7 µJ). For 32-node deployment, required energy for each

sensor node increases about 48.5 times when the number of spatial granules is increased from

1 to 32. For 288-node deployment, the same ratio is less; 42.5 times. As we increase the node

density, the network has more options both for data gathering and for relaying to base station

thus more stringent spatial granularity requirements can be satisfied in a more energy-efficient

way.

4.2.3 Analysis for Effects of Energy Distribution

In the analysis presented in section 4.2.1 and 4.2.2, we assume that each sensor node is loaded

with same amount of energy. However if we want to minimize the total amount of energy

spent in the entire network this may not be the optimal strategy because energy requirement

for a sensor node may change according to its location and closeness to the base station.

To find out the energy saving that is possible if different amounts of energy can be freely

assigned to sensor nodes, we need to change the objective of the optimization problem as the

minimization of total energy (
∑

i ei i ∈ W ) consumed in the network.

Figure 4.6 shows the total energy spent in the WSN as a function of number of spatial granules

for two different cases. For both cases there are 288 nodes in the network. First case is for
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Figure 4.6: Effect of redundancy on energy requirements for sensor nodes.

equal energy distribution among all sensor nodes as was done in previous sections. Second

case is our new scenario; the objective function is changed as described above and constraint

4.9 assigning equal energy to each sensor node is not used hence (4.1), (4.2), (4.3), (4.4), (4.5), (4.7),

and (4.8) are used as the constraints of our new linear program.

Figure 4.6 reveals that a significant amount of energy saving can be obtained if total energy

can be freely distributed among the nodes in the network. This saving in absolute numbers

grows proportionally with number of spatial granules however the ratio of energy overhead

due to equal energy distribution to the total energy spent in the network decreases as number

of spatial granules in the network increases. For instance, total energy requirement when

nodes are charged with the same battery is 65% and 49% more than the total energy spent in

the optimal energy distribution case for 16-spatial granule and 32-spatial granule networks,

respectively.

Figure 4.7 shows the energy consumed in each spatial granule when the total energy is opti-

mally distributed among sensor nodes. It is interesting to see that there is not a strict inverse

relationship between amount of energy required in each spatial granule and the distance of

that spatial granule to the base station. More specifically, energy requirement for spatial gran-

ules with indices 10, 11, 22 and 23 is the maximum. A plausible explanation of this result is
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Figure 4.7: Effect of redundancy on energy requirements for sensor nodes.

that minimization of energy spent in the network is realized when the sensor nodes located

on these more-distant granules take a larger role in data relaying than the nodes closer to the

base station.
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CHAPTER 5

PHYSICAL ATTACKS IN WIRELESS SENSOR NETWORKS

Physical attacks are a class of security attacks on WSNs in which sensor nodes are physically

destroyed and rendered permanently non-operational [12, 13]. Physical attacks are easy to

conduct, yet, their effects can be catastrophic (i.e., these attacks can destroy vital nodes in

the network and lead to inefficient energy dissipation trends in the whole network). Self

organization is an effective way of countering against these attacks assuming that the number

of nodes adversaries can destroy is not limitless. If the network is designed for survivability

then, in case of a security attack remaining operational nodes can reorganize by taking over

the functions (e.g., relaying function) of the attacked nodes. Redundancy is another key factor

for survivability; even if one or more nodes are dead, remaining nodes that share the same

observation window (i.e., if two nodes sense highly correlated data then their observation

windows are overlapping) can perform the sensing functionality. However, such additional

functions increase the energy dissipation of the remaining nodes.

In this chapter, we consider a WSN that is tasked with monitoring an area for a predeter-

mined period of time. The area is divided into regions and sensor nodes are deployed uni-

formly throughout the network (i.e., initially there are equal number of nodes in each region).

Through this representative application, we investigate the energy cost of combating against

physical attacks by using a novel LP framework.

5.1 System Model

In this section, we first define the research problem informally. Then, the formalization is

carried out with LP modeling.
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5.1.1 Motivation and Problem Definition

During their operational lifetime, sensor nodes can take at least two different roles: sensing

role and relaying role. In the sensing role, a sensor node gathers data from the environment

and either transmits the data directly to the base station or relays it to another sensor node

acting as a relay. It is possible that some of the data can be transmitted directly to the base

station and some of the data is conveyed via relay nodes. In the relay role, a sensor node

forwards the data it received from either the source node or from another relay node to the base

station or yet to another relay node. Data can be relayed successively until final destination

(i.e., the base station) is reached. Using wireless communication, sensor nodes form a network

in self-organized fashion. This means nodes could collaborate and exchange the roles when

needed.

To accomplish the task of monitoring a region for a pre-determined amount of time, the net-

work must possess certain resources and capabilities. Energy is usually the most critical

resource. A sensor node can satisfy its assigned tasks as long as it has sufficient energy re-

sources. Sensor nodes deployed in hostile areas are vulnerable to physical attacks. If an

attacker destroys a sensor node, other nodes have to bear the extra burden to fulfill the re-

sponsibility of the destroyed node. If the possibility of such a physical attack has not been

considered, in case of an attack even though the remaining nodes are capable of taking over

the roles of the destroyed nodes, their energy limitations can prevent them to accomplish the

task. In other words, the self organizing nature of the network enable the network to oper-

ate with the remaining sensor nodes but these sensor nodes cannot continue to monitor the

operation area as planned since their batteries do not last long enough.

We consider a WSN in which sensor nodes are deployed to monitor an area (a battlefield for

instance) which is composed of a certain number of non-overlapping regions. The network

must be able to collect data from the area for a pre-determined period of time. Before the de-

ployment, each sensor node should be charged with the energy that is sufficient to accomplish

the task. Initial energy of the nodes would not be enough to function long enough if the pos-

sibility of physical attacks was not considered because node failures may lead to inefficient

energy dissipation trends. Informally speaking, the research problem is finding the minimum

amount of additional energy to collect information collaboratively for a period of time from a

designated area if certain number nodes fail to operate due to a physical attack.
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In our threat model, we assume the base station is physically well-protected. We further

assume that the attacker is not capable of destroying all of the nodes in a given region (i.e.,

sensor nodes are camouflaged, hence, it is not possible to locate all of them in a reasonable

amount of time). We consider two attack models: (i) uniform attack and (ii) non-uniform

attack. In uniform attack, we consider a more powerful adversary which picks a certain

number of nodes in each region and renders the targeted nodes inoperable. In non-uniform

attack, nodes only in a single region are destroyed by the attacker.

5.1.2 Linear Programming Framework

In our framework, we assume that there are N sensor nodes and a single base station in the

network. Data generated at each node, transferred either directly (single-hop) or through other

sensors acting as relays (multi-hop), terminates at the base station. The network topology is

represented as a directed graph G = (V, A). V is the set of all nodes, including the base station

as node-1. We also define set W, which includes all the nodes except node-1. A = {(i, j) : i ∈

W, j ∈ V − i} is the set of arcs (links). The amount of data sent on the directed link (i, j) is

denoted as fi j.

We consider a uniform random deployment scenario in which sensor nodes are deployed over

a rectangular area that includes NZ number of regions to be monitored (Z denotes the set of

regions and the members of set Z are denoted by Zk). The set of all sensor nodes located

within region-Zk are denoted with Wk. Number of days that sensor node-i monitors region-Zk

is denoted as di and the total time region-Zk monitored by all nodes located in it is denoted

by Dk. In each region, si unit of raw data per day is to be conveyed to the base station. We

also define a set Fk, which consists of failed (destroyed) nodes in region-Zk and the number

of elements in set Fk is Mk (the union of all Fk’s constitute the set F).

We use energy model described in section 3.1.2 and the communication parameters are listed

in 3.1. Ptx,i j represents the energy cost of transmitting one bit data between node-i and node-j.

Prx is the energy cost of receiving one bit data.

The optimization problem is formulated as an LP problem. Figure 5.1 presents the basis of

our formulation, which is similar to the models in earlier work [29] (we modify this basic

model to suit for our needs and expand it with additional constraints). Since the objective is
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to minimize battery, the problem is the minimization of the maximum battery requirement of

the nodes in the network by finding the fi j’s (flows) that satisfy the constraints.

Minimize battery
Subject to:

fi j ≥ 0 ∀(i, j) ∈ A (5.1)

fi j = 0 if i = j ∀(i, j) ∈ A (5.2)∑
j∈V

fi j −
∑
j∈W

f ji − disi = 0 ∀i ∈ W (5.3)

Prx

∑
j∈W

f ji +
∑
j∈V

Ptx,i j fi j − ei ≤ 0∀i ∈ W (5.4)

ei = battery ∀i ∈ W (5.5)

Figure 5.1: LP model as the basis for investigating the energy cost of mitigating physical
attacks in WSNs.

Equation 5.1 states that all flows are non-negative. Equation 5.2 is used to eliminate infinite

loops - there cannot be a flow from the base station to other nodes or from a node to itself.

Equation 5.3 states that the difference between the data flowing out of node-i and the data

flowing into node-i is the data generated at node-i. Equation 5.4 states that for all nodes except

the base station the energy consumed for transmission and receipt of data is equal to or less

than the energy stored in batteries. Equation 5.5 is used to assign equal energy to each sensor

node. As noted earlier, the model presented in Figure 5.1 and explained so far is the basic

model for flow balancing (i.e., all data generated at the sensor nodes eventually terminate at

the base station) and energy minimization (i.e., to minimize the maximum energy dissipation

of nodes, all sensor nodes are forced to dissipate their energies in a balanced fashion).

Failed nodes cannot participate in data gathering or relaying, thus, any flows originating or

flowing through such a node should be set to zero. Equation 5.6 incorporates this restriction

into our model:

fi j = 0 if (i ∈ F or j ∈ F) ∀(i, j) ∈ A (5.6)

To model the optimal case of monitoring the area in which sensor nodes in the same region

operate in a coordinated fashion and redundancy is totally eliminated, we introduce the fol-

lowing constraint: ∑
i∈Wk

di = Dk∀Zk ∈ Z (5.7)
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Equation 5.7 formulates the case of optimal cooperation between sensor nodes in each region

for monitoring the region (i.e., no redundancy exists in the transmitted data). Total network

area is divided into NZ non-overlapping regions and region-Zk must be monitored Dk days by

the sensor nodes that are located in region-Zk. Note that in each region-Zk the set of nodes

located in that region (Wk) are essentially observing the same phenomena (i.e., they would

acquire redundant data if they transmitted data simultaneously). The model consisting of

constraints presented in Equations 5.1, 5.2, 5.3, 5.4, 5.5, 5.6, and 5.7 is called Optimal Role

Assignment (ORA) Model. In ORA model only a single node performs the sensing operation

at a time in each region (i.e., nodes take turns for sensing the data).

Equation 5.8 formulates the operation of WSN without any cooperation in data acquisition

(i.e., the redundant data acquisition case). Each sensor node in the same region-Zk collects

the same amount of data and all redundant data is conveyed to the base station.

di = Dk ∀i ∈ Wk,Zk ∈ Z (5.8)

The set of constraints presented in Equations 5.1, 5.2, 5.3, 5.4, 5.5, 5.6, and 5.8 are used to

model the network operation mode where nodes do not perform sensing collaboratively (i.e.,

each sensor node performs sensing and sends the data to the base station without exploiting

the data redundancy). We call this model Redundant Data Sensing (RDS) model. Note that

in RDS model energy minimization is achieved by optimizing only fi j’s (i.e., di’s are fixed),

however, in ORA model both flows ( fi j’s) and monitoring times (di) are jointly optimized.

Note that Equation 5.7 and Equation 5.8 are not used simultaneously. All system variables

with their acronyms and descriptions are presented in Table 5.1.

5.2 Analysis

In our analysis, we solve the LP problems introduced in previous section for a simple exem-

plifying topology with a square area of size 200 m x 200 m. As shown in Figure 5.2, the

area consists of 32 regions (i.e., NZ = 32). The task of the sensor nodes in each region is to

monitor it for 50 days (i.e., Dk = 50 days). Note that we opt to adopt a uniform monitoring

time for all regions. In each day, same amount of data (si = 1 Mb) is collected for each

region. Each region has the same number of randomly deployed sensor nodes. We use 192

nodes (N = 192) in total and the base station is at the center (i.e., there are six sensor nodes in
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Table 5.1: Terminology for LP Formulations

Variable Description
N Number of nodes

Z Set of the regions in the network

fi j Flow from node-i to node-j

si Data generated at node-i in one day

di Number of days that node-i monitors a region

Prx Energy consumption for receiving one bit of data

Ptx,i j Energy consumption for transmitting one bit of data from
node-i to node-j

ρ Energy dissipated in the electronic circuitry

ε Transmitters efficiency

α Path loss exponent

ei Energy requirement for sensor node-i

G Directed graph that represents network topology

V Set of nodes, including the base station as node-1

W Set of nodes, except the base station (node-1)

A Set of edges (links)

Dk Total number of days that region-Zk must be monitored

Zk A member of set Z

NZ Total number of regions

Wk Set of sensor nodes in region-Zk

Nk Total number of sensor nodes in region-Zk

F Set of failed nodes in the network

M Total number of failed nodes in the network

Fk Set of failed nodes in region-Zk

Mk Total number of failed nodes in region-Zk

each region; Nk = 6). All nodes perform the relaying operation collaboratively and there are

no restrictions on their transmission ranges (e.g., any node-i1 in any region-Zk1 can send data

to any other node-i2 in any other region-Zk2). We use GAMS [109] to solve the LP models.

All data points are the averages of the results of 100 random topologies. The parameters used

in the analysis are presented in Table 5.2.

To evaluate the benefits of eliminating data redundancy we first perform an analysis without

any node failures (Mk = 0, ∀Zk ∈ Z) by using ORA and RDS models. The required battery

energy for monitoring the network is found to be 4.37 J and 28.58 J for ORA and RDS

models, respectively. In RDS model, amount of data collected is six times more than ORA
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Table 5.2: Parameters used in the analysis

Parameter Value
Network area 200 m X 200 m

N 192

NZ 32

Dk 50 day

si 1 Mb / day

model but corresponding energy requirement increases slightly more than six times. In the

ORA model, sensor nodes monitor the area by taking turns, however, they always participate

in data relaying. The solution of the LP model with the chosen parameter set provides the

optimum amount of time assigned to each sensor node to monitor their regions. For example,

sensor nodes in region-1 has the following monitoring times; node-1: 2.52 days, node-2: 2.48

days, node-3: 15.09 days, node-4: 2.83 days, node-5: 23.78 days, and node-6: 3.30 days.

Depending on their locations, some nodes use most of their energies for relaying data, thus,

they take less role in sensing and generating data and dissipate less energy for it. In the

remaining analysis, we concentrate on the ORA model and do not consider RDS model.

In Figure 5.3, relative energy overhead (i.e., percentage energy increase when compared to

the case where none of the nodes fail – Mk = 0 ∀Zk ∈ Z) is presented as a function of number

of remaining nodes in the network for the case of uniform attack. In uniform attacks, equal

number of nodes are dead in each region (e.g., for 128 remaining nodes in the network a total

of 64 nodes, two from each region, are dead). Percentage energy overhead grows from 20 %

(when only one sensor node dies in each region – 160 sensor nodes remain in the network) to

574 % (when five sensor nodes die in each region – 32 sensor nodes remain in the network).

In Figure 5.4, relative energy overhead for each region is plotted for different number of nodes

failed due to a nonuniform attack. In this case, indicated number of nodes are dead only in one

region – none of the nodes in other regions are dead. After nodes are failed due to a physical

attack, the network reorganizes itself and remaining sensor nodes update their sensing and

relaying patterns. We assume that at most five sensor nodes fail to operate in each region after

the attack and one node is enough to cover and monitor the region. In Figure 5.4, regions are

ordered in groups of 4 according to their distance from the base station.

Figure 5.4 reveals an interesting energy dissipation trend, described as follows. Sensor nodes

54



14151819101122 23 6 7 26 2713161720 9 12 21 24 2 3 30 31 5 8 25 28 1 4 29 32

2

4

6

8

10

12

14

16

18

20

region index

re
la

tiv
e 

en
er

gy
 in

cr
ea

se
 (

%
)

 

 

5 Dead Nodes
4 Dead Nodes
3 Dead Nodes
2 Dead Nodes
1 Dead Node

Figure 5.4: Relative energy increase per node as a function of region index for different
number of dead nodes in each region.

close to the base station directly send most of their data to the base station but sensor nodes

far away from the base station need to transmit via a multi-hop route (i.e., directly sending

collected data to the base station is not energy efficient). As a result, sensor nodes close to the

base station become more heavily used than the others. For this reason, attacks against regions

close to the base station cause higher energy overhead per sensor node when compared to the

attacks performed to other regions of the network. There is an exception to this mechanism

when there are five failed nodes in each region (i.e., there is only one surviving node in each

region; Mk = 5). In this situation, the minimum energy requirement of the network is the

highest when attacks are directed against the farthest regions from the base station. The

reason for such behavior is that network cannot share the burden of monitoring a region when

there is only one node left alive in the region (the nodes in other regions can cooperate only

for relaying the data out of the region and the remaining operational node in the region has to

get the data out of the region on its own). The burden of getting the data out of the farthest

regions is especially heavy due to the extended distances to the base station.
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CHAPTER 6

OPTIMAL NUMBER OF ROUTING PATHS IN MULTI-PATH

ROUTING TO MINIMIZE ENERGY CONSUMPTION IN

WIRELESS SENSOR NETWORKS

Earlier studies revealed that multi-path routing improves the energy efficiency of WSNs, how-

ever the impact of the number of paths on the level of energy efficiency is not well understood

(i.e., what amount of energy efficiency improvement should be expected with each additional

path?). As the number of paths increases so is the complexity of the routing protocol. Hence,

it is desirable to limit the number of paths at some point if further increase does not improve

energy efficiency significantly, yet, an analysis of the impact of limiting the number of paths

on energy efficiency has not been performed in the literature.

In this chapter, our goal is to investigate the impact of multi-path routing on energy efficiency

in WSNs. By developing a novel problem formulation using Mathematical Programming, we

capture the essence of both routing and energy dissipation characteristics of multi-path rout-

ing. We analyze the impact of limiting the number of routes from energy efficiency perspec-

tive within a general framework and without considering any specific protocol or algorithm.

This approach abstracts us away from the protocol-specific overhead or implementation de-

tails. Characterization of the impact of limiting the number of routes on energy balancing in

WSNs is a novel research contribution and may provide valuable insights for the design of

future protocols.

There are several related concepts in this area which can also be referred as multi-path routing

and may be confused with the meaning of multi-path routing as it is used in this chapter. In

this chapter, we use the term multi-path routing for partitioning the data into groups of data
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packets without employing data redundancy and sending each group of packets via a different

path towards the base station. Alternate path routing is different than multi-path routing in

the sense that a single path is used in normal operation but alternative paths are kept ready

to be used in case the primary path becomes unavailable. Redundant multi-path routing is

another related term that means the data to be conveyed to the base station is transported via

multiple paths with added redundancy (e.g., multiple replicas of the data are sent on different

paths) [21].

6.1 Model

In our network model, there is a single base station and N sensor nodes in the network. Each

sensor node-i creates the same number of data packets (si) with packet length LP bits at each

round to be conveyed to the base station (i.e., sensor nodes create CBR flows). Data packets

are treated as indivisible data units (i.e., data packets are neither fragmented nor combined

with other data packets until they reach the base station). Time is organized into rounds with

duration Trnd and the total number of rounds is Mrnd. The network topology is represented

by a directed graph, G = (V, A), where V is the set of all nodes including the base station as

node-0. We also define set W which includes all nodes except node-0 (i.e., W = V \ {0}). Each

node can forward its generated data towards the base station using at most NP paths. Different

paths can be either disjoint or braided (i.e., two paths can share common links in their chains

of links forming paths). A = {(i, j) : i ∈ W, j ∈ V − i, di j ≤ Rmax} is the ordered set of

arcs. Note that the definition of A implies that no node sends data to itself or to a node that

is separated from it beyond the maximum transmission range Rmax. Data generated at node-k

forwarded on the lth path flowing from node-i to node-j is represented as f kl
i j . Moreover, bl

k

is the total amount of data packets generated by sensor node k ∈ W and transmitted on the

lth configuration to the base station and akl
i j indicates if arc (i, j) ∈ A is used in the lth routing

configuration originated at sensor k ∈ W.

We use the energy model described in section 3.1.2 and parameters in this energy model listed

in 3.1. We assume that the transmission energy model is such that the bit error rate (BER) is

constant and same for all links [103, 112, 113]. The amount of energy to transmit LP bits of

data between node-i and node-j is Ptx,i j(LP)) and to receive LP bits of data is Prx(LP). Packet

error rate is χ = (1 − (1 − ϕ)LP), where ϕ is the BER. Each packet has to be transmitted
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λ = 1/(1 − χ) times (average packet retransmission rate), on the average, for successful

delivery of the packets. The interference range of a transmission from node-i to node- j is

γdi j, where γ is the interference range multiplier [99] and di j is the distance between node-i

and node-j. To model interference between links we define a binary interference matrix, Ii
jm,

presented in Equation 6.1. If node-i is in the interference region of the transmission from

node- j to node-m (i.e., γd jm ≥ d ji), then node-i is blocked from receiving any data because

any such flow to node-i results in a conflict (packet collusion). Therefore, if Ii
jm = 1 then

node-i has a conflict with the flow on arc ( j,m) (node-i is sharing the bandwidth with the flow

on arc ( j,m)). On the other hand, if Ii
jm = 0 then flow on arc ( j,m) is not conflicting with

node-i. Generally speaking, interference range is equal to or greater than transmission range

(i.e., γ ≥ 1) [99, 114]. This means depending on the value of γ, node- j’s transmission to

node-m can interfere with node-i even if the distance between node- j and node-m is less than

the distance between node- j and node-i.

Ii
jm =

 1 if γd jm ≥ d ji ∀ j ∈ W,∀m ∈ V \ { j}

0 otherwise
(6.1)

The objective of the optimization problem is to minimize the maximum energy requirement

(E) of sensor nodes. The network flow is modeled in the form of a series of constraints pre-

sented in Figure 6.1. All system variables with their acronyms and descriptions are presented

in Table 6.1.

In Figure 6.1, constraint (6.2) limits the energy used by each sensor node for data transmission

and reception by the total battery energy allocated to it. In fact, the objective is to minimize

the energy dissipation of the maximum energy dissipating sensor node. The expression in the

parenthesis gives the energy dissipation of node-i on packet transmission and reception for

conveying source node-k’s data on its l’th routing path. Summation over k and l gives the total

energy dissipation of node-i. Energy dissipation for retransmissions are incorporated into the

model through the multiplication of the whole expression by λ. If there is no retransmission,

then λ = 1.

Constraint (6.3) is known as the flow conservation constraint, which is satisfied for all i (all

nodes including the base station), k (sensor nodes), and l (routing paths). If node-i is the

source node (i = k) then the difference between the sum of outgoing flows and the sum of

incoming flows is the total amount of packets injected into the network by source node-k on
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its l’th routing path (bl
k). If i = 0 (the base station) then the all packets generated at each

node-k and transmitted on path-l (bl
k) reach the base station. If i , k and i , 0 then the sum

of incoming flows is equal to the sum of outgoing flows (node-i is a relay node for source

node-k’s flow on its l’th path). In summary, constraint (6.3) ensures that all flow generated at

each node-k and transmitted on path-l reach the base station.

Constraint (6.4) ensures that data generated at sensor node-k and routed out to the rest of the

network does not loop back to node-k. In other words, the sum of flows generated at node-k

and received by node-k itself is zero. Note that constraint (6.10) ensures that all flows are

non-negative, hence, constraint (6.4) together with constraint (6.10) dictates that the value of

any flow creating any possible loop is exactly zero.

Constraint (6.5) guarantees that each sensor k ∈ W generates and sends exactly a total of

skMrnd packets to the base station. The total amount of data packets generated at node-k is

routed to the base station by using at most NP paths and the amount of data injected by node-

k into each one of the paths is denoted as bl
k, hence, the summation over l for each k gives

the total amount of data generated at node-k. Since both the flows and the amount of data

injected on each path are integer variables the packets cannot be split (all packets are created

as LP bits long and reach the base station with the same length as they are formed). However,

different paths can be used in a periodic time interleaved fashion. It is also possible that

different paths are used to convey data in an aperiodic sequential arrangement. For example, if

sk = 1 packet, Mrnd = 3600 rounds, NP = 3 paths, b1
5 = 1800 packets, b2

5 = 1200 packets, and

b3
5 = 600 packets then node-5 can create a cyclic structure of length 6 rounds. At each cycle of

six rounds, three data packets, two data packets, and one data packet are conveyed to the base

station using the first path, the second path, and the third path, respectively. Alternatively,

node-5 can convey all its data from round 1 to round 1800 on its first path, from round 1801

to round 3000 on its second path, and from round 3001 to round 3600 on its third path. In

our model, we do not impose any timing restriction on scheduling. We determine the optimal

paths and the amount of data transported on each path throughout the entire network operation

as specified by NP, sk, Mrnd and other parameters. In fact, all feasible schedules that do not

violate flow constraints in our model are equivalent.

Constraint (6.6) ensures that an arc (i, j) ∈ A is marked as used for conveying data generated

at node-k on its l’th path only if there is positive flow on (i, j) ∈ A (akl
i j = 1 if f kl

i j > 0). Note
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Minimize E
Subject to:

λ

NP∑
l=1

∑
k∈W

 ∑
(i, j)∈A

Ptx,i j(LP) f kl
i j +

∑
( j,i)∈A

Prx(LP) f kl
ji

 ≤ E ∀i ∈ W (6.2)

∑
(i, j)∈A

f kl
i j −

∑
( j,i)∈A

f kl
ji =


bl

k i = k
−bl

k i = 0
0 otherwise

∀i ∈ V, k ∈ W, l = 1, ..,NP (6.3)∑
( j,k)∈A

f kl
jk = 0 ∀k ∈ W, l = 1, ...,NP (6.4)

NP∑
l=1

bl
k = skMrnd ∀k ∈ W (6.5)

f kl
i j ≤ skMrndakl

i j ∀(i, j) ∈ A, k ∈ W, l = 1, ..,NP (6.6)∑
(i, j)∈A

akl
i j ≤ 1 ∀i, k ∈ W, l = 1, ..,NP (6.7)

∑
( j,0)∈A

f kl+1
j0 ≤

∑
( j,0)∈A

f kl
j0 ∀k ∈ W, l = 1, ..,NP − 1 (6.8)

λ
LP

ξ

NP∑
l=1

∑
k∈W

 ∑
(i, j)∈A

f kl
i j +

∑
( j,i)∈A

f kl
i j +

∑
( j,m)∈A\{i}

f kl
jmIi

jm


≤ MrndTrnd∀i ∈ V (6.9)

f kl
i j ≥ 0 ∀(i, j) ∈ A, k ∈ W, l = 1, ..,NP (6.10)

akl
i j ∈ {0, 1} ∀(i, j) ∈ A, k ∈ W, l = 1, ..,NP (6.11)

bl
k ≥ 0 ∀k ∈ W, l = 1, ..,NP (6.12)

Figure 6.1: MIP model for multi-path routing
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Table 6.1: Terminology for MIP formulation

Variable Description
N Number of nodes
f kl
i j Number of data packets generated at node-k forwarded on the lth

path flowing from node-i to node-j
si Number of data packets generated at node-i

Prx(LP) Energy consumption for receiving LP bits of data
Ptx,i j(LP) Energy consumption for transmitting LP bits of data from node-i to

node-j
di j Distance between node-i and node-j
E Battery energy of each sensor node

G = (V, A) Directed graph that represents network topology
V Set of nodes, including the base station as node-0
W Set of nodes, except the base station (node-0)
A Set of edges (links)
l Set of paths

akl
i j Binary variable to determine if arc (i, j) ∈ A is used in the lth routing

configuration originated at sensor k ∈ W.
bl

k Total amount of data sensed by sensor k ∈ W and transmitted on the
lth configuration to the base station

R Radius of deployment area
Rmax Maximum transmission range
Np Number of paths
LP Packet length in bits

Mrnd Number of rounds
Trnd Round duration
ξ Channel bandwidth
γ Interference range multiplier
ϕ BER (bit error rate)
χ Packet error rate
λ Average packet retransmission rate

that the value of f kl
i j can at most be skMrnd. Such a case happens if node-k uses only one

routing path (i.e., b1
k = f k1

i j and bm
k = 0 for m > 1). If f kl

i j = 0 then binary variable akl
i j can be

either one or zero (i.e., by itself constraint (6.6) does not force akl
i j to neither one nor zero for

f kl
i j = 0). However, constraint (6.7) as described below forces akl

i j to be zero if both options

are feasible. Hence, constraint (6.6) in conjunction with constraint (6.7)results in akl
i j = 0 if

f kl
i j = 0.

The flow on each configuration is guaranteed to be non-bifurcated by constraint (6.7). Note

that constraint (6.7) must be satisfied for all values of i, k, and l. Consider one of possible

combinations; (i, k, l) = (3, 3, 1). For this example, constraint (6.7) states that data generated
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at node-3 designated to flow on its first routing path transmitted by node-3 (the first hop of

the path) can have only one receiver (i.e., there should be only one second hop node, which

can be the base station or another node acting as a relay). The summation over arc set (3, j)

guarantees that only one of the arcs (3, j) have non-zero flow because the sum is equal to

or less than one. In the same example, assume that j = 7 (i.e., f 31
37 = b1

3 and f 31
3m = 0 for

all m , 7). As the second hop relay, node-7 can transmit the data it received from node-3

( f 31
37 ) to only one of its neighbors (dictated again by constraint (6.7)). If the third hop relay

is node-8 then f 31
78 = f 31

37 = b1
3 and f 31

7m = 0 for all m , 8. Continuing is this manner, data

injected by source node-3 to its first path reaches the base station without being split into

multiple branches. In other words, constraint (6.7) enables the construction of an unbroken

and non-branching logical pipe (path) from the source to the base station for transportation of

data. Indeed, NP is the upper limit on the number of such pipes for each source node. The

maximum number of such pipes in a network of M sensor nodes can be MNP.

Constraint (6.8) is used to have a logical ordering of the configurations for originator nodes.

Constraint (6.8) implies that b1
k ≥ b2

k ≥ b3
k ≥ ... ≥ bNP

k (i.e., number of packets conveyed on

the l’th path of source node-k is greater than or equal to number of packets conveyed on its

(l + 1)’th path).

To address bandwidth limitations in a broadcast medium, we need to make sure that the band-

width used to transmit and receive at each node is limited by the available channel band-

width. Such a constraint should take the shared capacity into consideration. For node-i,

we refer to the flows around node-i which are not flowing into or flowing out of node-i but

affecting the available bandwidth available to node-i as interfering flows. Constraint (6.9)

guarantees that for each node (including the base station) the aggregate amount of incom-

ing flows, outgoing flows, and interfering flows can be scheduled within the given time

frame (Trnd sec/round × Mrnd rounds = Trnd Mrnd sec). The summation over l, k, (i, j), and

( j,m) gives the total number of packets sharing the capacity of node-i. Multiplication by

LP (bits/packet) converts the number of packets to number of bits. Division by ξ (bits/sec)

transforms number of bits to seconds. Scaling with λ is for the extra time needed due to re-

transmissions. This constraint is a modified version of the sufficient condition given in [99].

We note that in the numerical analysis, we choose the parameters affecting constraint (6.9) in

such a way that the maximum value of the left hand side of the inequality is more than an order

of magnitude lower than the right hand side value, therefore, construction of a conflict-free
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transmission schedule through a non-complicated time-slot assignment algorithm is possible1.

Finally, constraint (6.10), constraint (6.11), and constraint (6.12) are nonnegativity constraints

for the variables of the model.

The objective is to minimize E, which is the energy of the battery in each node. Once the

parameter NP is set, the solution of the model gives the set of paths each node uses to forward

its data and the amount of data transported on each of these paths in a way that the energy

required by the most energy consuming node is minimized. As a result, all nodes transmit

their data in order to keep the required battery energy per sensor node as low as possible. In

other words, all nodes dissipate their energies in the most balanced fashion. Sensor nodes

are not required to use exactly NP paths (e.g., it is possible for a node use only two paths for

transporting all its generated data even if NP > 2). Furthermore, the amount of data flow on

each path (bl
k) is also determined by the MIP framework to optimize energy dissipation.

6.2 Analysis

In our analysis, we investigate two deployment scenarios: (i) linear deployment in which

nodes are deployed equidistantly on a line2 and (ii) uniform random distribution in which N

nodes are deployed in a disc of radius R. We assume that there is a single base station located

at one end in linear deployments and at the center in disc deployments. The communication

parameters are listed in 3.1. For random deployment scenarios, each problem is solved for

100 random topologies and the results are averaged. The parameters used in the analysis are

presented in Table 6.2.

A small-scale WSN topology is presented in Figure 6.2 to illustrate the network dynamics

clearly3. When there is no limit on the number of paths used by each sensor node (NP → ∞),

the required battery energy for each node is 5.86 J (i.e., energy dissipations of all nodes are

exactly balanced). For the optimal case, node-4 and node-5 use three paths and other nodes

use a single path. When the number of paths used by each sensor node is upper limited by 2

1 It is also shown that well designed Carrier Sense Multiple Access (CSMA) based MAC protocols are highly
successful in reducing the collision rate to negligible levels provided that the network traffic is much lower (e.g.,
an order of magnitude) than the available capacity [115, 116].

2 There are many applications for linear sensor network deployments including border surveillance, highway
traffic monitoring, safeguarding railway tracks, oil and natural gas pipeline protection, structural monitoring and
surveillance of bridges and long hallways [117].

3 We prefer line topology to avoid more complex flow patterns in Figure 6.2.
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Figure 6.2: Optimal flows that minimize energy dissipation in (one dimensional) linear topol-
ogy is illustrated by using the example topology.
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Table 6.2: Parameters used in analysis

Parameter Values
N 5-50

Deployment Scenarios Linear (1-D) Equidistant, Disc (2-D) Random
Inter-node Distance (1-D) 30 m, 10 m
Network Radius R (2-D) 100 m − 1600 m

si 1 packet
Np 1 -∞

Rmax R − R/2
LP 2048 bits (256 Bytes)

Mrnd 3600 rounds
Trnd 60 s
ξ 256 Kbps
γ 1.7
ϕ 10−4

χ 0.18
λ 1.22

(NP = 2), the required energy for each sensor node becomes 5.87 J (i.e., percentage energy

overhead is 0.14 % with respect to the NP → ∞ case). Note that all sensor nodes spend the

same amount of energy, however, energy dissipation is slightly higher than the NP → ∞ case

due to the suboptimal path selection.

For the case of NP = 1 (i.e., single path routing), energy overhead becomes 21.30 % when

compared to NP → ∞ case – energy requirement for the maximum energy dissipating node

(node-2) is 7.11 J4. Unlike NP → ∞ and NP = 2 cases, in NP = 1 case, sensor nodes

do not spend equal amount of energy (e.g., 6.39 J for node-1 and 7.11 J for node-2). Hence,

we observe that single path routing cannot lead to a balanced energy dissipation regime in the

network, which leads to over-utilization of some nodes’ batteries.

In Figure 6.3, energy overhead (with respect to NP → ∞ case) as a function of inter-node

separation is presented for linear topology and for NP = 1 and NP = 2 cases with number

of nodes ranging from 20 nodes to 50 nodes. All nodes can transmit to and receive from any

other node in the network because nodes’ transmission ranges are not limited in this scenario

(i.e., Rmax → ∞). Energy overhead values of all NP = 2 curves are always less than 1.00 %.

On the other hand, energy overhead of single path routing stays in 5.58 % - 11.52 % band.

4 We investigate line topologies by varying the number of sensor nodes and inter-node distance to confirm the
effects of limiting number of routing paths observed in the small scale line topology in Figure 6.2 also holds for
larger line topologies with different inter-node separation values.
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inter-node distance in (one dimensional) linear topology (Rmax → ∞)
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network radius in (two dimensional) disc topology with 50 sensor nodes
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In Figure 6.4, the impact of Rmax on energy overhead in linear topology with 40 nodes for

NP = 1 and NP = 2 is presented. Energy overhead values of all NP = 2 curves are less than

1.00 %. On the other hand, energy overhead of single path routing stays in 1.22 % - 7.48 %

band. In single path routing (NP = 1), energy overhead is lower for lower Rmax because for

lower Rmax, NP → ∞ case is not as effective as it is with higher Rmax (i.e., the number of

paths to choose from decreases as Rmax decreases which narrows the options available for

energy balancing).

In Figure 6.5 and Figure 6.6, energy overheads as functions of number of sensor nodes

and disc radius are presented, respectively, for different maximum node transmission ranges

(Rmax) and NP’s5. In Figure 6.5, for NP = 1 as Rmax decreases the energy overhead also

decreases. This is because for smaller Rmax values even with NP → ∞, energy balancing

is not as effective as in the case of Rmax → ∞ due to more limited routing options. In sin-

gle path routing, energy overheads are in 31.43 % - 27.53 % and 1.57 % - 9.13 % bands for

Rmax = R (200 m) and Rmax = R/2 (100 m), respectively. The characteristics of energy

overhead exhibit similar trends in Figure 6.6 (i.e., energy overhead is dominated by Rmax).

Both in Figure 6.5 and Figure 6.6 energy overheads of all two-path routing scenarios are less

than 1.00 %.

In all topologies explored in this chapter, our experiments revealed that energy overhead val-

ues for NP > 2 (not presented in the figures) are always less than 1.00 %.

5 In Figure 6.5 and Figure 6.6, we present results on two dimensional networks to generalize our results in
one dimensional networks to two dimensional networks.
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CHAPTER 7

ROUTE DIVERSITY FOR SECURITY IN WIRELESS SENSOR

NETWORKS

Security is a critical issue for WSNs because nodes usually operate unattended and communi-

cation takes place in a broadcast medium. A common and successful technique used against

eavesdropping is cryptographic encryption. With encryption, sensor data is scrambled us-

ing a key to make eavesdropped data unintelligible to anyone who does not possess the key.

However there is always a possibility that a single technique may be flawed or cracked (e.g.,

IEEE 802.11 WEP protocol). Moreover, in WSNs sensor nodes can be captured (i.e., node

capture attacks) and vital cryptography information such as keys can be extracted from them.

If keys are captured, this would render encryption useless. Eavesdropping attacks are usually

unnoticed (i.e., it is challenging to detect a passive attack), thus, these attacks can succeed

without encountering any active defense [52]. Layered approach to security and “defense-in-

depth” strategy mandate that alternative or complementary techniques be used.

Security can be enhanced by using route diversity (i.e., multi-path routing) which exploits

multi-hop characteristics of WSNs by providing multiple paths between the source node and

the base station to split data on these paths. Route diversity can be used as a standalone se-

curity countermeasure or in conjunction with encryption. While encryption is a good defense

against attackers who are already eavesdropping wireless transmission, route diversity makes

eavesdropping more difficult in the first place1 [52]. By splitting data along different paths, an

adversary has to capture portions routed through different paths to construct one node’s data

which requires more effort than extracting information in single path case. In other words, an

adversary needs to spend more resources to collect data from the network if route diversity is

1 While route diversity can also be useful against denial of service attacks [21], our main motivation in this
chapter is to study it in the context of data confidentiality.
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implemented.

Our goal in this chapter is to investigate the energy impact of route diversity countermeasures

in WSNs. There are at least two types of energy overhead route diversity brings. First of

these is due to the need to discover, establish, and maintain multiple routes instead of a single

route between sensor nodes and the base station. In WSNs consisting of stationary nodes, this

is a one-time operation for a substantial amount of time [95], hence, can be ignored. There

is a second factor which makes the energy cost of route diversity more than the energy cost

of single route paradigm. When data is split into multiple parts and forwarded via multiple

routes, it is no longer possible to carry all data in energy-optimal paths. Some portion of the

data should be transmitted towards the base station via less efficient paths. In fact, all routes

can be sub-optimal from an energy efficiency perspective when compared to a single energy-

efficient route. Broadly speaking, we can say that the second factor is more significant than the

first one because it is applicable not only for a limited period of network operation but during

the entire network lifetime. In other words, since WSNs generally exhibit stationary topology

and connectivity behavior, route updates are infrequent. On the other hand, data transport by

using multiple paths is a continuous operation spanning the entire network lifetime.

In this chapter we make the first attempt to carry out an analysis on energy cost of route

diversity for security by building a framework using Linear Programming (LP). LP is a tech-

nique to solve the problem of maximizing or minimizing a linear function whose variables

are required to satisfy a finite set of constraints that are expressed either as linear equalities or

linear inequalities. In the context of WSNs, LP approach has previously been applied in many

studies to model the unique characteristics of WSNs and to determine the optimal solutions

to problems that are specific to WSNs (e.g., [26–29, 77–79, 88–90]).

In this chapter, we consider a WSN where nodes have sensitive data to be conveyed to the base

station. Data is spread out on multiple paths to mitigate both active and passive attacks. Data

flows on these paths are optimized to minimize the overall energy consumption throughout

the network. Furthermore, to avoid premature death of any node within the network energy

dissipation is evenly balanced throughout the network, hence, the network lifetime is opti-

mized. Within an LP framework, we model the energy dissipation characteristics of route

diversity countermeasures against node capture (NCO), eavesdropping (EAO), and both node

capture and eavesdropping (NCE) attacks. Using the developed LP models, we evaluate the
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energy cost of these countermeasures by benchmarking against the energy requirements of

unconstrained optimal case.

7.1 Model

Our main goal in this chapter is to investigate the minimum energy requirements for trans-

ferring data via multiple paths in WSNs purported as security enhancement strategies against

node capture and eavesdropping attacks. In this section we formulate the system model with

the objective function (minimization of energy dissipation) and three sets of problem con-

straints leading to route diversity for resistance against node capture and/or eavesdropping

attacks. The threat model we use in this study is presented first in the following subsection.

7.1.1 Security Assumptions and Threat Model

In our model, we consider a WSN consisting of a base station and a number of sensor nodes

distributed over an operation area. Sensor nodes generate data that must be sent to the base

station possibly by using other nodes as relays. The goal of the attacker is to capture the sen-

sitive data (e.g., surveillance images) collected by some specific target node(s). The attacker

aims at obtaining the complete data or a high portion of it2. He is not in a physically close

location to the target sensor node(s). However he is in proximity to the WSN so that he can

attempt to obtain the data either by passively eavesdropping the links and/or by actively cap-

turing the relaying nodes. We assume the base station is physically well-protected. Attacker’s

physical location and which sensor nodes are specifically targeted by him are not known. We

further assume that the attacker is not capable of compromising all of the nodes and can not

listen to the whole network.

Protecting the confidentiality of the sensor data against such a threat is conventionally achieved

by encryption. For WSNs, encryption can be implemented either in link layer (i.e., hop-by-

hop encryption) or in upper layers (i.e., end-to-end encryption).

Link layer encryption when applied to WSNs has the following problem. Sensor nodes are

deployed in an unattended environment and do not include strong tamper resistance hardware,

2 If, under other assumptions, an attacker only needs to get a small portion of data, then route diversity could
be a weakness as it spreads data throughout the network.

73



��� ����� ��� ����� �� �� ����� �����	 ���
�	 ��
������� �����������������������
Figure 7.1: Attacker in single path routing scenario.

hence, they are vulnerable to node compromise [118]. Once nodes are compromised, vital

cryptography information such as keys can be extracted from them. If nodes convey all their

data by using a single path then the attacker can capture the complete data coming from a

particular sensor node by compromising any single node used as a relay.

Data encryption in general has other implementation difficulties when applied to WSNs.

Firstly, key establishment, an essential service for all cryptographic schemes, has scalabil-

ity problems [118]. Secondly, sensor nodes have limited computation and energy resources,

thus, especially public key encryption which could ease the key management problem may

not always be a viable option.

Regardless of whether or which encryption approach is adopted, multi-path routing proves

itself as an effective countermeasure [52]. As shown in Figure 7.1, an attacker can capture

the complete data by eavesdropping on a single link or by compromising a single node when

all data is routed through the same path. On the other hand, multi-path routing enables the

flow of data from a sensor node to the base station through multiple paths between them (see

Figure 7.2). Each sensor node spreads its data out to multiple paths so that the attacker needs

to spend more resources to collect the data (i.e., he has to listen to more links or he has to

capture more nodes). Within this threat model, the security goal is to make it more difficult

to obtain the sensitive data. We assume that attack costs are additive as in [52] (i.e., capturing

R nodes and eavesdropping K links are R times and K times more difficult than capturing a

node and eavesdropping a link, respectively). We defer discussion of alternative attack cost

models to Section 7.3.
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Figure 7.2: Attacker in multi-path routing scenario.

Based on this threat model, our goal is to assess the energy cost of different multi-path rout-

ing countermeasures. Previously, a number of studies investigated the energy cost of data

encryption in WSNs [96, 119, 120].

7.1.2 System Model

In our framework, there is a single base station. We assume that time is organized into rounds.

Each sensor node-i creates the same amount of data (si) at each round to be conveyed to the

base station.

Data generated at each node terminates at the base station either by being transferred directly

(single hop) or through other nodes acting as relays (multi-hop). The network topology is

represented by a multiple edge directed graph G = (V, A). V is the set of all nodes, including

the base station as node-0. We also define set W which includes all nodes except node-0.

A = {(k, i, j) : k ∈ W, i ∈ W, j ∈ V − i} is the set of edges. Note that there are multiple directed

edges between nodes.

We use energy model described in section 3.1.2 and the communication parameters are listed

in 3.1. In this chapter, the amount of energy to transmit one bit of data is represented as EB
tr,i j

and to receive one bit of data is represented as EB
rc.

The definition of a set of edges in a graph representing a network, usually, is a subset of V2

(flows are represented as fi j instead of f k
i j). We explain the reason of our uncommon edge
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definition as follows. In our LP model, the flows originated at different source nodes should

be identifiable at each relay node in order to be able to assert constraints working separately

on each source’s data. Hence, the set of edges used in our framework is a subset of V3 (data

generated at node-k flowing from node-i to node- j is represented as f k
i j).

We define a node-limit variable (Lnode) to limit the amount of data flowing through a node

(i.e.,
∑

j∈W f k
ji ≤ Lnode). We also define a link-limit variable (Llink) to limit the amount of data

flow on a link (i.e., f k
i j ≤ Llink). Both Lnode and Llink are used to limit the amount of flows

originated from different nodes separately (e.g., for the flows between node-i and node- j the

inequality Llink ≥ f k
i j must be satisfied for each k independently). We assume link and node-

limits are effective throughout the whole network. All system variables with their acronyms

and descriptions are presented in Table 7.1.

7.1.3 The Base LP Model

In this subsection we present a novel LP model which forms the base for the rest of our

formulations. In the subsequent subsections, extensions of the base model by adding other

constraints are presented. The optimization problem for minimizing the maximum energy

requirement of the sensor nodes (battery) is presented in Figure 7.3.

Equation 7.1 states that all flows are non-negative. Equation 7.2 is used to eliminate infinite

loops – there cannot be a flow from a node to itself. Equation 7.3 states that all data originated

at node-i is routed out to the rest of the network including the base station. Equation 7.4 states

that when a node (node-i) is relaying data of another node (node-k) sum of all node-k’s data

flowing into node-i (either directly from node-k or via other relay nodes) equals to sum of

all node-k’s data flowing out of node-i (either directly to the base station or to other relay

nodes). Note that Equation 7.4 must be satisfied at each node for all other nodes excluding

the base station (in total there are N − 2 constraints to be satisfied at each node excluding

node-0). Equation 7.5 is used to determine the number of packets required to convey the

flow on edge (k, i, j). Equation 7.6 and 7.7 give the total energy dissipation of node-i for

reception and transmission, respectively. Note that energy dissipation for packet overhead is

also accounted for transmission and reception. Packet retransmissions due to packet errors

are modeled with λ parameter which is related to the packet error rate (χ) by λ = 1/(1 − χ).

Equation 7.8 and Equation 7.9 are used to compute the total amount of time spent for reception
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Table 7.1: Terminology for LP Formulations

Variable Description
N Number of nodes
f k
i j Flow from node-i to node-j that carries data generated at

node-k (bits)
G = (V, A) Directed graph that represents network topology

V Set of nodes, including the base station as node-0
W Set of nodes, except the base station (node-0)
A Set of edges
si Amount of data generated at node-i (bits)

EB
rc Energy consumption for receiving one bit of data

ET
rc,i Total reception energy consumption of node-i

EB
tr,i j Energy consumption for transmitting one bit of data from

node-i to node-j
ET

tr,i Total transmission energy consumption of node-i
Psl Power dissipation in sleep mode
ET

sl,i Total sleep energy consumption of node-i
ei Battery energy of each sensor node
BP Packet size (bits)
BH Overhead per packet (bits)
BD Payload per packet (bits)
λ Average packet retransmission rate
χ Packet error rate
ξ Bandwidth (bits per second)

gk
i j Number of packets required to contain f k

i j
trn Duration of a round (s)
trc,i Total reception time for node-i
ttr,i Total transmission time for node-i
tsl,i Total sleep time for node-i
ti f ,i Total interference time for node-i
Ii

jl Interference function
γ Ratio of interference range to transmission range

Llink Link-limit value limiting the maximum amount of data that
can flow over any link for data generated at each node

Lnode Node-limit value limiting the maximum amount of data that
can pass through any node for data generated at each node
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Minimize battery
Subject to:

f k
i j ≥ 0 ∀(k, i, j) ∈ A (7.1)

f k
i j = 0 if i = j ∀(k, i, j) ∈ A (7.2)∑

j∈V

f k
i j = si if i = k, ∀i ∈ W, ∀k ∈ W (7.3)

∑
j∈V

f k
i j =
∑
j∈W

f k
ji if i , k, ∀i ∈ W,∀k ∈ W (7.4)

gk
i j ≥ f k

i j/BD ∀(k, i, j) ∈ A (7.5)

ET
rc,i = λEB

rc

∑
j∈W

∑
k∈W

( f k
ji + gk

jiBH) ∀i ∈ W (7.6)

ET
tr,i = λ

∑
j∈V

∑
k∈W

EB
tr,i j( f k

i j + gk
i jBH) ∀i ∈ W (7.7)

λ(
∑
j∈W

∑
k∈W

( f k
ji + gk

jiBH))/ξ = trc,i ∀i ∈ W (7.8)

λ(
∑
j∈V

∑
k∈W

( f k
i j + gk

i jBH))/ξ = ttr,i ∀i ∈ W (7.9)

tsl,i = trn − (trc,i + ttr,i) ∀i ∈ W (7.10)

ET
sl,i = Psltsl,i ∀i ∈ W (7.11)

ET
rc,i + ET

tr,i + ET
sl,i ≤ ei ∀i ∈ W (7.12)

ei = battery ∀i ∈ W (7.13)

λ(
∑
j∈W

∑
l∈V

Ii
jl)/ξ = ti f ,i ∀i ∈ V (7.14)

(trc,i + ttr,i + ti f ,i) ≤ trn ∀i ∈ V (7.15)

Figure 7.3: The Base LP model.
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and transmission at node-i, respectively, by the total amount of bits (payload and overhead)

transmitted and received by node-i to the channel bandwidth (ξ). By subtracting the sum of

reception time and transmission time from the duration of a round (trn), total sleep time (tsl,i)

is obtained (Equation 7.10) and the total sleep energy is obtained by multiplying sleep power

(Psl) and total sleep time (Equation 7.11). Equation 7.12 states that for all nodes except the

base station energy consumed for transmission, reception and sleep is equal to or less than the

energy stored in batteries. Energy dissipation for idle listening or overhearing in promiscuous

mode is considered negligible. There are many intelligently designed MAC protocols for

WSNs that avoid the energy waste in these modes [121]. We assume such a MAC layer is

used.

Equation 7.13 is used to assign equal energy to each sensor node. Since the objective is to

minimize battery, our problem is the minimization of the maximum battery requirement of

the nodes in the network by finding the values of f k
i j’s that satisfy the constraints and minimize

the energy consumption. To minimize the maximum energy dissipation, all nodes dissipate

their energies in a balanced fashion in this model.

To take channel bandwidth limitations into consideration in a broadcast medium, we need to

determine interfering flows for each node. Total interference time for node-i (ti f ,i) due to the

transmissions of other nodes are computed by using Equation 7.14. Interference function (Ii
jl)

is presented in Equation 7.16. If node-i is in the interference region of the transmission from

node- j to node-l, then the value of interference function for node-i (Ii
jl) takes the value of

total amount of bits carried from node- j to node-l, otherwise it is zero. Generally speaking,

interference range is equal to or greater than transmission range (i.e., γ ≥ 1). This means

depending on the value of γ, node- j’s transmission to node-l can interfere with node-i even if

the distance between node- j and node-l is less than the distance between node- j and node-i.

Ii
jl =


∑

k∈W( f k
jl + gk

jlBH) if γd( j, l) ≥ d( j, i)

∀ j ∈ W,∀l ∈ V

0 otherwise

(7.16)

Equation 7.15 states that the total time for transmission, reception, and interference at node-i

cannot be larger than the duration of a round. In other words, for all nodes including the base

station the aggregate rate of incoming flows, outgoing flows, and interfering flows is upper
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bounded by the channel bandwidth. This constraint is a modified version of the sufficient

condition given in [99].

7.1.4 Mitigating Node Capture Only (NCO) Attacks

In this subsection, we extend the base LP model described above by introducing an additional

constraint that limits the amount of flow passing through each node so that Node Capture

Only (NCO) attacks are mitigated. When deployed in hostile environments, sensor nodes are

vulnerable to node capture attacks. If captured node is used as a relay then data coming from

other nodes can be obtained. Even if the data is encrypted, an adversary can use cryptographic

keys in the captured node to decrypt it back if encryption is implemented in the link layer.

If all sensor nodes only relay at most a fraction of the data of other nodes, then without

capturing multiple nodes it is not possible to construct data pertaining to other sensor nodes.

To model such a limitation for each node we introduce a node limit variable (Lnode), which

is a fraction of si. The amount of data originated at any node-i and flowing into any relay

node cannot be more than Lnode). We call Lnode = si/R limit as R-degree-node-resilience

(i.e., at least R nodes need to be captured to construct any sensor node’s data). Note that the

total amount of data relayed by any sensor node can be larger than Lnode because the limit

works for separate sources’ data independently. In this model, only the node capture attacks

are considered. The optimization problem for minimizing the maximum energy requirement

of the sensor nodes (battery) is constructed by augmenting Equation 7.17 to the base LP

framework presented in Figure 7.3.∑
j∈W

f k
ji ≤ Lnode if i , k,∀i ∈ W,∀k ∈ W (7.17)

Equation 7.17 states that the sum of all flows that carry node-k’s data flowing into node-i is

upper limited by Lnode. We point out the impossibility to put a node-limit constraint on a

node for its own data. In other words, an attacker who captures a node always obtains all

data generated by that node. However, in most cases such an attack would not be meaningful

because if the attacker is capable of capturing the node he can also collect the node’s sensitive

data directly from the environment (e.g., with his own camera).

Figure 7.4 is used to illustrate the dynamics of node limit (Lnode) on a toy example, a small

scale network consisting of one base station (node-0) and three sensor nodes. In this example
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Figure 7.4: Illustration of network flows for NCO

a small scale network and a large inter-node distance is chosen to better illustrate the concept.

Table 7.2 presents the parameters used in the example (N is 4 and inter-node distance is

100 m). Figure 7.4(a) presents optimal flows for Lnode → ∞ (no Lnode limit). Note that flows

are presented in percent form (e.g., f 3
21 = 52.4 means that 52.4 % of node-3’s data flows from

node-2 to node-1). If no restrictions apply on Lnode, an attacker can capture all of node-2’s

data and more than half of node-3’s data by capturing node-1 only.

Figure 7.4(b) and Figure 7.4(c) present respectively the flows minimizing maximum energy

dissipation for Lnode = si/2 and Lnode = si/3. Observe that none of the nodes carry more than

50.0 % of the data generated at any other node for Lnode = si/2. Similarly, nodes carry at most

33.3% of any other node’s data for Lnode = si/3. As node-limit decreases the deviation from

the optimal flows increases, which leads to the increased energy requirements (i.e., normalized

energy requirements for Lnode → ∞, Lnode = si/2, and Lnode = si/3 are 1.00, 1.41, and 1.73,

respectively).
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Table 7.2: List of parameters used in the toy example and analysis

Parameter Values
N 4-125

Deployment Scenarios Linear (1-D) Equidistant, Square (2-D)
Random

Inter-node Distance (1-D) 100 m, 10 m

Network Size (2-D) 100 m × 100 m − 3200 m × 3200 m

Llink si/2 − si/6, si/8, si/16, si/32

Lnode si/2 − si/6, si/8, si/16, si/32

Data generated at each round si 1.0 Mbits

Duration of a round trn 10 minutes

Sleep power Psl 0.00 Watts

Channel bandwidth ξ 1.0 Mbps

Packet error rate χ 0.001

Packet size BP 800 bits

Packet overhead BH 80 bits

Packet payload BD 720 bits

Interference range ratio γ 1.7

7.1.5 Mitigating Eavesdropping Only (EAO) Attacks

In this subsection, we extend the base LP model described earlier by introducing an additional

constraint that limits the amount of flow passing over each link so that EAvesdropping Only

(EAO) attacks are mitigated. If encryption is infeasible or broken, or there is a leak of the key,

an eavesdropper may try to capture as much sensitive data as possible by passively listening to

the links without any active attempt to capture nodes. Since sensor nodes relay data of other

nodes, an eavesdropper can capture data coming from targeted sensor node(s) by listening

only to a single link if necessary countermeasures are not in effect. If each node splits its data

into multiple parts routed through different paths so that on any link only a fraction of the data

is sent, then an effective countermeasure against an eavesdropper is implemented.

In our second LP formulation we restrict the amount of data on each link by setting a limit

(Llink). This formulation is most appropriate for the case when the cost of eavesdropping

multiple links is equal to the sum of listening to each of these links. If attack costs are not

additive, then alternative link limit formulations should be preferred (see Section 7.3).

Our objective is again minimization of required energy for each node (battery), now subject
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to the constraints presented in Figure 7.3 plus Equation 7.18.

f k
i j ≤ Llink ∀(k, i, j) ∈ A (7.18)

Equation 7.18 states that the maximum amount of node-k’s data that can be sent over a link

between any two nodes is limited by Llink. Thus, even if an eavesdropper can listen to a link

between two nodes, he can capture at most a limited (Llink) amount of node-k’s data. Unlike

NCO case, since eavesdropping attacks can be conducted without being physically close to

the attacked node, we put Llink constraint for all links without any exception (links of source

nodes are also constrained).

The link limit value (Llink) is a fraction of si. If Llink = si/K, then by eavesdropping to a

single link an adversary can capture at most 1/K’th of any source node’s data. Therefore, we

call Llink = si/K limit as K-degree-link-resilience due to the fact that any adversary needs to

capture data from at least K links to construct any node’s complete data.

The toy example used earlier for NCO is also useful to grasp the basic idea behind EAO

framework (see Figure 7.5). The optimal flow distribution without any Llink or Lnode restriction

is presented again in Figure 7.5(a). If Llink constraint is not in effect (Llink → ∞), an attacker

can capture all of node-2’s data and more than half of node-3’s data by listening only the link

between node-1 and node-2.

None of the links carry more than 50.0 % and 33.3 % of the data generated at any node for

Llink = si/2 and Llink = si/3, respectively. As link-limit becomes more stringent, maximum

energy requirement increases (e.g., normalized energy requirements for Llink → ∞, Llink =

si/2, and Llink = si/3 are 1.00, 1.88, and 3.96, respectively). In contrast to NCO, the link

constraint in EAO applies to the data generated and directly transmitted to the base station,

leading to reverse flows (data flowing away from the base station). This is the main reason for

the significantly higher energy overhead of EAO in comparison to the overhead of NCO.

7.1.6 Mitigating Node Capture and Eavesdropping (NCE) Attacks

As our third and last model, we extend the base LP model by considering a stronger notion

of security in the presence of both Node Capture and Eavesdropping (NCE) attacks. We

call Lnode = si/R, Llink = si/K limit as R × K-degree-joint-resilience (an attacker can get at

most Llink amount of si by listening to a link and can get at most Lnode amount of si of other
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Figure 7.5: Illustration of network flows for EAO
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sensor nodes by capturing any one of the sensor nodes). Our objective in NCE case is also

to minimize the maximum energy requirement of sensor nodes (battery), now subject to the

constraints presented in Figure 7.3 combined with both Equation 7.17 and Equation 7.18. To

restrict the amount of data on any link and on any node Equation 7.17 and Equation 7.18 are

used together.

In our toy example if both Lnode and Llink constraints are in effect, all flows and maximum

energy requirements are identical with EAO case shown in Figure 7.5 due to the fact that

link-limit completely dominates energy-efficient optimal routing behavior in this topology.

Observe that the optimal flows for EAO satisfying Llink = si/2 and Llink = si/3 also satisfy

NCO constraint for Lnode = si/2 and Lnode = si/3, respectively, however, the optimal flows

for NCO do not satisfy EAO constraints. As we will discuss in the next section, in larger

networks we observe that link-limit still dominates but complete domination does not happen

and the impact of node-limit is also present.

7.2 Analysis

We use GAMS [109] for numerical analysis of LP models. Two topologies are used in our

analysis: 1-Dimensional (1-D) line topology and 2-Dimensional (2-D) square topology. In

line topology, nodes are placed equidistantly over a line with an inter-node distance of 10 m

and the base station is placed at one end of the line. In square topology, nodes are randomly

placed within a square shaped area of predetermined size and the base station is located at the

center. The number of deployed nodes is varied between 10 and 125 nodes. We investigate

the square topology further by varying the network size. Different values of Llink and Lnode are

used to characterize different route diversity behaviors. The parameters used in the analysis

are presented in Table 7.2. The communication parameters are same as the ones used in [29].

For random deployment scenarios, each problem is solved for 100 times (i.e., 100 independent

random topologies are generated for the same parameter set) and the results are averaged.

Rather than presenting the absolute energy dissipation values, we opt to present the percentage

increase in the energy dissipation when compared to a network with the same parameters

(network size, number of nodes, topology, etc.) without any restriction defined by link-limit

or node-limit (Llink → ∞, Lnode → ∞).
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7.2.1 Analysis of NCO

In this subsection we analyze the energy overhead of route diversity countermeasures against

NCO attacks as a function of the number of nodes, network size, and node-limit in line and

square network topologies. In Figure 7.6 the variation of energy overhead for different Lnode

values is presented as a function of number of nodes in a line network. Limiting the amount of

data that can be relayed through a node (limit imposed by Lnode) does not put any restriction

on nodes sending all their data directly to the base station. Therefore, the increase in energy

overhead is mainly due to the nodes which are farther away from the base station and convey

their data by multi-hop relaying. Hence for all Lnode values the energy overhead increases as

network size gets larger.

Figure 7.7 shows the variation of energy overhead as a function of number of nodes for differ-

ent Lnode values in a 400 m × 400 m square network. As number of nodes increases (leading

to higher node density), the energy overhead decreases (except the increase from 10-node to

20-node when Lnode ≤ si/4).

The optimal operation of low density networks when Lnode constraint applies results in send-

ing most of the data directly to the base station. As the node density increases, the adverse

effects of Lnode constraint on energy dissipation reduces because of the availability of in-

creased number of links in the network. To put it into more precise terms, Lnode constraint

prevents the network from taking full advantage of the optimal energy efficient routes, thus, it

leads to extra energy dissipation. When more energy balancing routes are available in higher

density networks, satisfying the Lnode constraint with less energy overhead becomes possible.

In the 20-node network, the trade-off between sending data directly to the base station and

sending data cooperatively towards the base station to reduce the effects of Lnode constraint

is more visible. It is a better choice to send data cooperatively towards the base station for

Lnode = si/2 and Lnode = si/3. In these cases, the energy overhead of the 20-node networks

is less than the energy overhead of the 10-node network. On the other hand, for Lnode = si/4,

Lnode = si/5, and Lnode = si/6, optimum energy balancing could be achieved by sending most

of the data directly to the base station since the number of available routes becomes insuffi-

cient to address more strict Lnode constraints. As a result, for these cases the energy overheads

in the 20-node network are higher than the energy overheads in the 10-node network.
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Figure 7.8 presents the energy overhead as a function of Lnode in a 400 m × 400 m square

network with 75, 100, and 125 nodes. Energy overhead decreases as the level of resilience

decreases. As the number of nodes increases while the network area is kept constant the en-

ergy overhead decreases because the network with higher number of nodes have more routing

options to balance the energy dissipation and mitigate the effects of Lnode constraint. Hence,

higher node density networks organize flows more efficiently (i.e., with less energy overhead)

against the pressure induced by node-limit constraints. For example, the energy overheads

of 75-, 100-, and 125-node deployments for 2-degree-node-resilience (i.e., Lnode = si/2) are

0.78 %, 0.45 %, and 0.34 %, respectively, whereas for 32-degree-node-resilience, the energy

overheads of 75-, 100-, and 125-node deployments are 120.00 %, 87.00 %, and 54.61 %,

respectively.

Figure 7.9 shows the energy overhead as a function of the network area for different Lnode

values. The number of nodes in the network is kept constant as 100. For Lnode → ∞, the

percentage of data sent directly to the base station decreases as the area increases. Since in

NCO case there is no limit on the amount of data directly sent to the base station (i.e., Llink

constraint is not in effect), for smaller network areas deviation from the optimal flows is less.

For example, in the 100 m × 100 m network Lnode restriction does not apply for approximately

70 % of the generated data which is sent directly to the base station. For larger networks, the

percentage of direct transmissions to the base station is lower and more deviation from the

optimal flows (because of Lnode limit) results in higher energy overheads.

7.2.2 Analysis of EAO

In this subsection we explore energy overhead characteristics of route diversity countermea-

sures against EAO attacks. In Figure 7.10 the variation of energy overhead for different Llink

values is presented as a function of number of nodes in a line network. The maximum energy

overhead is observed for Llink = si/6 in the 10-node network. As the network size increases

the energy overhead decreases. The reason for this behavior is that for small networks a sig-

nificant portion of the nodes (e.g., 4 out of 10) send their data directly to the base station

if Llink → ∞, hence, limiting the amount of data on these links results in large deviations

from the optimal flows. On the other hand, in larger networks only a few nodes do not use

multi-hop forwarding when Llink → ∞ (e.g., 2 out of 100), therefore, flows created due to the
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Figure 7.6: Relative energy overhead with respect to the unrestricted case (Lnode → ∞) as a
function of number of nodes and Lnode in a line network with inter-node distance of 10 m.
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Figure 7.7: Relative energy overhead with respect to the unrestricted case (Lnode → ∞) as a
function of number of nodes and Lnode in a 400 m × 400 m square topology.

88



si/2si/4si/8si/16si/32

20

40

60

80

100

120

L
node

E
ne

rg
y 

O
ve

rh
ea

d 
(%

)

 

 

N=75
N=100
N=125

Figure 7.8: Relative energy overhead with respect to the unrestricted case (Lnode → ∞) as a
function Lnode in a 400 m × 400 m square topology.
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Figure 7.9: Relative energy overhead with respect to the unrestricted case (Lnode → ∞) as a
function of network area and Lnode in a square topology with 100 nodes deployment.
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Figure 7.10: Relative energy overhead with respect to the unrestricted case (Llink → ∞) as a
function of number of nodes and Llink in a line network with inter-node distance of 10 m.

link-limit constraints exhibit relatively less deviation from unrestricted cases.

As Llink decreases (the degree of resilience increases), energy overhead of the network in-

creases. By decreasing the maximum allowed amount of data on the links, the network is

forced to use less energy efficient (suboptimal) routes. For example, if a node is very close to

the base station it sends all of its data directly to the base station if Llink → ∞, however, with

Llink = si/K, the node needs to split its data at least into K parts and forward them towards

the base station by using multiple routes. As K increases the deviation from the optimal flows

also increases.

For the maximum network lifetime all nodes should cooperate and dissipate their energies

in a balanced fashion (i.e., the energy burden of data forwarding is evenly shared among all

nodes and none of the nodes dies prematurely). However, when we put limitations on the

links, we observe that some sensor nodes are left with residual energy. For example, in the

10-node network with Llink = si/4, node-1 (the node closest to the base station) does not

spend 17.50 % of its initial energy while all other sensor nodes use all their energies. When

Llink = si/5 and Llink = si/6 in the 10-node network, not only first node but also the second

node is also left with some residual energy (i.e., for Llink = si/5 residual energy is 30.42 %
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Figure 7.11: Relative energy overhead with respect to the unrestricted case (Llink → ∞) as a
function of number of nodes and Llink in a 400 m × 400 m square topology.
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Figure 7.12: Relative energy overhead with respect to the unrestricted case (Llink → ∞) as a
function of Llink in a 400 m × 400 m square topology.
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Figure 7.13: Relative energy overhead with respect to the unrestricted case (Llink → ∞) as a
function of network area and Llink in a square topology with 100 nodes deployment.

in the first node and 3.21 % in the second node). In the 100-node network with Llink = si/5

residual energy is 58.38 % in the first node and 10.05 % in the second node and all other

nodes completely deplete their energies. Nevertheless, nodes cooperate to share the energy

burden of multi-hop routing evenly except possibly one or two nodes. These nodes are left

with residual energies because using up the residual part does not help to decrease the energy

dissipation of other nodes.

We present the energy overhead as a function of the number of nodes in a square network of

size 400 m × 400 m in Figure 7.11 for various Llink values. Despite the fact that network size

is kept constant while the number of nodes increases (unlike linear deployment), the network

characteristics in 2-D case is similar to 1-D case which is in contrast to NCO case. As the

number of nodes increases the energy overhead decreases. The reason for such a behavior

is that denser networks are more tolerant to link-limit constraint as there are more routes

available. Lower Llink values result in higher energy overhead.

In Figure 7.12, the energy overhead as a function of link-limit in a 400 m × 400 m square

network with 75, 100, and 125 nodes is presented. The energy cost of route diversity increases

substantially with the increasing degree of link resilience.
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In Figure 7.13, the energy overhead is presented as a function of the network area for differ-

ent Llink values. The number of nodes in the network is kept constant as 100. The curves in

Figure 7.13 are bimodal (i.e., not monotonically increasing or decreasing) due to two mech-

anisms working in opposite directions. When link-limit is not in effect, most of the nodes in

the 100 m × 100 m network send most of their data directly to the base station. The amount

of data that can be sent through the direct link between a sensor node and the base station

is limited by the value of Llink. On the other hand, in the 3200 m × 3200 m network nodes

(especially ones farther away from the base station) tend to send most of their data to a limited

number of relay nodes to be conveyed to the base station. Hence, for both small and large

sized networks enforcing link-limit results in larger deviations from the optimal energy bal-

ancing flows. In the 200 m × 200 m and 400 m × 400 m networks the energy overheads are

lower than the other networks due to the reduced impact of two mechanisms dominating the

opposite ends of the network size.

7.2.3 Analysis of NCE

In this subsection we investigate the energy overhead trends for countermeasures against NCE

attacks. In Figure 7.14, the variation of energy overheads for different Llink and Lnode values

as a function of number of nodes in a line network are presented. The similarity between

Figure 7.14 and Figure 7.10 and the dissimilarity between Figure 7.14 and Figure 7.6 show

that link-limit is dominant over node-limit. Yet, node-limit also manifests its impact by in-

creasing the energy overhead. For example, the overheads for EAO and NCE in the 10-node

line network are 45.36 % (Llink = si/6) and 50.92 % (Lnode = Llink = si/6), respectively,

and the difference is due to the impact of node-limit. NCE has a bi-modal energy overhead

behavior. The energy overhead decreases as the network gets larger up to a certain level there-

after the energy overhead starts increasing slowly. Such behavior is due to the combination

of monotonic behaviors of EAO and NCO (i.e., EAO overhead is monotonically decreasing

while NCO overhead is monotonically increasing as the number of nodes increases).

Figure 7.15 shows the variation of energy overhead as a function of number of nodes for

different Llink and Lnode values in a 400 m × 400 m square network. NCE characteristic in a

400 m × 400 m square network is also dominated by link-limit as manifested by the similarity

between Figure 7.11 and Figure 7.15. Yet, the impact of node-limit can also be observed.
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In Figure 7.16, the variation of energy overhead as a function of link-limit and node-limit in a

400 m × 400 m network with 75-, 100-, and 125-node deployments is presented. The energy

overheads of the networks decreases as less stringent joint resilience constraints are enforced.

Figure 7.17 shows the energy overhead as a function of the network area for different Llink

and Lnode values. The number of nodes in the network is kept constant as 100. The energy

overhead has the maximum for the 100 m × 100 m network with Llink = Lnode = si/6 and has

the minimum for the 400 m × 400 m network with Llink = Lnode = si/2.

In the LP models, the link-limit constraint (Equation 7.18) puts a limitation on all links in-

cluding direct links to the base station. On the other hand, the node-limit constraint (Equa-

tion 7.17) does not apply to the base station hence the flows generated and sent directly to the

base station are not restricted. Limiting the amount of data sent to the base station without

using a relay has a more significant impact on energy overhead than limiting the amount of

data passing over relay nodes. Because in the former case alternate multi-hop paths lead to

higher energy inefficiency than using alternate relay nodes in the later case (as an example

for the inefficiency, consider the reverse flows from node-1 in Figure 7.5(c)). This the main

reason of the difference between the energy overheads of EAO and NCO (i.e., EAO energy

overheads are, generally, larger than NCO overheads for the same network settings). By the

same token, NCE energy overhead characteristics is dominated by EAO with minor impact

from NCO.

7.3 Discussion

Generally speaking, WSNs are assumed to be consisting of stationary sensor nodes and unlike

mobile ad hoc networks topology changes are not frequent. Thus, topology discovery and

route creation are one-time operations and for substantial amount of time (rounds/epochs)

these functions are not repeated [96]. If the epoch durations (network reorganization cycle

time) are long enough then the energy costs of these operations constitute a small fraction (less

than 1 %) of the total network energy dissipation [96]. On the other hand, in highly dynamic

topologies network organization energy costs can be as high as 60 % of the total energy

dissipation [101]. Considering that routing overhead can be neglected in stationary WSNs

without leading to significant underestimation of total energy dissipation, our characterization
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Figure 7.14: Relative energy overhead with respect to the unrestricted case (Llink → ∞ and
Lnode → ∞ ) as a function of number of nodes, Llink, and Lnode in a line network with inter-
node distance of 10 m.
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Figure 7.15: Relative energy overhead with respect to the unrestricted case (Llink → ∞ and
Lnode → ∞ ) as a function of number of nodes, Llink, and Lnode in a 400 m × 400 m square
topology.
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Figure 7.16: Relative energy overhead with respect to the unrestricted case (Llink → ∞ and
Lnode → ∞ ) as a function Llink and Lnode in a 400 m × 400 m square topology.
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Figure 7.17: Relative energy overhead with respect to the unrestricted case (Llink → ∞ and
Lnode → ∞ ) as a function of network area, Llink, and Lnode in a square topology with 100
nodes deployment.
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of energy overhead due to route diversity is based on realistic assumptions.

In our model route diversity is enforced by restricting the amount of flow on each link and

the amount of flow passing through each node. Thus, we indirectly cause the network to split

the data generated at each node and route the data through multiple paths. In other words,

by selecting Llink = si/K the network is forced to route the data of each node via at least

K different links. However, routing data through more links can be a better alternative for

energy balancing and certain nodes can split their data into more parts and route it through

more links. A similar argument holds for node-limit (Lnode = si/R). More concisely, we can

say that Llink and Lnode determines the “minimum” level of route diversity.

The rationale behind limiting the amount of data flow on each link through the use of Llink

is to prevent an eavesdropper from capturing the data of any sensor node by listening to a

single link. An eavesdropper has to capture data from at least K links to assemble any source

node’s complete data in a network with Llink = si/K. However the cost of eavesdropping is

not always additive. We distinguish the following three cases:

1. Additive cost: Eavesdropping K links is K times more difficult than eavesdropping a

single link. This is a realistic assumption for instance when communication on each

link is encrypted with a separate key which can be broken with a time-consuming brute

force attack. As another example, consider a single commodity hardware which can

listen to only one link at a time.

2. Sub-additive cost: Eavesdropping K links is less than K times difficult than eavesdrop-

ping a single link. A typical example of it can be seen when there is no encryption

and eavesdropping all of the incoming links of a particular node is achieved by using a

single receiver. An interesting special case is the one in which eavesdropper can listen

to all incoming links of a node at the same time except the incoming links of the base

station. From key management point of view, nodes can secure their direct links with

the base station more easily because this can be achieved using encryption with a single

secret key shared with the base station. The constraint for NCO (Equation 7.17) can

be used to model this kind of limit since for our purposes eavesdropping all incoming

links of a node (except the base station) is equivalent to a capture attack conducted on

that node. To cover other cases, as the link constraint Equation 7.18 should be replaced

by Equation 7.19. The set Ei includes all the nodes whose communication to node-i
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can be eavesdropped simultaneously.

∑
j∈Ei

f k
ji ≤ Llink ∀i ∈ V,∀k ∈ W (7.19)

3. Super-additive cost: Eavesdropping K links is more than K times difficult than eaves-

dropping a single link (e.g., when the coordination for reconstructing the data crossing

several links poses additional costs [52]).

On the other hand, costs of node capture attacks can be assumed as additive if such attacks

are performed by physically compromising the nodes and remote attacks exploiting software

vulnerabilities of sensor nodes are not viable. As long as Lnode = si/R is in effect, an adversary

has to capture at least R nodes to construct data of other sensor nodes which can be assumed

as R times more difficult than capturing a single node.
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CHAPTER 8

CONCLUSION AND FUTURE WORK

The most precious resource in wireless sensor networks is energy. Data reduction by the use

of local processing is the key for energy efficiency. One factor that dictates the maximum

amount of reduction is the spatial granularity of the environment phenomena. Understanding

environmental conditions is the primary purpose of applying wireless sensor network tech-

nology but a lack of data of adequate granularity hinders the accurate understanding.

In Chapter 4, we presented a linear programming framework that models the operation of

a wireless sensor network satisfying the spatial granularity requirements of measurements

in the most energy-efficient way. Using our model we quantitatively evaluate the effect of

spatial granularity and redundancy of measurements on minimum energy requirements. The

framework we have presented and the results of our analysis makes easier to understand the

tradeoffs between spatial granularity and energy requirements in wireless sensor networks.

In Chapter 5, through a novel LP framework we investigate the energy overhead arising due

to physical attacks in WSNs. We model optimal network behavior to balance the energy

dissipation throughout the network so that incapacitation of any node (due to a physical attack)

does not result in an overwhelming energy cost for the whole network. We consider two attack

scenarios: (i) uniform attack, where all network regions are equally affected by the attack (i.e.,

the same number of nodes are dead in each region) and (ii) non-uniform attack, where only the

nodes in a single region are affected. Our results show that the energy cost of uniform attacks

can efficiently be shared by the network (e.g., if one sixth of the nodes are incapacitated by an

attack the energy overhead is one fifth of the energy required to accomplish the task without

any node failure). However, for non-uniform attacks the energy overhead depends on the

targeted region. Physical attacks targeting the regions closer to the base station lead to more

99



energy overhead when compared to the attacks targeting other regions provided that there are

multiple nodes left operational in the targeted region after the attack. On the other hand, if

there is only one node left in the targeted region then the attacks on the furthest regions from

the base station result in the highest energy overhead due to the lack of available redundancy,

which limits the network wide cooperation to only the relaying operation for the attacked

region.

Note that in Chapter 5 we characterize the energy overhead due to node failures induced by

physical attacks. However, similar energy overhead characteristics are observed if the nodes

fail with the same spatial pattern due to natural factors. Nevertheless, nature cannot target the

nodes which lead to the most damage in terms of the energy overhead for the remaining nodes

(unlike the case of intelligent attackers).

In our models, nodes are either active or failed for the entire network operation period (i.e.,

we do not investigate the case where nodes operate some time and then fail). Since it is not

possible to know the exact timing of an attack, a reasonable strategy is to allocate enough

resources to mitigate the effects of the worst-case scenario in which the attack is conducted

just after network starts operating and damages nodes permanently.

The LP framework we present in Chapter 5 can easily be tailored to accommodate other

aspects of physical attacks in WSNs. For instance, a natural extension of our analysis would

be to examine energy dissipation characteristics when the base station is not located at the

center of the monitored region.

In Chapter 6, we presented an MIP framework to investigate the energy dissipation of WSNs

as a function of number of routing paths. We explored various WSN scenarios in both one di-

mensional and two dimensional network topologies by sampling the parameter space through

the developed model.

Our analysis revealed that single path routing may lead to more than 30.00 % energy overhead

due to lack of sufficient number of energy balancing routes. On the other hand, multi-path

routing with only two paths results in near-optimal values with at most 1.00 % energy over-

head. Thus, our main conclusion is that use of more than two paths for energy balancing

in multi-path routing for WSNs does not bring any significant benefit from an energy effi-

ciency perspective. The MIP framework we presented in Chapter 6 can easily be tailored to
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accommodate other aspects of multi-path routing in WSNs. Nevertheless, the concept of an

end-to-end path should exist for our results to be relevant.

In Chapter 7, we investigated the energy overhead characteristics of route diversity counter-

measures for resilience against node capture only (NCO), eavesdropping only (EAO), and

node capture and eavesdropping (NCE) attacks. We developed an LP framework that is ca-

pable of jointly modeling energy dissipation and route diversity in WSNs. Through the de-

veloped framework we conducted a comprehensive analysis by exploring the design space in

a systematic fashion. Characterization of the energy overhead of route diversity countermea-

sures in WSNs is important for understanding the feasibility of utilization of such security

techniques. A brief summary of our results are itemized as follows:

1. Energy overhead of route diversity increases with the level of resilience. If the level

of resilience is low, then the energy overhead is also low. On the other hand, for high

degrees of resilience energy overhead can be prohibitive (i.e., higher than the energy

dissipation of unconstrained networks).

2. For maximal network lifetime all nodes should cooperate and use their energies in a way

that prevents premature death of any node. Route diversity imposed on the network

results in energy imbalances among the nodes (i.e., some nodes do not deplete their

initial energies). However the extent of the imbalance is limited. We observed that only

a few nodes exhibit such a behavior.

3. In line networks: (a) for EAO case the energy overhead decreases as the number of

nodes in the network increases due to the fact that in larger networks nodes can adapt

to link-limit with less deviation from the optimal energy-efficient routes; (b) for NCO

case direct transmission to the base station eliminates data splitting to satisfy Lnode

constraint, however, in larger networks direct transmission to the base station results

in higher energy inefficiency, therefore, the energy overhead increases with the number

of nodes in the network; (c) for NCE case similar to EAO case as the network size

increases the energy overhead decreases.

4. In square networks: (a) EAO and NCE cases reach their minimum energy overhead val-

ues for specific network area values where the composite impact of direct transmission

and multi-hop relaying behaviors (arising due to the effects of Llink and Lnode) reaches
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a relative minimum; (b) for NCO case energy overhead is a monotonically increasing

function of the network area because there is less deviation from the optimal flows

in smaller size networks where direct transmission to the base station is the dominant

mode of operation not affected by node-limit; (c) for all three countermeasures as the

number of nodes increases while the area is kept constant energy overhead decreases

because when there are more nodes in the network, there are more links and paths in the

network which enable the network to satisfy the constraints with less energy overhead.

5. NCE energy overhead behavior is mainly shaped by link-limit, yet, the impact of node-

limit is also observable as a minor factor. It is interesting to observe that mitigation of a

passive attack (i.e., eavesdropping) yields more energy overhead than mitigation of an

active attack (i.e., node-capture) under the assumption of additive attack costs.

Unlike the previous studies we do not propose a new network protocol for routing and security

problems that we studied in this thesis. Instead, we analyze the routing and security problems

from energy efficiency perspective within a general framework and without going into the

details of specific protocols or algorithms. The results we report in this thesis represent opti-

mistic performance bounds because we do not include any protocol specific control message

exchange in our analysis. Yet, our results reveal the benchmarks that can be used to evalu-

ate and compare similar routing and security problems in various settings. In this sense, we

contribute to the literature by presenting a comprehensive high level analysis of the several

routing and security problems which captures the essence of both security and networking

perspectives.

In summary, in this thesis, we investigate the energy dissipation characteristics of several

routing and security strategies in WSNs in terms of redundancy elimination, multi-path rout-

ing, physical attacks and enhancing data confidentiality against passive and active adversaries.

We develop novel mathematical programming frameworks and present a comprehensive high

level analysis of these routing and security strategies. The mathematical programming frame-

works presented in this thesis are efficient from computational point of view and can be used

with minor modifications for future analysis of different routing and security problems in

WSNs.
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8.1 Future Work

Routing and security problems continue to evolve in WSNs. Therefore, the research areas

for modeling and analysis of these problems must also evolve. We consider the following

problems in WSNs are as future works.

While cooperating, sensor nodes relay data of other sensor nodes through the base station. In

many cases, one sensor node can be used by many sensor nodes in the network as a relay. This

leads to special class of security threat after a node capture attack since one node capture can

result in privacy and integrity of many sensor nodes which use captured node as a relay to be

compromised. As a future study, we will investigate energy efficient minimization of effects

of a node capture attack by modeling the node capture problem from the point of affected

sensor nodes.

It is straightforward to extend LP framework presented in chapter 7 as a future study to in-

vestigate the energy dissipation characteristics of redundant multi-path routing. As a simple

example, consider the case when (X−1) redundant copies of the data1 are also transmitted to-

wards the base station over multiple paths. If our analysis presented in chapter 7 indicates that

the overhead percentage due to multi-path routing (X-path routing) is k%, then the overhead

of multi-path routing combined with redundant data transfer will be (X×k)%+((X−1)×100)%

(the overhead of multi-path routing is multiplied by X since it is defined as a ratio of the cost

for unconstrained data flow which is X times more due to carrying redundant copies).

Symmetric key encryption necessitates usage of same symmetric key between communicating

pairs. Therefore, key establishment is required before communication. A trivial solution for

key establishment is using same key in the entire network and an extreme solution is assigning

a unique symmetric key between each pair of nodes. First solution can reveal the shared

key after a single node compromise and encryption becomes useless in the entire network.

Since WSNs include high number of sensor nodes, second solution doesn’t scale well. If

n sensor nodes are deployed, each sensor node is required to store n − 1 symmetric keys

and n(n − 1)/2 keys are needed in the entire network. In [122], a random-key predistribution

scheme was proposed for the solution of key establishment. In the random-key predistribution

scheme, before deployment of WSN, each sensor node is loaded with a subset of symmetric

1 Alternatively, an (X,Y) secret sharing scheme can be implemented so that an attacker cannot learn anything
about the message even if he obtains up to Y − 1 shares out of X [38, 39].
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keys from a large pool of symmetric keys. After deployment, if two sensor nodes want to

communicate, they search their stored symmetric keys. If they have a common key, sensor

nodes can communicate securely. The random-key predistribution scheme doesn’t guarantee

that every pair of sensor nodes communicates but if the key sharing probability is sufficiently

high, a securely connected network can be obtained and compromise of one node affects small

portion of the WSN.

As a future work, we will consider a WSN where sensor nodes communicate sensitive data

encrypted against eavesdropping attacks using symmetric key encryption. Previous studies

focused on secure communication between sensor nodes using symmetric key encryption

and connectivity between sensor nodes. While enhancing security against eavesdropping,

lifetime requirements of WSNs should also be considered. We will develop a mathematical

programming framework to find out maximum lifetime using symmetric key encryption with

random-key predistribution scheme.
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--- Starting compilation
--- Tutorial.gms(161) 3 Mb
--- Starting execution: elapsed 0:00:00.044
--- Tutorial.gms(133) 4 Mb
--- Generating LP model MaximumLifetime
--- Tutorial.gms(140) 4 Mb
---   13 rows  17 columns  46 non-zeroes
--- Executing CPLEX: elapsed 0:00:00.118

IBM ILOG CPLEX   Mar 17, 2012 23.8.2 WEX 31442.32372 WEI x86_64/MS Windows
Cplex 12.4.0.0

Reading data...
Starting Cplex...
Tried aggregator 1 time.
LP Presolve eliminated 7 rows and 7 columns.
Aggregator did 1 substitutions.
Reduced LP has 5 rows, 9 columns, and 31 nonzeros.
Presolve time =    0.00 sec.
Initializing dual steep norms . . .

Iteration Dual Objective In Variable           Out Variable
1 sI 0.000000 f(n1.n0)energyConstraint( slack
2 19960079.840319 f(n3.n2)energyConstraint( slack
3 19387528.155052 f(n3.n1)energyConstraint( slack

LP status(1): optimal

Optimal solution found.
Objective :    19387528.155052

--- Restarting execution
--- Tutorial.gms(140) 2 Mb
--- Reading solution for model MaximumLifetime
--- Executing after solve: elapsed 0:00:00.323
--- Tutorial.gms(157) 3 Mb
--- Putfile Result c:\Result\LinearTopology-Result.txt
--- Putfile Coordinate c:\Result\LinearTopology-Coordinate.txt
*** Status: Normal completion
--- Job Tutorial.gms Stop 10/10/13 17:32:27 elapsed 0:00:00.440

GAMS Log of LP Example
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   1  *------Options--------
   2  option limrow=100;
   3  *---------------------
   4   
   5  * Sets define terms that are going to be used for as an  index
   6  * Below, we define a set with 4 elements.
   7  * i={'n0','n1','n2','n3' }
   8   
   9  Set i nodes /n0*n3/;
  1 0   
  11  * Alias is used to assign more than one name for the same set.
  12  * i={'n0','n1''n2''n3''n4' }
  13  * j={'n0','n1''n2''n3''n4' }
  14  Alias (i,j);
  1 5   
  1 6   
  17  * The scalar statement is used to declare and (optionally)
  18  * initialize a GAMS parameter
  1 9   
  20  Scalar
  21 EAmp picoJoule /100/
  22 EElec picoJoule /50000/
  23 Prx reception energy
  24 Rmax maximum transmission range
  25  ;
  2 6   
  2 7   
  28  * Parameters is used to store data before model is running.
  29  * Values of parameters dont changes after model is running
  3 0   
  31  Parameters
  3 2   
  33 y(i) y coordinate of node-i
  34 x(i) x coordinate of node-i
  35 s(i) data generated at node-i
  36 d(i,j) distance between node-i and node-j
  37 Ptx(i,j) consumed energy for transmission of data from node-i to 

n o d e - j
  38 e(i)  battery power of each node
  39  ;
  4 0   
  4 1   
  42  *Variables are used to make decisions and the values of the variables are
  43  *determined after solving mathematical programming problem.
  44  *Mathematical programming tries to conclude with an optimal solution
  45  *by assigning appropriate values to the variables.
  4 6   
  47  Variables
  48 L lifetime
  4 9   
  50  Positive Variables
  5 1   
  52 f(i,j) flow;
  5 3   
  54  *Constraints are defined in equations. First, index of equations are given

.
  55  * Secondly, equation implementations are provided.
  5 6   
  57  Equations

GAMS Compilation Details of LP Example

120



  58 noFlow(i,j)  no flow
  59 flowBalance(i) flow balance
  60 energyConstraint(i) energy constraint
  61 transmissonRange(i,j) R_max;
  6 2   
  6 3   
  6 4   
  65  noFlow(i,j)$(ord(i)=ord(j) or ord(i)=1)..    f(i,j) =e= 0;
  66  flowBalance(i)$(ord(i)>1)..           sum(j,f(j,i)) + s(i)*L =e= sum(j,f(i

, j ) ) ;
  67  energyConstraint(i)$(ord(i)>1)..
  68 e(i) =g= Prx*(sum(j$(ord(j) > 1),f(j,i)))+sum(j,(Ptx(i,j)*f(i,

j ) ) ) ;
  69  transmissonRange(i,j)$(d(i,j)>Rmax)..        f(i,j) =e= 0;
  7 0   
  7 1   
  7 2   
  73  * Model determines which constraints are going to be used in the optimizat

i o n .
  7 4   
  75  Model MaximumLifetime /
  76 noFlow
  77 flowBalance
  78 energyConstraint
  79 transmissonRange
  80  /;
  8 1   
  8 2   
  83  *-------------------------Files-------------------------------------------
  8 4   
  85  file Result /c:\Result\LinearTopology-Result.txt/;
  8 6   
  87  file Coordinate /c:\Result\LinearTopology-Coordinate.txt/;
  8 8   
  89  *-------------------------------------------------------------------------

-
  9 0   
  9 1   
  92  * ------------- Coordinates of nodes -------------------------------------
  9 3   
  94 x('n0')=0;
  95 y('n0')=0;
  9 6   
  97 x('n1')=1;
  98 y('n1')=0;
  9 9   
 100 x('n2')=3;
 101 y('n2')=0;
 1 0 2   
 103 x('n3')=4;
 104 y('n3')=0;
 105  *-------------------------------------------------------------------------

-
 1 0 6   
 1 0 7   
 108  * Calculate distances between nodes and store them in parameter d(i,j)
 1 0 9   
 110 d(i,j) = sqrt(sqr(x(i)-x(j))+sqr(y(i)-y(j)));
 111  *-------------------------------------------------------------------------

-
 1 1 2   
 1 1 3   
 1 1 4   
 115  *-------Energy consumption for transmitting one bit---------
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 116  *-------------of data from node-i to node-j-----------------
 1 1 7   
 118 Ptx(i,j)$(ord(i)<> ord(j) and ord(i)<>1) = EElec + EAmp*sqr(d(i,j

) ) ;
 119 e(i)=1e12;
 1 2 0   
 121  *-------------------------------------------------------------------------

-
 1 2 2   
 123  *---- Energy consumption for receiving one bit of data -------------------
 124 Prx = EElec;
 125  *-------------------------------------------------------------------------

-
 1 2 6   
 127  *----- Rmax is assigned with a big number.
 1 2 8   
 129   Rmax=100000;
 130  *-------------------------------------------------------------------------

-
 1 3 1   
 132  *------------------------- Data rate of each node -----------------------
 133 s(i)$(ord(i)>1)=1;
 134  *-------------------------------------------------------------------------

-
 1 3 5   
 1 3 6   
 1 3 7   
 138  *---------Run the model and find solution---------------
 1 3 9   
 140  Solve MaximumLifetime using lp maximizing L;
 141  *-------------------------------------------------------------------------

-
 1 4 2   
 1 4 3   
 144  * the set element labels are identified using their set
 145  * identifier and the suffix (.tl)
 146  *----Coordinates are written to the "LinearTopology_Coordinate.txt" file--

-
 147  put Coordinate;
 148  loop(i,
 149 put i.tl:4:0 x(i):12:0  y(i):12:0/;
 150  );
 1 5 1   
 152  * (.l) is used to write of value of a variable
 153  *----Solution is written to the "LinearTopology_Result.txt" file---
 154  put Result;
 155  put 'Lifetime = '  L.l:12:8 /;
 1 5 6   
 157  loop(i,
 158 loop(j,
 159 put$(f.l(i,j)>0) i.tl:4:0 j.tl:4:0 f.l(i,j):12:3 /;
 160 );
 161  );

COMPILATION TIME     = 0.000 SECONDS 3 Mb  WEX238-238 Apr  3, 2012
 GAMS WEX-WEI 23.8.2 x86_64/MS Windows 10/10/13 17:32:26 Page 2
G e n e r a l   A l g e b r a i c   M o d e l i n g   S y s t e m
Equation Listing    SOLVE MaximumLifetime Using LP From line 140

---- noFlow  =E=  no flow

noFlow(n0,n0)..  f(n0,n0) =E= 0 ; (LHS = 0)
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noFlow(n0,n1)..  f(n0,n1) =E= 0 ; (LHS = 0)

noFlow(n0,n2)..  f(n0,n2) =E= 0 ; (LHS = 0)

noFlow(n0,n3)..  f(n0,n3) =E= 0 ; (LHS = 0)

noFlow(n1,n1)..  f(n1,n1) =E= 0 ; (LHS = 0)

noFlow(n2,n2)..  f(n2,n2) =E= 0 ; (LHS = 0)

noFlow(n3,n3)..  f(n3,n3) =E= 0 ; (LHS = 0)

---- flowBalance  =E=  flow balance

flowBalance(n1)..  L + f(n0,n1) - f(n1,n0) - f(n1,n2) - f(n1,n3) + f(n2,n1)

+ f(n3,n1) =E= 0 ; (LHS = 0)

flowBalance(n2)..  L + f(n0,n2) + f(n1,n2) - f(n2,n0) - f(n2,n1) - f(n2,n3)

+ f(n3,n2) =E= 0 ; (LHS = 0)

flowBalance(n3)..  L + f(n0,n3) + f(n1,n3) + f(n2,n3) - f(n3,n0) - f(n3,n1)

- f(n3,n2) =E= 0 ; (LHS = 0)

---- energyConstraint  =G=  energy constraint

energyConstraint(n1)..  - 50100*f(n1,n0) - 50000*f(n1,n1) - 50400*f(n1,n2)

- 50900*f(n1,n3) - 50000*f(n2,n1) - 50000*f(n3,n1) =G= -1000000000000 ;

(LHS = 0)

energyConstraint(n2)..  - 50000*f(n1,n2) - 50900*f(n2,n0) - 50400*f(n2,n1)

- 50000*f(n2,n2) - 50100*f(n2,n3) - 50000*f(n3,n2) =G= -1000000000000 ;

(LHS = 0)

energyConstraint(n3)..  - 50000*f(n1,n3) - 50000*f(n2,n3) - 51600*f(n3,n0)

- 50900*f(n3,n1) - 50100*f(n3,n2) - 50000*f(n3,n3) =G= -1000000000000 ;

(LHS = 0)

---- transmissonRange  =E=  R_max

N O N E

 GAMS  WEX-WEI 23.8.2 x86_64/MS Windows 10/10/13 17:32:26 Page 3
G e n e r a l   A l g e b r a i c   M o d e l i n g   S y s t e m
Column Listing SOLVE MaximumLifetime Using LP From line 140

---- L  lifetime

L
(.LO, .L, .UP, .M = -INF, 0, +INF, 0)

1 flowBalance(n1)
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1 flowBalance(n2)
1 flowBalance(n3)

---- f  flow

f(n0,n0)
(.LO, .L, .UP, .M = 0, 0, +INF, 0)

1 noFlow(n0,n0)

f(n0,n1)
(.LO, .L, .UP, .M = 0, 0, +INF, 0)

1 noFlow(n0,n1)
1 flowBalance(n1)

f(n0,n2)
(.LO, .L, .UP, .M = 0, 0, +INF, 0)

1 noFlow(n0,n2)
1 flowBalance(n2)

REMAINING 13 ENTRIES SKIPPED
 GAMS  Rev 238  WEX-WEI 23.8.2 x86_64/MS Windows 10/10/13 17:32:26 Page 4
G e n e r a l   A l g e b r a i c   M o d e l i n g   S y s t e m
Model Statistics    SOLVE MaximumLifetime Using LP From line 140

MODEL STATISTICS

BLOCKS OF EQUATIONS 4     SINGLE EQUATIONS 13
BLOCKS OF VARIABLES 2     SINGLE VARIABLES 17
NON ZERO ELEMENTS 46

GENERATION TIME = 0.062 SECONDS 4 Mb  WEX238-238 Apr  3, 2012

EXECUTION TIME = 0.062 SECONDS 4 Mb  WEX238-238 Apr  3, 2012
 GAMS WEX-WEI 23.8.2 x86_64/MS Windows 10/10/13 17:32:26 Page 5
G e n e r a l   A l g e b r a i c   M o d e l i n g   S y s t e m
Solution Report     SOLVE MaximumLifetime Using LP From line 140

S O L V E S U M M A R Y

     MODEL   MaximumLifetime     OBJECTIVE  L
     TYPE    LP DIRECTION  MAXIMIZE
     SOLVER  CPLEX FROM LINE  140

**** SOLVER STATUS     1 Normal Completion
**** MODEL STATUS 1 Optimal
**** OBJECTIVE VALUE 19387528.1551

 RESOURCE USAGE, LIMIT 0.015 1000.000
 ITERATION COUNT, LIMIT 3    2000000000

IBM ILOG CPLEX   Mar 17, 2012 23.8.2 WEX 31442.32372 WEI x86_64/MS Windows
Cplex 12.4.0.0

LP status(1): optimal
Optimal solution found.
Objective :    19387528.155052

---- EQU noFlow  no flow
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LOWER     LEVEL     UPPER    MARGINAL

n0.n0 . . . EPS
n0.n1 . . . .
n0.n2 . . . .
n0.n3 . . . .
n1.n1 . . . .
n2.n2 . . . .
n3.n3 . . . .

---- EQU flowBalance  flow balance

LOWER     LEVEL     UPPER    MARGINAL

n1 . . . 0.007
n2 . . . 0.014
n3 . . . 0.979

---- EQU energyConstraint  energy constraint

LOWER     LEVEL     UPPER    MARGINAL

n1 -1.00E+12 -1.00E+12     +INF  -1.327E-7
n2 -1.00E+12 -1.00E+12     +INF  -2.821E-7
n3 -1.00E+12 -1.00E+12     +INF  -1.897E-5

---- EQU transmissonRange  R_max

N O N E

LOWER     LEVEL     UPPER    MARGINAL

---- VAR L -INF  1.9388E+7     +INF .

  L  lifetime

---- VAR f  flow

LOWER     LEVEL     UPPER    MARGINAL

n0.n0 . . +INF .
n0.n1 . . +INF     -0.007
n0.n2 . . +INF     -0.014
n0.n3 . . +INF     -0.979
n1.n0 .    1.9674E+7     +INF .
n1.n1 . . +INF     -0.007
n1.n2 . . +INF     -0.028
n1.n3 . . +INF     -1.928
n2.n0 .    1.9518E+7     +INF .
n2.n1 . . +INF     -0.013
n2.n2 . . +INF     -0.014
n2.n3 . . +INF     -1.927
n3.n0 .    1.8970E+7     +INF .
n3.n1 .    2.8656E+5     +INF .
n3.n2 .    1.3057E+5     +INF .
n3.n3 . . +INF     -0.949

**** REPORT SUMMARY :        0     NONOPT
0 INFEASIBLE
0  UNBOUNDED

 GAMS  Rev 238  WEX-WEI 23.8.2 x86_64/MS Windows 10/10/13 17:32:26 Page 6
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G e n e r a l   A l g e b r a i c   M o d e l i n g   S y s t e m
E x e c u t i o n

**** REPORT FILE SUMMARY

Result c:\Result\LinearTopology-Result.txt
Coordinate c:\Result\LinearTopology-Coordinate.txt

EXECUTION TIME = 0.110 SECONDS 3 Mb  WEX238-238 Apr  3, 2012

**** FILE SUMMARY

Input Tutorial.gms

Output Tutorial.lst
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