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ABSTRACT

REDUCING MIMO DETECTION COMPLEXITY VIA HIERARCHICAL
MODULATION

ugur, Yigit
M.S., Department of Electrical and Electronics Enginegrin
Supervisor : Assoc. Prof. Dr. Ali Ozgiir Yilmaz

August 2014[ 55 pages

This work considers multiple-input multiple-output (MIM©ommunication systems
using hierarchical modulation. A disadvantage of the maxiHikelihood (ML)
MIMO detector is that its computational complexity increagxponentially with the
number of transmit antennas. To reduce complexity, we m®pdierarchical modu-
lation scheme to be used in MIMO transmission where base @maheement layers
are incorporated. In the proposed receiver, the base laytected first with a min-
imum mean square error (MMSE) detector which is followed Hdy détection of the
enhancement layer. Our results indicate that performalose ¢o ML detection can

be achieved with the proposed scheme, yet at a significaigrlcomplexity.

Keywords: Hierarchical modulation, multiple-input mple-output (MIMO), com-
putational complexity, minimum mean square error (MMSEaximum-likelihood
(ML), successive interference cancellation (SIC), bload#tifg channel, low-density

parity-check (LDPC) codes, error rate.



Oz

HIYERARSIK K IPLEME KULLANILARAK COK-G IRDIL| COK-CIKTILI
SEZIMDEK | KARMASIKLI GIN DUSURULMES

ugur, Yigit
Yuksek Lisans, Elektrik ve Elektronik Mihend@iiBolimu
Tez Yoneticisi : Dog. Dr. Ali Ozgir Yilmaz

Agustos 2014, 85 sayfa

Bu calismada hiyerarsik kiplemenin ¢ok-girdili cok-gik(MIMO) iletisim sistem-
lerinde kullanimi incelenmektedir. En biyuk olabilirlik{) alicisinin islem yuk
verici anten sayisiyla Ustel bir sekilde artmaktadir.cAkarmasikigini disirmek
icin temel katman ve iyilestirme katmanlarindan olus@retarsik kipleme tekrgi
kullanilmistir. Onerilen yapida ilk olarak temel katmanlaicik ortalama kare hata
(MMSE) alicist ile ¢ozulur, iyilestirme katmani ¢ozumivié sezici ile devam edilir.
Sonuglarimiz, cok daha dusuk islem yukine sahip 6neallenyapisi ile ML alicinin

basarimina yaklasil@ini gdstermektedir.

Anahtar Kelimeler: Hiyerarsik kipleme, ¢ok-girdili ¢agektili iletisim sistemi, alici
islem yikud, en kiguk ortalama kare hata, en buyuk olaiidrdisik girisim iptali,
blok s6nimlemeli kanal, dusuk ganluklu eslik denetim kodlari, hata orani.
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CHAPTER 1

INTRODUCTION

In wireless communication systems, multiple antennas eansed to increase data
rates through spatial multiplexing or to improve transmoisseliability through space-
time coding (STC). There is a diversity-multiplexing traoféin multiple input mul-
tiple output (MIMO) systems, focusing on obtaining eitharedsity or multiplexing
gain traditionally. STC schemes operate on the diversity @rthis trade-off since
they attain the maximum avaliable diversity for a singleain. Although STC can
provide very reliable transmission, the data rates aretdisndue to single stream
transmission. The focus is on high rate communication iswork so that multiple

stream transmission will be studied.

The advantages of using multiple antennas are analyzediatamél] and it is shown
that channel capacity can be increased significantly. MIM&esns can provide high
data rates through spatial multiplexing in which independiata streams are sent
from different antennas. The first spatial multiplexingheicues were introduced by
researchers at Bell Laboratories. The early introducedttre was Diagonal - Bell
Laboratories Layered Space-Time (D-BLAST) [2], in whichrgaexity is too high
to be practical. It has also an overhead due to the non-tigegm in some space-
time slots. Vertical-BLAST (V-BLAST) [[3] is a simplified veion of D-BLAST,
but it has lower capacity. The optimal detection method feBDNAST systems is
maximume-likelihood (ML), which has high computational cplexity. The complex-
ity increases exponentially with the number of transmiteants. Complexity can
be reduced by linear receivers such as zero forcing (ZF) iaedd minimum mean

square error (MMSE) receivers. ZF receiver generally hgsitant performance



degradation due to noise enhancement. MMSE receiver hies petformance com-
pared to ZF but the improvement is limited. Decision fee#bean be used to im-
prove performance, where detected symbols are cancelathaletected symbols are
filtered (either ZF or MMSE filtering). In this work, MMSE is ed for filtering the
inter-stream interference similar to the V-BLAST receivéve will call it the suc-
cessive interference cancellation (SIC) method. Lineegivers with SIC provide a
good trade-off between complexity and performance. Tha @erformance with the
SIC method is worse than ML but better than linear receivéhe sphere decoding
algorithm [4] is another commonly used method to decreasgptexity, although it

is not discussed in this work due to its worst case complefigxkponential order [5].

Hierarchical modulation consists of two or more standardiatations, which are
called layers. The origins of hierarchical modulation canttaced back to Cover’s
study of broadcast channels [6]. Hierarchical modulatsim¢luded in many digital
broadcasting standards such as Digital Video Broadcasflegrestrial (DVB-T) [7]
especially since unequal error protection (UEP) can beigealvto different layers.
The layer with the highest protection capability is called base layer and the other
layers are called enhancement layers. Therefore the hlighesty data is sent over
the base layer. The base layer can be decoded even underdratetlonditions,
so system robustness is enhanced. Under good channeliooadlioth layers can
be decoded. Decoding of enhancement layers can be usedeaseadata rate and
provides a good quality of service (Qo8) [8].

The main aim of this work is to develop high data rate MIMO ews$ with low re-
ceiver computational complexity. Considering ML and MM &Eeivers, a two-stage
receiver structure is utilized. Layers with different @ction levels are transmitted
using hierarchical modulation. Protection levels are gle=il considering ML and
MMSE receivers’ error rate performance capabilities. AikEmdea is mentioned
in [9], where ML is used at both stages of receiver and bitrenaite (BER) perfor-
mance exhibits an error floor. In this work, a new receiverdtire is proposed which
has a better error rate performance. In the proposed rectiiedase layer is detected
first with the MMSE filter which is followed by ML detection ohé enhancement
layer.



The remainder of this thesis is organized as follows. Ch@pietroduces the related
background that includes MIMO system model and receiveictires, hierarchical
16-ary quadrature amplitude modulation (16-HQAM), bloeklihg channel model
and low-density parity-check (LDPC) codes. The proposediver structure is de-
scribed and the computational complexity of the proposeeiver is analyzed in
ChapteiB. Results are presented in Chdpter 4. Finally,lesioos are drawn in
Chaptefb.

Notation: Bold small and capital letters denote vector and matriesgpeactively. The
superscriptg-)H, (-)7 and(-)~! represent the Hermitian transpose, the transpose and
the matrix inverse, respectively. The identity matrix ipnesented by. The expec-
tation is denoted b¥[-] and|| - || denotes Euclidean vector norm. Big-O Notation is
denoted byO(-).






CHAPTER 2

BACKGROUND

2.1 MIMO Systems
This section describes the MIMO system model and explamsrnsmitter and re-

ceiver structures of MIMO systems that will be used in thepps®ed receiver.

2.1.1 MIMO System Model

A single point-to-point MIMO channel system with; transmit andV, receive an-

tennas can be represented as

y = J%HX +n, (2.1)
wherey is the received complex signal vectot,is the transmitted complex sig-
nal vector withE[xx”] = 1, n is the vector of independently and identically dis-
tributed zero-mean circularly symmetric additive whiteuSsian complex noise vari-
ables with variancéV, andH is the complex channel matrix whose elements have
unit variances. Noise variance changes with the relatipe- 1/SNR, whereSNR is

the signal-to-noise ratio. Each column vectoitbfs represented bly;. In this work,

the channeH is perfectly known to the receiver and undergoes flat Ralgléading.
The total transmitted energy is set to unity and equallyesthéry transmit antennas.

The vectors and the channel matkixcan be written as follows

5
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Figure[2.1 shows a basic system model of MIMO.

Transmitter (/ H \ Receiver

Figure 2.1: MIMO system model

2.1.2 MIMO Transmitter and Receiver Structures

BLAST transmitter structures achieve high data rates siheg are spatial multi-
plexing schemes. Data stream is demultiplexed into sudosiseand transmitted from
different antennas. BLAST structures are named accordirtgptv substreams are
mapped to antennas. Figurel]2.2 shows the mapping how syratmlsansmitted
from antennas in the V-BLAST scheme. The numbers in the fighmv the or-

der of transmitted symbols in the data stream. As observdigume, independent

6
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1] 5| 91131721 |25|29]|33

21 6(10|14|18| 22| 26|30

3| 7(11|15|19|23|27 |31

<— antennas

41 8|12|16|20|24 |28 32

Figure 2.2: Layer mapping in a V-BLAST transmitter

symbols are sent from each antenna in each time slot. V-BL&$Feferred for a
simpler transmitter structure in this work at the price afidw capacity compared to

D-BLAST. Some of the possible receiver structures of V-BOASe explained below.

2.1.2.1 ML Receiver

The most generic class of detectors that are designed tonzmithe average proba-
bility of detection error are called maximum a posterioriAR) detectors. The design
rule for members of the MAP class is to declare the input vebit has the maximum
conditional probability given the observation vector as ¢istimate. Mathematically
speaking, the MAP rule is

X = arg max Pr(X was sent|y is observed)
xeAx

Pr(y is observed)|X was sent) Pr(X was sent)

arg ma
:‘%eAx " Pr(y is observed)

= arg max Pr(y is observed)|X was sent) Pr(X was sent), (2.2)
xeAx

whereAy is the set of all possible transmitted signal vectors. Indkestep of[(2.2),
we discarded the probability of the observed vector sindeéis not depend at It
turns out that in most of the practical systems data vect@squally likely to be
transmitted, the optimal decision rule simplifies furtheettie following form

X = argmax Pr(y is observed)|X was sent), (2.3)
X€Ay



which can be defined as the likelihood function. Furthermtre logarithm function
is monotonically increasing, therefore maximizing theelikood function is equiv-
alent to maximizing the log likelihood function. Hence, afuavalent form of [2.14)

can be written as follows

X = argmax log Pr(y is observed)|X was sent). (2.4)
xeAx

Specifically for our system formulated in(2.1), the ML déarsrule takes the folow-

ing form
~ 1 1 Hx
X = argmax —— — X
e N|IY VN,
1
= argmin ||y — Hx|| . (2.5)
xeAy V Nt

ML detection is a brute-force search over thesewith a size ofA/ ™t in this setting.

2.1.2.2 ZF Receiver

The ZF receiver class enables another detection mechartigch aims to remove the
contribution of the channel matrid on the transmitted vectdr [10]. In other words,
the channel output vector is multiplied by the pseudo-isgaf the channel matrix
scaled by/N,. The ZF filter is given by

wH = /N, (HPH) 'H". (2.6)

Using the received vector expression given[by](2.1), the Edtdid channel output is

in the following form
z = WHy = x4+ /N,(HH) 'H"n. (2.7)

As observed in[(2]7), the noise may be amplified for some mnandeannels which
may result in a poor ZF detector performance. In order tovite this drawback,
an MMSE equalizer is proposed to improve the performancaéeféceiver. In this
design, both the ISI mitigation and the channel noise inmpaitts are targetted simul-

taneously so as to get a better receiver performance asloksan the next section.

8



2.1.2.3 MMSE Receiver

MMSE filter is designed to minimize mean square error (MSE)other words, it
minimizes the total error due to the combination of noisedistbrtion. The received
signal is passed through the MMSE receiver. The filter outpgiven by

zZ = WHy, (2.8)

whereWH represents MMSE equalization filter. The mean square enrtive filter
output is computed for the transmitted signal vector as

J = E||lz — x]|*]

yEWWHy — yHWwx — xHWHy XHX] . (2.9)

The MMSE equalization filter is found by minimizingin (2.9), whereW is chosen

such that it makes the first derivative Hequals).

aJ
"= ow
=E aiw (yHWWHy — yHBWx — xHBWHy 4 XHX)
=E [(y"y +y"y)W — yxT —yx"]. (2.10)

Before we proceed, we provide certain matrix derivativepprties that are essential
for our derivations. Given the column vectarandb with respective lengths/ and
N, let X be a matrix of dimensiond/ x N. Then

8a§§(b _apH
0&Z§Hb ~paf
Hy yH
% = a(X"b)" + ba""X = (ab™ 4 ba™)X.

For a detaied treatment, see[11].



By continuing [2.1D), minimisation of leads to the Wiener-Hopf equation as
2E [yy"] W — 2E [yx"]| =0
B [yy"] W =E [yx"]
WHE [yy"] = E [xy"]
WH = E [xy"] (E [yy"]) . (2.11)
MMSE equalization filter can be found by solving (2.11). Weerd2.11) as MMSE

filter equation in this work and it will be used in the next cteayo find MMSE filters

for the proposed structure. FinaWH is found as

e ) e () ()]}

1 1 !
= WHH (EHHH + NOI) . (2.12)
t

The MMSE receiver decouples a MIMO system into SISO systemdgiacisions are

made on each filter outpuat= [z, ..., 2x,|7 as
T; = argmin ||z; — 7|, (2.13)
€AY

whereAy is the set of constellation points.

2.1.2.4 MMSE-SIC Receiver

MMSE receiver can be used with the SIC method to enhancerpeaftce. MMSE-

SIC receiver can be considered as an MMSE receiver with sidedeedback mech-
anism. Its operation is recursive in nature, each step isdbas the following three
steps:

1. Filtering to minimize interference-plus-noise term,

2. Ordering to select the symbol with the highest signahtefference-plus-noise
ratio (SINR),

3. Canceling the symbol which has the highest SINR.

A new filter is designed for the remaining signals and thespssare repeated until

all symbols are detected. Itis referred as ordered suseeisserference cancellation

10



(OSIC) or V-BLAST receiver structure in the literature [¥ will be called MMSE-
SIC receiver in this work. The architecture is illustratedrigure[2.B.

. Decode Stream with
» MMSE Receiver 1 > ) >
the Highest SINR
h D ith
Subtract the | MISE Receiver 2 , ecode Stream wit
Decoded Stream the 2nd Highest SINR
Subtract the MMSE Receiver Nt Decode Stream with
> > —_—
Decoded Stream the Lowest SINR

Figure 2.3: The architecture of MMSE-SIC receiver

Figure 2.4 underlies the importance of canceling the symitblthe highest SINR. In
the figure 4 x 4 MIMO BER performances of MMSE, MMSE with OSIC and MMSE
with fixed order SIC (i.e. cancellation order: 1st, 2nd, 3ith antenna) are shown for
16-QAM modulated signals. As observed, order of canceltas critically important
for achieving significant performance enhancement. Fixel@érocancellation has a

limited performance improvement compared to the MMSE rexei

The Hermitian transpose of MMSE filter in(Z2112) is written as

W = g1 82 ... 8N, , (214)




——MMSE ||
- & - MMSE fixSIC]
- % - MMSE-0SIC;

10 ¢
nd i
W I
m _3*
| s
10% CTe
: B
10_5 ! ! ! ! !
0 5 10 15 20 25 30
E N, (dB)

Figure 2.4: Effect of the order of cancellation

whereg; is the filter vector which produces thi¢h output of MMSE filter. The filter
vector is represented as

1 /1 !
o = o (EHHH + NOI) h;. (2.15)
t

Passing received vector through the filter vectors yields
z =gy = Bizi + i, (2.16)

wherep; is the desired signal term represented as

1
B = —gi'hy (2.17)
VN
and the interference-plus-noise term is represented as
1 H H
Ni = Z ~—8; hkry + g n. (2.18)
ki Ny

As seen in[(2.18), the signals from other antennas are cemesidhs interference.
The interference-plus-noise term is modeled as a comples$ian random variable.
SINR of the:-th signal is written as

SINR, = EllBizil’) (2.19)

Efln:?] -

12
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s — MMSE-SIQ|

100F < , ——ML ;
X
10"
107
10°
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Figure 2.5: Uncoded x 2 system performance comparison of receivers

Let us consider that thee-th signal has the highest SINR at the MMSE filter output.
After detection and assuming perfect cancellation, thé eéshe signal vector is

written as
y ! fix4 (2.20)
Yy = X n, .
VN
where
x
~ Lk—1
H = h1 hk—l hk+1 e hNt and 5{ —
Tr41
J,’Nt

represent the new channel matrix and the remaining baseVageor that is formed
by removing thek-th column ofH and thek-th row of x, respectively. The new
MMSE filter designed for vectak is

- 1 - 1~ ~ !
wH = WHH (NHHH + NOI) . (2.21)
t t

13



Figure[2.5 shows a x 2 uncoded BER performance comparison of ML, ZF, MMSE
and MMSE-SIC receivers for 16-QAM modulation. As it is obast in the figure,
error performance of the MMSE-SIC is worse than ML but bettan linear receivers
(MMSE, ZF).

2.2 Hierarchical 16 QAM

Hierarchical 16-ary quadrature amplitude modulation KKBAM) [12] is used in this
work. Gray-mapped constellation diagram of 16-HQAM is shawFigurd 2.6. The
first two bits indicate the base layer and the last two indithé enhancement layer.
The average power of constellation points is set to unitye minimum distance
of base layer constellation points is represented bgnd the minimum distance of
enhancement layer constellation points is representet}.b¥he ratiod = d, /d, is
called the constellation ratio. For the cate= 2, the constellation corresponds to

Q
0000 0001 0101 0100
dy
0010 0011 0111 0110

O O O O

1010 1011 1111 1110
O o O
1000 1001 1101 1100

O O o O

Figure 2.6: Hierarchical 16-QAM Constellation Diagram
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Figure 2.7: Percentage of Transmitted Base Layer Energy

that of standard 16-QAM. The ratibhas to be greater than d ¢& 1), otherwise the
constellation points would intersect.

Protection levels of layers can be arranged by changisyhend is increased:

e Base layer points become more separated and enhancemenptagts get

closer.

e More energy is transmitted with the base layer, meanwHile enhancement
layer is sent with less energy. How the percentage of tratetnenergy of the
base layer changes with the constellation rdtigillustrated in Figuré 2]7.

e The base layer has higher protection and enhancementdgyetection is de-

creased.

For the single-input and single-output (SISO) case, the BERormance of 16-
HQAM is shown in Fig.[2.B. As observed in the figure, there isagdé-off between

the performances of base and enhancement layers.

Let us consider detection of hierarchical modulation in&&kystem. The base layer

is detected first. Performance is determined by signatierierence-plus-noise ratio
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Figure 2.8: BER for uncoded SISO, 16-QAM and 16-HQAM

(SINR) at the base layer due to fact that enhancement laygaadnterference since
the first stage detector does not mitigate the effect of ezdraent layer. We may
regard this SINR as the effective SNR of the base layer. SINtReobase layer can
be found as

SINRyose = Eu,/(Es. + No), (2.22)

whereE,, andE,, are the energies of the base and enhancement layers, resiyect
After detecting the base layer, its effect is canceled inrdoeived signal assuming
perfect cancellation, the enhancement layer is only aftetly a noise term where

SNR becomes the parameter affecting the performance atteémais
SNRenn = B, /No. (2.23)

Figure[2.9 gives an idea for the effective SNR on both laysrsyanbol SNR of 16-
HQAM symbols vary. Qualitatively deduce from this figurettinhend increases,
the base layer will have a better performance whereas thaneement layer will
have worse. One may note based[on (2.22) that effective SNiredfase layer does

not linearly increase as symbol SNR increases since thggnéenhancement layer
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Figure 2.9: Effective SNRs

acting as interference also increases. Given a partictilgrtbe effective SNR of the
base layer has an asymptote that can be calculated baseel@mstellation diagram
as depicted in Figurie 2.6.

2.3 Channel Model

The starting point of channel characterization is the esjaivt low pass time-varying
channel impulse responsér, t), wheret is the time variation parameter ands the

path delay parameter [13]. The Fourier transform(ef t) with respect ta

Se(1,\) = /C(T,t)e_ﬂ“tdt, (2.24)

—00

whereS,. (7, ) is called scattering function andis the frequency parameter. From

scattering function, the delay power spectrum of channelbe&aobtained by averag-
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ing S.(7, A) over\

S.(r) = / S.(7, A)dA. (2.25)

Similarly, the Doppler power spectrum of channel is obtdibg averagingS.(r, \)

overr
SC()\):/SC(T, A)dr. (2.26)

The range of values over which the delay power spectfJfm) is nonzero is de-
fined as the multipath delay spredg. Similarly, the range of values over which
the Doppler power spectrursi.(\) is nonzero is defined as the Doppler spréad
Figurel 2.0 illustrates the multipath delay spread and thedler spread.

SC(T) Sc()\)
A A

4h

-~

Tm > ¢ By

| §
| 4

Figure 2.10: The multipath delay spread and the Dopplefspre

The Doppler spread, is a measure of how rapidly the channel changes with time.

A larger B, leads to more rapid change. The channel coherenceltinsadefined as

1

T.— —.
By

(2.27)

It can be seen froni(2.27), a slowly changing channel has keoyerence time. The

other channel parameter, called the channel coherencevitthd3. is defined as
B, = —. (2.28)

The multipath spread. gives the information about the range of frequencies over

which amplitude correlation remains high.
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The bandwidth of transmitted signal is represented3bgind the signal duration is
represented by/;. The relation7; ~ 1/B exists in linear modulations. For the
caseB. >> B, or equivalentlyr;, << T, the signal experience same amplitude and
phase through the channel. This s referred as flat-fadingiwow band or frequency-
nonselective channel. If the signal bandwidth is much grehtn the Doppler spread
(B >> By), the effects of Doppler spread are negligible at the recelkquivalently,

T, << T.. This channel is said to be slow fading.

A narrow band, slow fading channel is assumed in the remaidéis thesis.

2.3.1 Diversity Domains

In wireless telecommunication systems, diversity is aaaitissue since it may help
to provide safe communication and improve the receptiomofads. Diversity can be

attained with different techniques. Some of the major dilgdomains are described
below.

e Time Diversity: Diversity over time can be obtained via appropriate coding
and interleaving. Coded bits are dispersed over time ireidifft coherence

periods so that different parts of codewords experiencegdaddent fades.

e Frequency Diversity: If the channel is frequency-selective, channel influences
different parts of the signal diversely. Frequency diugrsan be introduced
by transmitting signal in several frequency carriers safgar by at least the

coherence bandwidth of the channel.

e Space Diversity: If the diversity is provided by spatially separated antenna
e.g., MIMO systems, this is know as space diversity. For gefiitly large
antenna separations, the channels can be assumed to beriddap Different

channel realizations are experienced by signals, so thetily is obtained.

e Polarization Diversity: If antennas support different polarizations, this can be
used for polarization diversity. However, this type of dsity is out of covarage

in this work.
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Figure 2.11: One order of diversity, single block transmois®ver a2 x 2 channel,
MMSE receiver

2.3.2 Block Fading Channels

Let us explain first the motivation of using the block fadifigaonel model. Under a
V-BLAST transmitter structure, MMSE receiver always hagedsity NV, — N; + 1,
wherelV, is the number of transmit antennas axidis the number of receiver anten-
nas [14]. This result suggests spatial diversity is notioethfor the caseév, = N,.
Without diversity in another domain, diversity with MMSEcesver is then limited
to unity. Figure[Z. 1M illustrates the mentioned diversitger problem. Randomly
generated bits are encoded with = 3/4 WIMAX LDPC code with code length
2304 bits and modulated to 16-QAM symbols which are trartschiover a2 x 2
MIMO channel that stays constant over entire LDPC blockalynbits are detected
with MMSE receiver. It is observed from the slopes of errarffg@nance curves that
diversity order is equal to unity, even with a near Shannaomiticode like LDPC.
However, when coding over multiple independently fadingcks is present, one can
obtain some level of diversity. Hence, a block fading chammadel [15] is utilized

to achieve diversity with an MMSE receiver in this work.
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In the block fading channel model, the encoded bits are coedbinto a frame. A
single frame is separated foblocks that can be transmitted over different time slots
or different frequencies, therefore, time diversity orginency diversity can be ob-
tained, respectively. Channels are constant within a bémckchange independently
between blocks, which is a valid assumption for various coamigation systems. In
this work, a model considered such that a frame transmitteddifferent carrier fre-
guencies. The block fading model is relevant for slow fremuyenopping systems and
multi-carrier modulation systems such as those using gahal frequency division
multiplexing (OFDM).

2.4 LDPC Codes

LDPC codes are a class of forward error-correction (FEQdirblock codes, first
introduced by Robert Gallager in his PhD thesis in 1962 [1®Bhese codes were
ignored many years since they were impractical due to thgir bomputational de-
mands for those years. The FEC codes have been dominateeamylwtional codes
until the emergence of turbo codes. There was a big gap bettheeShannon limit
and performance limits of convolutional codes. Turbo cotks Shannon limit were
introduced by Berrou, Glavieux and Thitimajshima in 199&s®archers have been
trying to find out why turbo codes worked well and those redess led to rediscov-
ery of LDPC codes [17]. They are practical and very promisisitty the processing

power available today.

LDPC codes are constructed by sparse parity check matii¢tesname comes from
the characteristic of their parity-check matrix which @ns only a few ones in com-
parison to the amount of zeros. A graphical description eitypaheck matrix can
be expressed with Tanner Graphs. It contains variable aeckamodes. Figure 2.112
provides an example of Tanner Graph for the parity checkirmatr

11010010

01100100
P:

00010101

10001010
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Figure 2.12: Tanner Graph

LDPC codes with very high code lengths are used in many digitasstandards such
as Digital Video Broadcasting - Satellite (DVB-S), - Tetred (DVB-T) and - Cable

(DVB-C). For example, DVB-S2 presents codes of length 1628064800 bits with

11 different code rates. LDPC codes are also used in wiralgskcation standards
such as 802.16e Worldwide Interoperability for MicrowavecAss (WiMAX) and

802.11n Wireless Fidelity (WiFi).

Some advantages of LDPC codes compared to turbo codes areagyv

e The decoding complexity of LDPC codes per iteration is metel.

e LDPC codes have a great implementation advantage sinceatbgyaralleliz-

able.

e LDPC codes can be designed for almost any rates and blockhlesighply
changing the size of parity check matrix. On the other haiftgérdnt rates of
turbo codes can be obtained by puncturing which needs ardefmyt to find

puncturing patterns.
e There is no need for an interleaver block since interleaisngtrinsic in the
LDPC. Hence deinterleaver is also not needed in the system.

The main disadvantage is the LDPC encoders are more confaexurbo encoders,
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although there are so many studies and progress in lowerlegityd_DPC encoders.

2.4.1 LDPC Encoder

The parity-check matriceB of WIMAX LDPC codes are in the standard form and
they can be written in the form

P =[A T, (2.29)

whereA is an(n— k) x k binary matrix andy_,, is thek — n x k — n identity matrix.

The generator matrix can be written as
G = [I,,A"]. (2.30)
Note that the parity-check matrix and the generator matrthé equation

GPT =o. (2.31)

The message signai is encoded by multiplying with the generator matrix as

c = Gm. (2.32)

2.4.2 LDPC Decoder

Different researchers come up with independently more s the same iterative
decoding algorithm, named the belief propagation algorjtthe message passing
algorithm or the sum-product algorithm. The Tanner Graph lma used to explain

the decoding algorithm.
The sum-product decoding algorithm steps are explaineshbel

The-th check node and thgth variable node are representeddyyndv;, respec-
tively. The message passed from thdh check node to thg-th variable node is
denoted byp,, .., and the message passed from jhih variable node to thé-th
check node is represented py. ;...
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Step O0: Variable nodes are initialized with the LLR values giveniie t DPC
decoder. The channel observation vegtas used to generate soft information
in the form of log-likelihood ratio (LLR) which is defined as

Pr(t' = 1|y, H)

Pr(b =0y, H)

The number of iteration donated By, is set to 1.

LLR, =1n

ftoy e, = LLR Vi, k
5ck—>vl - 0 VZ, k
Nitt =1

Step 1: Check nodes are updated.

1
-1
BC/L'—W]‘ =2 tanh H tanh (5#1}]} —>Ci)

j €L(i)\j
whereL(:) is the index of variable nodes that are connected to-thecheck
node. (L(:) = {l|h;; = 1})

Cq

Figure 2.13: Step 1 of Sum-Product Decoding Algorithm

Step 2: Variable nodes are updated with this rule

uvj_wi g /”LU]' "’ Z 502_/—)1)]'

i eM(i)\i
where(7) is the index of check nodes that are connected ta-thevariable
node. (M(j) = {k[hx; = 1})

Step 3: Variable nodes are updated.

Ho; = Ho; + Z ,uck/—wj
K €M(5)
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Cq

Figure 2.14: Step 2 of Sum-Product Decoding Algorithm

Ho;

Figure 2.15: Step 3 of Sum-Product Decoding Algorithm

e Step 4: Hard decisions are given based on the latest soft valuesriaiblea

nodes.

0 if g, <0
1 if gy, >0
e Step 5: Checking stopping criteria: If parity check equation issfad, decod-
ing is terminated. Otherwise, steps are repeated untildhmibation criteria
is obtained or until the maximum number of iteratiaNs,,, is reached. Un-

less the parity check equation is satisfied at the maximunbeuawf iterations,

decoder can indicate an error. Algorithm can be summariged a

Satisfied stopping criteria if Pm=0 and Ny < Nz
Niww = Niy +1 and go Step 1 if Pm=#0 and Ny < Ny
Failure if Pm=#0 and Ny = N
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In this work, WIMAX LPDC codes are used due to their propereoates and code
lengths. More details of WIMAX LDPC codes are provided in Apgdix A where
how to create parity check matrix for given rate and codetleage explained.
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CHAPTER 3

THE PROPOSED RECEIVER STRUCTURE

In this chapter, we will first explain the structure of the posed receiver for the
uncoded and coded cases. Then, computational complewilidse analyzed. The
complexity of the proposed strucutre will be compared whih ML and MMSE re-

ceivers, which are introduced in Chagiér 2.

We are motivated by the fact that the ML receiver has good eate performance
at the price of high computational complexity which incresmexponentially with the
number of antennas. This is a big problem if high number ar@smre necessary in
the communication system. One of the common way to decréaseomplexity is

using MMSE receiver. However, it may cause a poor error ratfopmance. There
is a trade-off between performance and complexity. In thispter, we propose a
receiver which provides favorable gains in both complegityl performance of the

system.

6HQAM > MIMO Channel > Deteton o —
Modulator the Base Layer

Cancellation of Detection of
the Base Layer the Enhancement Layer

Figure 3.1: System Structure
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The proposed receiver structure for the MIMO system usieganchical modulation
works sequentially. First, the base layer is decoded wisi¢bliowed by detection of
the enhancement layer. System structure is shown in Higdirétg case for which
MMSE receiver is used for the base layer and ML receiver isl isethe enhance-
ment layer performs the best with comparison to the othezxcsisch as ML or MMSE
detection at both layers. The reason why it has the bestrpeaface will be explained
later in Chaptel 4.

The transmitted vectax can be written as the sum of the base layer vector and en-
hancement layer vectox = xj, + X.. The system mode[(2.1) can be rewritten
as

1 1
y = —Hxy, + —Hx¢ + n, (3.1)

v/ Ny v N;
wherexy, = [, , ..., 7, |7 € CV*!is the transmitted base layer complex vector with
Elxpxp”] = By Tandxe = [zc,, ..., 7c,, ] € C¥*! is the transmitted enhancement

layer complex vector witht[x.x.”| = E, 1. The total transmitted symbol energy
equals 1,i.e.F,, + E, = 1.

3.1 Receiver Structure

In the proposed receiver, the base layer is detected firet MNMISE. The received
signal is passed through the MMSE receiver. The filter outpgiven by

7y = ‘\Rfl:_:[}/7 (3.2)

whereWH represents MMSE equalization filter. The mean square eM&H) in

the filter output is computed for the base layer vector as

J =E[llzo — xb’] . (3.3)
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The MMSE filter which minimizes/ is found by using[(2.11) as follows

E —1
= 2 HH HHY + NI | . 3.4
VN (Nt - 0) (3.4)

Note that the base layer and the enhancement layer sigealseorrelated since bits

of the layers are produced independently, Ee{x,x."] = 0 andE [xex,™] = 0.

The MMSE receiver decouples a MIMO system into SISO systemdsiacisions are

made on each filter outpat, = [z, ..., 2, |" @s

/Jf\bi = arg min ||sz. — i’bH, (35)
i’bEAxb

whereAy, is the set of the base layer constellation points. The dsdease layer
vector is canceled from the received signal by

1
Ze =Y —
A

wherexy, = [T, ..., Ts,,|” represents the decoded base layer vector. Finally, the

Hxy, (3.6)

enhancement layer is decoded by joint ML detection as

1
VN

whereAy, is the set of all possible transmittéd x 1 enhancement layer vectors.

Hx.||, (3.7)

Xe = arg min
)_(eeAxe

Ze —

The rest of the section presents the receiver structurébdéaroded and the uncoded

cases.
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3.1.1 Receiver Structure for the Uncoded Case

Without channel coding in the system, MMSE is used with tHeé Slkethod to obtain
better performance in the base layer. The enhancementdatfez signal and signals
from other antennas are considered as interference. At M&BAfilter output, the
base layer with the highest SINR is detected first and caddebten the received
signal. A new MMSE filter is designed for the rest of the bagelaymbols and this
process is repeated until all base layer symbols are ddtecet us assume that the
k-th base layer signal has the highest SINR at the MMSE filtgrutu After detection
and assuming perfect cancellation, the rest of the sigrabwes written as

1 - 1
§ = —H%, + ——Hx, +n, (3.8)
VN, PN,

whereH andxy, represented the new channel matrix and the remaining bgse la
vector that is formed by removing theth column ofH and thek-th row of x,,
respectively. The new MMSE filtéW ™ designed fok,, vector following the steps

explained previously as

J =B [|[WHy - % (3.9)

-1
B A 4 L HE [ HY 4 B [nnﬂ})

t Nt

E

E, ~+ [ Ey =~ !
= 2 HgH (—bHHH + “ZHH"Y + NOI) . (3.10)
N, N,
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3.1.2 Receiver Structure for the Coded Case

The SIC method isn’t used in the coded system to keep recsiugcture simpler
since the base layer has a much better performance with ga@dimpared to the
uncoded case. Otherwise, encoding should be dgngmes for the cancellation
operations of the SIC in the base layer. Figuré 3.2 showesystructure. As it is
seen in the figure, two encoders are used for each layer irystems, therefore, hard
detection of the base layer can be performed. The Hermiterspose of the MMSE
filter in (3.4) is written as

. |
W = g1 82 ... 8N, (311)
. |

whereg; is the filter vector which produces thig¢h output of the MMSE filter. The

filter vector is represented as

B, (1 -
t

Passing the received vector through the filter vectors gield

2y = giHy = Bixp; + nis (3.13)

wherep; is the desired signal term
1
b= g, (3.14)
VN
and; is the interference-plus-noise term modeled as a compless&an random
variable given by
1

I m
N = —=8; hize; +
TR 2 R

From thei-th MMSE receiver output, the log likelihood ratio correspling thej-th

base layer bit of thé-th input antenna is calculated as
) Pr(b’”i = 1|z, B, 01, )
Pr(bi = 0|2, 5;, 0y,2)
> sen Priz, | T, i, 04,%)
Z;zbeBg Pr(z, | Ty, B, 04,2)
. A (3.16)
ZfbeBg eXp <_%)

Ab(bj’i|2i,5z’70'm2) =1

=1In
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where B/ anng are the the subsets of the base layer constellation poitts;wih

bit equal tol and0, respectively and,,,? is the variance of;.

After LLR’s for the base layer are determined and passediv@dase layer decoder,
hard decisions are made for the base layer symbols. Cataeltz the base layer

is performed based on these hard decisions and the vectsrobtained. The log-

likelihood ratios based on the ML receiver correspondiraytth enhancement layer
bit transmitted from theé-th antenna is calculated as

Pr(v" = 1|z, H)

Pr(b/ = 0|ze, H)

ZieeE{-,i Pr(ze | Xe, H)

ZieeEé’,i Pr(ze | Xe, H)

~ 12
S e [ e
RecEl OXP Ne

- 2 ’
|| Ze — —A—=HXe||
S giexp | ——Y VI
XQGE(J)’ No

where EJ" and EJ" are the the subsets of the enhancement layer constellggios: t

A.(V"|ze, H) = In

=1In

=1In

(3.17)

mitted from thei-th antenna witly-th bit equal tol and0, respectively. It is assumed
that all bits are equally likely to be transmitted in eachelay

As it is observed in[(3.17), the ML receivér |18]- [19] we refe in this work is

an ML demodulator, rather than a full sequence detector.optienum ML receiver
would perform decoding and demodulation jointly. Howevers too unpractical
since the computational complexity of the optimum ML reeeiis enormous. Note
that even the ML demodulator used in our work has a high coatjouial complexity

and hence we aim avoiding it by the scheme proposed in thik.wor

3.2 Computational Complexity Analysis

The computational complexity can be considered as the suheqgdreparation com-
plexity and the vector processing complexity.

e The preparation complexity corresponds to one-time-oplrations, in other

words, the operations are performed once within a blockbieathannel matrix
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does not change.

e The vector processing complexity comprises the operatidmsh are repeated
for each received vector. All received vectors are procksse by one.

Let us consider the case where the number of transmittererever antennas are
equal,i.e.N, = N, = N. Assuming block lengtli is much greater thai, the over-
all complexity tends to be dominated by vector processimgaiexity. The orders of
overall computational complexities per received vectathimi a block are derived
for the receiver structures in this section. We considertiglidation operations in

computational complexity calculations.

3.2.1 Computational Complexity for the Uncoded Case

ML detection is the optimum receiver structure. Remind@g), ML detection is a
brute-force search over the siet. The setAy has size of\/¥. The computational
complexity of ML receiver grows exponentially with the nuerlof transmit antennas.

Let us examine ML complexity a little deeper:

e The preparation complexity corresponds to calculatixgfor all the possible
transmitted codewords with complexiy( M~ N?). Note that matrix multipli-

cationHx has complexityO(N?).

e The vector processing complexity equésN LMY ) since the norm opera-
tion is performed.M" times. Note that one norm operation have complexity
O(N).

e The overall complexity can be written &M~ N? + NLMY) ~ O(NLM?™)
by L >> N.
Hence, the computational complexity per received vecttirérML receiver isO(N MY).

Let us examine the computational complexity of the MMSE-&Ceiver structure:

e The computational complexity of calculating an MMSE filteatmix is O(N3).
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In the SIC method)V filters are used, therefore, the preparation complexity of
MMSE-SIC receiver ig)(N*).

e The bulk of vector processing complexity is the equalizastep. One equal-
ization operation has complexi€)(N?). Due to SIC,N equalizations are per-
formed per received vector andL is the total number of equalizations within

a block.

e The overall complexity can be written &(N* + LN3) ~ O(LN?) since
L>> N.

Finally, the computational complexity per received ve@bMMSE-SIC receiver is
O(N?).

By combining the computational complexities of the ML ané MMSE-SIC re-
ceivers, the computational complexity per received veofahe proposed receiver

structure can be calculated as:

e First, the base layer is detected with MMSE-SIC receivemf@atational com-

plexity of the base layer i©(N?).

e Itis followed by the enhancement layer with ML detection hBustive search
is performed over the set with sizé’” since 4-QAM is transmitted in the en-
hancement layer. Therefore, computational complexityhef énhancement
layer isO(N4YN).

e As aconclusion, the overall computational complexity @& pinoposed receiver
is O(N?) + O(N4Y). For the systems with a high number of antennas, the
proposed receiver’'s computational complexity is appratity O(N4Y).

If data was transmitted with 16-QAM modulation that has tame data rate with
16-HQAM, complexity would beD(N16") in the case of optimum ML detection.
Complexity can be decreasedd@ N?) with MMSE-SIC receiver. However, signif-
icant performance losses can be suffered in comparisonMiithin the proposed
receiver, the receiver complexity is approximatélyN4Y), which is significantly
less than the complexity of ML receiver. Tablel3.1 shows apanson of computa-

tional complexities of receivers for the uncoded case.
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3.2.2 Computational Complexity for the Coded Case

In a coded system, MMSE is used without SIC method to keepuercgtructure sim-
pler. In the complexity calculations, LDPC decoding comjiles are not considered

since decoding complexities are equal for all receivercstimes.

e Computational complexity per received vector in the ML cas& (N MY)

due to the number of operation are required to evaluate thresappering in

E.1D).

e MMSE receiver decomposes the MIMO system into multiple SEyStems,
therefore LLR calculations depend only the constellatiom{s. Therefore,
the bulk of complexity for MMSE receiver is in computing and equaliza-
tion. Since a single MMSE filter is used, the preparation dexity is O(N?).
The vector processing complexity is equal?0L N?), since a single equaliza-
tion operation is performed per received vector dni the total number of
equalizations within a block. Hence, the overall compotai complexity per
received vector of the MMSE cased¥ N?).

e The overall complexity of the structure proposed her@(%/?) + O(N4Y).

Table[3.2 shows a comparison of computational complexidfeseceivers for the
coded case.
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Table3.1: Computational Complexities of the Uncoded Case

Complexity
16-QAM ML Receiver O(N16Y)
16-QAM MMSE-SIC Receiver O(N3)

The Proposed Receiver | O(N3) + O(N4Y)

Table3.2: Computational Complexities of the Coded Case

Complexity
16-QAM ML Receiver O(N16Y)
16-QAM MMSE-SIC Receiver O(N?)

The Proposed Receiver | O(N?) + O(N4Y)
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CHAPTER 4

RESULTS

Uncoded and coded system performances are present@d<f@ and4 x 4 cases
in this chapter. Furthermore, performances of differenéneer structures, that are

alternative to the proposed one, are compared.

4.1 The Uncoded Case

MMSE receiver always has diversity, — N, + 1 in an uncoded MIMO system.
Therefore, the base layer has a diversity order of 1 in owr 8as= /V;. This can be
observed in figures for uncoded transmission where diyeosder increase cannot
be attained in the base layer due to MMSE detection. Base ¢a@ curves’ slopes
are equal to 1. For th&/, x N, MIMO uncoded system, one expects to observe a
diversity order ofN, in the ML receiver, but in Figure_4.1 the enhancement layer
does not reach that limit. If the receiver had a perfect bagerlknowledge for a

2 x 2 system, the expected diversity order of 2 is observed atriharecement layer

in Figure[4.1. Base layer errors propagate to the enhandeagr so that BER
performance of the enhancement layer is limited by the BERpwance of the base

layer.

Figure[4.2 shows & x 2 uncoded system’s BER performance for ML, MMSE-SIC
and the proposed receiver structures. Performances ofabe énd enhancement
layers, and the the average performance of the layers asergeal in the figure. As
it is observed, the average performance is closer to theneeh@ent layer. This is

due to fact that the y-axis has a logarithmic scale and theisage is closer the worse
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Figure 4.1: BER for uncode?ix 2 MIMO system with perfect base layer information
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Figure 4.2: BER for uncode2l x 2 MIMO system

40



E [ I
i : ‘ —6—Base,16-HQAM,d=
A AR ‘ - Enh,16-HQAM,d=3
10"} DIy ~+—Base, 16-HQAM d=4
: o0 ~ Enh,16-HQAM,d=4
10_25'
oo
TN
10
10_4§
10_57 \ \ \ \ I \
0 5 10 15 20 25 30 35
Ey/No (dB)

Figure 4.3: The proposed receiver BER for uncofled2 MIMO system with differ-
entd ratios

error curve.

Note that in some of the figures, the average performance {gravided not to over-
crowd the graphs. In such a case, one may envision that thage/performance is
closer to that of the enhancement layer.

In Figure[4.2, there is approximately 11 dB performance gaween ML and MMSE-
SIC receivers aBER = 10~%. On the other hand, the performance gap between ML

and the proposed receiver with= 4 is approximately 7 dB.

Figurd 4.3 shows ax 2 uncoded system’s BER performance of the proposed receiver
structures for different ratios. The base layer has better performance with higher
due to a higher protection level of the base layer and thuscestierror propagation.
Hence, enhancement layer performance for the dase4 has higher error rate at
low SNRs, since it is less protected. However, the behahanges at high SNRs
due to lower error level limited by the base layer. At lite* BER target, the average

system performance far= 4 is around 1.5 dB better than the performanceffer 3.
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Figure 4.4: BER for uncodedl x 4 MIMO system

Figurel4.4 shows & x 4 uncoded system’s BER performance. The proposed structure
performs better than MMSE-SIC, approximately 6 dB with= 4 and 7.5 dB with

d = 5 atBER = 10~*. Figure[4.3 and Figure 4.4 verifies that wheéimncreases,

the base layer has better BER performance and the enhanc&ayenhas worse
BER performance at low SNRs since enhancement layer syrhawetssmaller energy

for largerd values. When SNR increases, BER performances of both lapene
closer and enhancement layer BER is limited by the base layee more due to
error propagation. It is also observed thatoes not affect the diversity order.

4.1.1 Alternative Receiver Structures

Using different receiver structures at different layera ba considered. Figute 4.5
shows BER performance of detecting both layers sequenbglML receivers. Error
floor surfaces due to the interference of the enhancemest taythe base layer. The
level of error floor is lower for the case df = 8, because the interference on the

base layer is decreased by sending the enhancement lay&vetraenergy. In the
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proposed receiver structure, the interference is minichizg the MMSE receiver
which helps the proposed structure operate well. The sybtsna lower overall
interference after MMSE based base layer detection. Afisebayer detection, the
base layer ideally has no interference influencing on theecdment layer so that
enhancement layer can be smoothly detected with ML.

10 ¢ ‘ : , ‘
5 ~ —6—Base,16-HQAM,d=
it I PU : - & -Enh,16-HQAM,d=4
. TURE O ——Base,16-HQAM,d=
10t S . Tss - - Enh,16-HQAM,d=8

4 1 I I

1 1

i
0 5 10 15 20 25 30 35
Ey/No (dB)

Figure 4.5: BER for uncodel x 2 MIMO system, operate on both layers ML

Using MMSE receiver in the enhancement layer also can beidenesl. MMSE

receiver for the base layer can be designed as

E E -t
e HY | ZZ<HHY + NI .
Na ( N, ’ )

WH —

Since we know MMSE receiver in base layer minimizes the fatence, ML receiver
is preferred due to its better performance. If MMSE was useshhancement layer,
the performance would be like in Figure 4.6. As it is expectdSE has perfor-

mance lose compared to ML.

43



I

I I
i : —Base,16-HQAM,d=3
*-e.. , - Enh,16-HQAM,d=3, ML receiver
10°% e : -6 Enh,16-HQAM,d=3, MMSE receiv |

5 10 15 20 25 30 35

Ey/No (dB)

Figure 4.6: BER for uncode®l x 2 MIMO system, operate on both layers MMSE

4.2 The Coded Case

WIMAX LDPC codes defined in the IEEE 802.16e standard are usedr study.
Detailed information can be found in Appendix A and the maméd standard [20].
The frame length is fixed at 2304 in this work, which is the émtgcode length of
WIMAX LDPC codes. A sequence of 2304 bits are generated abtieut of the
encoder for standard 16-QAM and 1152 bits are generated atitiput of each layer’s
encoder for 16-HQAM. The number of maximum iterations atésBO0 in the LDPC
decoder. Decoding operation stops when early terminateiaatied. Each frame
is transmitted over’ = 8 blocks that have independent and identically distributed
fading. The code rates of the base layer and the enhanceayentdre expressed as

R, andR., respectively. The overall code rate is defined by

R, + R,
R = .
2

A high spectral efficiency is desired in the system, theeetor overall system code

rate of R = 3/4 is chosen. Frame error rate (FER) performances are examined
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Figure 4.7: FER for code®l x 2 MIMO system with fixedd = 2, F'=8

As it is observed in Figure 4.7, average performance is miagecto the enhance-
ment layer performance. It can be said that total systenopagnce is dominated
by the enhancement layer. Unless the UEP property of higicicmodulation is the
goal of the system, having large performance gap betwe@mndayay not a desired
feature. Performance of layers can be adjusted by changhey & like we did in the

uncoded case or code rates of the layers.

In the Figurd 4.I7, the constellation raticof 16-HQAM is fixed to 2 and the effect
of code rates are examined. The performance gap betweers lgyRigher when
R, = 2/3 andR. = 5/6. Using the same code rate in both layeks & R. = 3/4)
brings the performances of layers closer yet at the cost e$evBER. The effect of
code rates on the performance can be analyzed by considieéBingleton diversity
bound for block fading SISO systems [21]

diversity < |F(1—R)| + 1.

IncreasingR, from 2/3 to 3/4 results in poor diversity order in the base layer. De-

creasingk. from 5/6 to 3/4 may be expected to lead to a higher diversity order in the

45



X —e—Base,d=2,R=2/3

f | ::;% |-e Enh,d=2,R=5/6
1 NN —*—Base,d=1.9,R=2
10 E ~ :
z . [-* Enhd=19R=5/6
B RN
10°E *
: \\\0s
i R
10—3? \\\\\%
10
10'5 | | | | | | | | |

4 5 6 7 8 9 0 11 12 13 14

Ey /Ny (dB)

Figure 4.8: FER for code?l x 2 MIMO system with fixedR, = 2/3 andR. = 5/6,
F=8

enhancement layer, which is immaterial since the enhanaelager performance is
limited by that of the base layer. Due to the fact that MMSEeneer lacks spatial
diversity, using lower code rates in the base layer is appatgto obtain frequency
diversity. In the enhancement layer, higher code rates sed to keep the overall

code rate constant.

Alternatively, rather than changing code rates, varyingay be more proper to adjust
the performance gap between layers. In Figuré 4.8, code aatefixed taR, = 2/3
and R. = 5/6 and the effect ofl is examined. Whed decreases, performances of

both layers come closer as also observed for the uncoded case

Figure[4.9 shows a x 2 coded system’s FER performance of ML with= 3/4, of
MMSE with R = 3/4 and of the proposed receiver structure with- 1.9, R, = 2/3
andR, = 5/6. ForFER = 1073, the proposed structure performs around 0.5 dB off
from the ML. Moreover, the proposed structure shows aroubddB® better perfor-

mance than the MMSE. The average performance of the codgoged structure is

46



much closer to ML relative to the uncoded case. This seemstine fact that MMSE

receiver has better diversity order in the coded case.

Figure[4.10 shows & x 4 coded system’s FER performance of MMSE and the pro-
posed receiver structures with= 2, R, = 2/3 and R, = 5/6 where ML detector
performance is not depicted since statistically significarmerical results were not
available due to the very high running time of the ML detectéor FER = 1073,

the proposed receiver has approximately 6.5 dB SNR advanthgn compared to
MMSE receiver.

—— Base,d:1.9,§:2/3
~% -Enh,d=1.9,R=5/6

-@ -Average,d=1.9,R=3/4 ||
—8— 16—QAM,MMSE,R=3/ZE
—16-QAM,ML,R=3/4

1
8 9 10 11 12 13 14 15 16 17 18
Ey/No (dB)

Figure 4.9: FER for codel x 2 MIMO system
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Figure 4.10: FER for codetl x 4 MIMO system
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CHAPTER 5

CONCLUSIONS

In this work, a new receiver structure with low computatioc@emplexity is pro-
posed for MIMO systems. The idea makes use of hierarchicalulation so that
processing is performed sequentially for each layer. Thegsed scheme provides
a performance between that of ML receiver and MMSE-SIC weeit a significant
lower complexity. With carefully chosen parameters andmgdates, performance

quite close to that of ML receiver can be achieved in settofggactical interest.

For the uncoded case, MMSE is used with the SIC method in thelager in order to
have a better performance. By optimizidgatios, significant error rate performance
improvements are provided in comparison with the MMSE-S€eiver. However,
the proposed receiver structure’s performance is stilaveay from that of ML. This

is due to the fact that MMSE cannot attain space diversigrgtore, it causes a poor
performance in the base layer as well as in the enhancenyentdlacasue of the error
propogation.

For the coded case, SIC is not utilized in order to keep theesystructure simpler.
MMSE filtering without the SIC method works well with the blotading model
since MMSE in the base layer starts to achieve diversityxibiy of hierarchical
modulation is utilized in the system, e.g., through différeode rates in layers and
changing the constellation ratib Using different code rates in layers provides op-
portunity to have a system with higher spectral efficiendyis’seems from the fact
that better base layer performance results in better eenaent layer performance as
SNR increases since error propagation is avoided. Errdoqmeances of the layers
can be kept close to each other by adjustingtios. By properly choosing théra-
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tios, considerable error rate performance improvemert®bserved in comparison
with that of MMSE receiver. It is observed that the propodeadcsure can sometimes
achieve near ML performance. The proposed receiver pesf@mund 0.5 dB off
from the ML performance with optimizedand 2 parameters dfER = 1073 for a

2 x 2 system transmitted over 8 fading blocks.

Furthermore, receiver computational complexity dropsnf@(N16") to O(N4Y)
when compared with that of ML for the number of transmitted agceiver antennas
are equal, i.e.)N, = N, = N. The proposed structure has significant complexity

advantage, especially for MIMO systems with a high numbemiénnas.

Future Work:
In this work, SIC is not used in the coded case to keep thersysitapler. However, as

an extension of this work low complexity architectures vB8ilC may be investigated.

A two-stage receiver is considered for 16-QAM hierarchivaldulation. Systems
with higher data rates can be examined as a future work,atbree-stage receiver
for 64-QAM hierarchical modulation. This future work carcés on designing pa-
rameters like choosing ratios of 64-HQAM constellation, finding correct coding

rates of three layers and using proper receiver types inlegeh

The basic idea and the design presented in this work can keded and/or mod-
ified to be utilized in massive MIMO (very large MIMO) implemigtions for next

generation wireless systems.
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APPENDIX A

WIMAX LDPC CODES

WIMAX LDPC codes are preferred to be used due to proper caugths and code
rates for this work. It supports 4 different code ratgg, 2/3, 3/4 and5/6 with
19 distinct codeword sizes ranging from 576 bits to 2304. bitSPC code can be
representedn, k) and codeword lengths can be chosen according:

n=>5764+96f, 0<f<18 (A1)
then k is chosen according to code rate as
k = Rn. (A.2)

The parity check matridP of size(n — k) x n can be created from 6 fundamental
matricesl/2, 2/3 A, 2/3 B, 3/4 A, 3/4 B and5/6. The parity check matri® is
expanded from a base mati, of sizem,;, x n,. The values ofn, is chosen acording

to
my = (n— k)/2 (A3)
andn,; has the constant value of 24 and has this relation
ny, =n/zy, (A.4)

wherez; is the expansion factor. There are 19 expansion factoradakalues ac-

cording to
zp=n/24=24+4f 0<f<I18. (A.5)
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The parity check matri® is defined as

Pi: Pi>2 ... Pin,
P2,1 Pz_yz . P2.,nb

H =
Pmb’l Pmb72 Pmb,nb

whereP; ; is az; x zy matrix. It can be a null matrix or a identity matrix circubarl
right-shifted according to the shift valpéf, i, i,). The shift values are derived from

p(is,4,), which is the original shift values in base matrices.

For code rated /2, 2/3B, 3/4A, 3/4B and5/6, the shift values corresponding to
expansion factor is found as

p(ifair) p(ifair) S 0
p(fif, ir) = (A.6)

] pigin) > 0

and similarly, for code rate/3 A

;

plig, i) plis, i) <0
p(fif i) = (A.7)

mod (p(if,iT),Zf) p(if,l}) >0
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where|-| is floor function and mod (-) is the modulo function.

Following figures show the base matrices of WIMAX LDPC Codwat tare used in
this thesis work for the given code rates. The numbers in thioes indicate the
shift valuesp(f. iy, i,). The value -1 indicates zero matrix and the value O indicates
identity matrix.

3 0-1-1 20-1 3 7-
-1 -1 1 -136 -1 -13410 -

11 -l
-1 18 2

-1 -1 1 0-1 -1 - -1-1-I
3010 0-1-1-1-1-
3-1-1-100- -1-1-1
8§39 -1 -1 - 0 0 - -1 -l
-1 -1 0-1-1-1 0 0-1-I
2145 -1 -1 -1 -1 -1 0 0 -l
20 -1 -1 -1 - -1 -1 -1 00
4 -1 1-1 -1 -1 -1-- 0

111924 -1 30 -1 6-117 -1 -
20 -1 6 -1 -11029 -1 -128 -1 14 -1
-1 -110 -1 2820 -1 -1 8 -136 -1 9
325 -137 -121 -1 -1 §5-1-1 0 -l
16 6 -1 -1 -1 4 -11430 -1 3 36

' [ [
—_— P = 00 = B

Figure A.1: WIMAX R = 2/3 A base matrix

6 38393 -1 -1 -1 30 70 -1 8 -1 37 38 4 11 -1 46 48 0
62 94 19 84 -1 92 78 -1 15 -1 -1 92 -1 45 24 32 30 -1 -1 0
71 -1 55 -1 12 66 45 79 -1 78 -1 -1 10 -1 22 55 70 82 -1 -l
38 61 -1 66 9 73 47 64 -1 39 61 43 -1 -1 -1 -1 95 32 0 -1
-1 -1 -1 -1 32525580 9522 6 51 24 9 44 20 -1 -1 -1 -1 -
-1 63 31 88 20 -1 -1 -1 6 40 56 16 71 53 -1 -1 27 26 48 -l

g 4 4
g 9 4

e B Moy 105
o=
&

0 -1
-1 00
-0

Figure A.2: WIMAX R = 3/4 A base matrix

1 25 55 -1 47 4 -1 91 84 8 8 52 82 33 5 0 36 20 4 77 8 0 -1 -1
-1 6 -1 36 40 4712 79 47 -1 41 21 12 71 14 72 0 44 49 0 0 0 0 -1
51 81 83 4 67 -1 21 -1 31 24 91 61 81 9 86 78 60 88 67 15 -1 -1 0 0
68 -1 50 15 -1 3613 10 11 20 53 90 29 92 57 30 8 92 11 66 8 -1 -1 0

Figure A.3: WIMAX R = 5/6 base matrix
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