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ABSTRACT 

 

UNCERTAINTY BASED ANALYSIS OF SEEPAGE THROUGH  

EARTH -FILL DAMS  

 

¢alamak, Melih 

 Ph.D., Department of Civil Engineering 

 Supervisor : Prof. Dr. A. Melih Yanmaz 

 Co-Supervisor : Assoc. Prof. Dr. El­in Kentel 

 

December 2014, 195 pages 

 

The steady-state and transient seepage through embankment dams are investigated 

considering the uncertainty of hydraulic conductivity and van Genuchten fitting 

parameters, Ŭ and n used for unsaturated flow modeling. A random number 

generation algorithm producing random values for these parameters is coupled with 

a finite element software, SEEP/W to analyze seepage through earth-fill dams. 

Monte Carlo simulation is adopted for stochastic seepage analyses. The variability 

effects of the random parameters on seepage are investigated conducting sensitivity 

analyses. The variation effects of hydraulic conductivity are found to be significant, 

whereas those of fitting parameters are shown to be negligible or minor. Considering 

these, the statistical and probabilistic properties of the seepage are assessed for 

different embankment dam types and boundary conditions. The degree of 

uncertainty and statistical randomness of the seepage are evaluated. In general, it is 

found that the seepage through embankment dams can be characterized by 

generalized extreme value or three-parameter log-normal distributions. 

 

Keywords: Seepage analysis, Embankment dams, Spatial variability, Uncertainty, 

Monte Carlo simulation 
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¥Z 

 

TOPRAK DOLGU  BARAJLARIN G¥VDESĶNDEKĶ SIZMANIN 

BELĶRSĶZLĶK ESASLI ANALĶZĶ 

 

¢alamak, Melih 

 Doktora, Ķnĸaat M¿hendisliĵi Bºl¿m¿ 

 Tez Yºneticisi  : Prof. Dr. A. Melih Yanmaz 

 Ortak Tez Yºneticisi : Do­. Dr. El­in Kentel 

 

Aralēk 2014, 195 sayfa 

 

Dolgu barajlarēn gºvdesindeki kararlē ve kararsēz sēzma, hidrolik iletkenlik ve 

doygun olmayan akēm modellemesinde kullanēlan van Genuchten parametreleri Ŭ 

ve nônin belirsizliĵi gºz ºn¿nde bulundurularak araĸtērēlmēĸtēr. Bu parametrelerin 

rasgele deĵiĸkenlerini ¿reten bir rasgele sayē ¿reticisi algoritma, sonlu elemanlar 

programē olan ve dolgu barajlarēn gºvdesindeki sēzma analizlerinde kullanēlan 

SEEP/W ile birleĸtirilmiĸtir. Stokastik sēzma analizleri i­in Monte Carlo benzeĸimi 

tekniĵi kullanēlmēĸtēr. Rasgele parametrelerin deĵiĸkenliĵinin sēzma ¿zerine olan 

etkileri duyarlēlēk analizleri ile incelenmiĸtir. Hidrolik iletkenlik deĵiĸkenliĵi 

etkisinin ºnemli olduĵu bulunurken Ŭ ve nônin deĵiĸkenlik etkilerinin ihmal 

edilebilir ya da ­ok k¿­¿k olduklarē gºsterilmiĸtir. Bunlar gºz ºn¿nde 

bulundurularak, farklē dolgu baraj tipleri ve sēnēr koĸullarē i­in, sēzmanēn istatistiksel 

ve olasēlēksal ºzellikleri belirlenmiĸtir. Sēzmanēn belirsizlik derecesi ve istatistiksel 

rasgeleliĵi deĵerlendirilmiĸtir. Genel olarak dolgu barajlardaki sēzmanēn 

genelleĸtirilmiĸ ekstrem deĵer ya da ¿­ parametreli log-normal daĵēlēm ile 

tanēmlanabileceĵi sonucuna varēlmēĸtēr. 

 

Anahtar Kelimeler: Sēzma analizi, Dolgu barajlar, Yersel deĵiĸkenlik, Belirsizlik, 

Monte Carlo benzeĸimi 



 

vii  

 

 

 

 

 

 

 

 

 

 

 

 

To my parents Selma & Yaĸar ¢alamak 

 

 

 

 

 

 

 

 

 

 

 



 

viii  

 

ACKNOWLEDGEMENTS  

 

 

 

First, I would like to thank my supervisor, Professor Dr. A. Melih Yanmaz, for his 

guidance and support during my doctoral studies. Professor Yanmazôs mentorship 

throughout my research and teaching has added tremendously to my academic 

experience. I have benefited a lot from his wisdom. If this thesis has any academic 

merit, it is mainly thanks to the experience that I gained from him. I consider myself 

very lucky to have studied with Professor Yanmaz. 

I would like to express my sincere gratitude to Assoc. Prof. Dr. El­in Kentel who 

contributed the study with her valuable comments. 

I would also like to thank the thesis monitoring committee members Assist. Prof. 

Dr. Nejan Huvaj Sarēhan and Assist. Prof. Dr. Koray K. Yēlmaz for their 

constructive suggestions, which helped improve the study. 

My colleagues, fellow assistants, and my friends at METU were always there for 

me when I needed them. I have always been happy to work, discuss and spend time 

with Cem Sonat, Gºker T¿rkakar, Meri­ Selamoĵlu, Dr. M. Tuĵrul Yēlmaz, and 

Onur Arē. Also, I appreciate faculty members and administrative staff of METU 

Water Resources Laboratory for providing me a perfect working environment. 

I owe much to my colleague, my best friend and my brother Semih ¢alamak for 

sharing the good and bad in my life. I also thank my sister M¿jgan and nephew 

R¿zgar for making my life happier. 

Finally, my dearest family deserves the special thanks. My parents are in the behind 

of all the achievements and success of my life. I appreciate their endless love, 

encouragement and tolerance. I undoubtedly could not have done this without them. 

 



 

ix 

 

TABLE OF CONTENTS 

 

 

 

ABSTRACT ............................................................................................................. v 

¥Z ............................................................................................................................ vi 

ACKNOWLEDGEMENTS .................................................................................. viii  

TABLE OF CONTENTS ........................................................................................ ix 

LIST OF TABLES ................................................................................................. xii  

LIST OF FIGURES ............................................................................................... xiv 

LIST OF SYMBOLS AND ABBREVIATIONS .................................................. xxi 

1. INTRODUCTION ............................................................................................ 1 

1.1 General ....................................................................................................... 1 

1.2 The Aim and Scope of the Study ............................................................... 2 

2. LITERATURE REVIEW ................................................................................. 5 

3. THE METHODOLOGY ................................................................................ 11 

3.1 Hydraulic Model for Seepage Analysis ................................................... 11 

3.1.1 Theory and Solution Tools ............................................................... 11 

3.1.1.1 The Software SEEP/W .............................................................. 13 

3.1.2 Basics of Unsaturated Flow .............................................................. 14 

3.2 Random Variable Model and Uncertainty Quantification ....................... 18 

3.3 Monte Carlo Simulation .......................................................................... 23 

3.4 The Statistical Properties of van Genuchten Parameters ......................... 25 

4. UNCERTAINTY BASED STEADY SEEPAGE ANALYSES .................... 29 



 

x 

 

4.1 Preliminary Analysis ................................................................................ 29 

4.2 Uncertainty Based Analyses .................................................................... 32 

4.2.1 Hypothetical Example 1: Dam 1 ...................................................... 36 

4.2.2 Hypothetical Example 2: Dam 2 ...................................................... 39 

4.2.3 Hypothetical Example 3: Dam 3 ...................................................... 42 

4.3 Discussion ................................................................................................ 45 

5. UNCERTAINTY BASED TRANSIENT SEEPAGE ANALYSES .............. 47 

5.1 Rapid Drawdown Case ............................................................................ 49 

5.2 Rapid Fill Case ......................................................................................... 71 

5.3 Discussion ................................................................................................ 92 

6. APPLICATIONS ............................................................................................ 95 

6.1 Rapid Drawdown Case ............................................................................ 98 

6.2 Rapid Fill Case ....................................................................................... 116 

6.3 Combined Fill and Drawdown Case ...................................................... 130 

6.3.1 Homogeneous Embankment Dam .................................................. 131 

6.3.2 Simple Zoned Embankment Dam .................................................. 142 

7. DISCUSSION ............................................................................................... 161 

8. CONCLUSIONS .......................................................................................... 165 

8.1 Summary ................................................................................................ 165 

8.2 Novelty of the Study .............................................................................. 166 

8.3 Conclusions ............................................................................................ 167 

8.4 Suggested Future Research .................................................................... 168 

REFERENCES ..................................................................................................... 171 

APPENDICES ...................................................................................................... 183 



 

xi 

 

APPENDIX A: The C# code ............................................................................ 183 

APPENDIX B: Supplementary codes .............................................................. 188 

CURRICULUM VITAE ...................................................................................... 193 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

xii  

 

LIST OF TABLES  

 

 

 

TABLES 

Table 4.1 The properties of hypothetical dams considered for sensitivity analyses of 

steady-state seepage. ............................................................................................... 33 

Table 4.2 Cases considered for sensitivity analyses of steady-state seepage and 

corresponding statistical properties of soils. .......................................................... 35 

Table 4.3 The descriptive statistics of the seepage rate for Case 1 to Case 9. ....... 38 

Table 4.4 The descriptive statistics of the seepage rate for Case 10 to Case 27. ... 41 

Table 4.5 The descriptive statistics of the seepage rate for Case 28 to Case 36. ... 44 

Table 5.1 Cases considered for sensitivity analyses of transient seepage and 

corresponding statistical properties of the soil. ...................................................... 48 

Table 6.1 The statistical properties of the dam material considered for the 

application problems given in Section 6.1, Section 6.2 and Section 6.3.1 of  

Chapter 6. ............................................................................................................... 98 

Table 6.2 The descriptive statistics of the seepage rate for the  

rapid drawdown case. ............................................................................................. 99 

Table 6.3 Goodness of fit results for PDFs of the seepage for the  

rapid drawdown case. ........................................................................................... 102 

Table 6.4 The descriptive statistics of the seepage rate for the rapid fill case. .... 117 

Table 6.5 Goodness of fit results for PDFs of the seepage for the rapid fill case.119 

Table 6.6 The descriptive statistics of the seepage through the homogeneous dam 

for the combined fill and drawdown case. ............................................................ 132 

Table 6.7 Goodness of fit results for PDFs of seepage through the homogeneous 

dam for the combined fill and drawdown case. .................................................... 134 

Table 6.8 The statistical properties of the simple zoned dam material considered for 

the combined fill and drawdown case. ................................................................. 143 



 

xiii  

 

Table 6.9 The descriptive statistics of the seepage through the simple zoned dam for 

the combined fill and drawdown case. ................................................................. 145 

Table 6.10 Goodness of fit results for PDFs of seepage through the simple zoned 

dam for the combined fill and drawdown case. .................................................... 147 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

xiv 

 

LIST OF FIGURES 

 

 

 

FIGURES 

Figure 3.1 A typical soil-water characteristic curve. .............................................. 16 

Figure 3.2 The Ŭ and n relationship obtained from SoilVision for ñClayò. ........... 21 

Figure 3.3 The Ŭ and n relationship obtained from SoilVision for ñSandy clayò. . 21 

Figure 3.4 The SWCCs obtained from SoilVision for ñClayò. .............................. 27 

Figure 3.5 The SWCCs obtained from SoilVision for ñSandy clayò. .................... 28 

Figure 4.1 The cross-sectional lay-out details of a sample dam. ............................ 30 

Figure 4.2 The seepage field for the dam having a height of 25 m. ....................... 30 

Figure 4.3 The seepage field for the dam having a height of 40 m. ....................... 30 

Figure 4.4 The average flow velocities at particular x/B ratios for the dams having 

heights of 25 m and 40 m. ...................................................................................... 31 

Figure 4.5 The change of coefficient of variation of the flow rate with respect to 

number of Monte Carlo simulations. ...................................................................... 34 

Figure 4.6 The geometry and boundary conditions of Dam 1. ............................... 36 

Figure 4.7 The box-plots of the seepage rate for Case 1 to Case 9. ....................... 38 

Figure 4.8 The geometry and boundary conditions of Dam 2. ............................... 39 

Figure 4.9 The box-plots of the seepage rate for Case 10 to Case 27. ................... 41 

Figure 4.10 The geometry and boundary conditions of Dam 3. ............................. 42 

Figure 4.11 The box-plots of the seepage rate for Case 28 to Case 36. ................. 44 

Figure 5.1 The geometry, sections and initial conditions of the dam considered for 

sensitivity analyses on transient seepage. ............................................................... 48 

Figure 5.2 The upstream boundary condition for the rapid drawdown case .......... 50 

Figure 5.3 The change of the deterministic flow rate with respect to time for the 

rapid drawdown case. ............................................................................................. 50 



 

xv 

 

Figure 5.4 The phreatic surface, pore water pressure contours and velocity vectors 

of deterministic seepage for rapid drawdown when t=68 days. ............................. 52 

Figure 5.5 The phreatic surface, pore water pressure contours and velocity vectors 

of deterministic seepage for rapid drawdown when t=1152 days. ......................... 53 

Figure 5.6 The phreatic surface, pore water pressure contours and velocity vectors 

of deterministic seepage for rapid drawdown when t=2500 days. ......................... 54 

Figure 5.7 The box-plots of stochastic seepage for rapid drawdown when t=68 days 

at  Section 1. ........................................................................................................... 56 

Figure 5.8 The box-plots of stochastic seepage for rapid drawdown when t=68 days 

at  Section 2. ........................................................................................................... 57 

Figure 5.9 The box-plots of stochastic seepage for rapid drawdown when t=68 days 

at  Section 3. ........................................................................................................... 58 

Figure 5.10 The box-plots of stochastic seepage for rapid drawdown when t=68 days 

at  Section 4. ........................................................................................................... 59 

Figure 5.11 The box-plots of stochastic seepage for rapid drawdown when t=68 days 

at  Section 5. ........................................................................................................... 60 

Figure 5.12 The box-plots of stochastic seepage for rapid drawdown when t=1152 

days at  Section 1. ................................................................................................... 61 

Figure 5.13 The box-plots of stochastic seepage for rapid drawdown when t=1152 

days at  Section 2. ................................................................................................... 62 

Figure 5.14 The box-plots of stochastic seepage for rapid drawdown when t=1152 

days at  Section 3. ................................................................................................... 63 

Figure 5.15 The box-plots of stochastic seepage for rapid drawdown when t=1152 

days at  Section 4. ................................................................................................... 64 

Figure 5.16 The box-plots of stochastic seepage for rapid drawdown when t=1152 

days at  Section 5. ................................................................................................... 65 

Figure 5.17 The box-plots of stochastic seepage for rapid drawdown when t=2500 

days at  Section 1. ................................................................................................... 66 

Figure 5.18 The box-plots of stochastic seepage for rapid drawdown when t=2500 

days at  Section 2. ................................................................................................... 67 



 

xvi 

 

Figure 5.19 The box-plots of stochastic seepage for rapid drawdown when t=2500 

days at  Section 3. ................................................................................................... 68 

Figure 5.20 The box-plots of stochastic seepage for rapid drawdown when t=2500 

days at  Section 4. ................................................................................................... 69 

Figure 5.21 The box-plots of stochastic seepage for rapid drawdown when t=2500 

days at  Section 5. ................................................................................................... 70 

Figure 5.22 The upstream boundary condition for the rapid fill case. ................... 71 

Figure 5.23 The change of the deterministic flow rate with respect to time for the 

rapid fill case. ......................................................................................................... 72 

Figure 5.24 The phreatic surface, pore water pressure contours and velocity vectors 

of deterministic seepage for rapid fill when  t=50 days. ........................................ 73 

Figure 5.25 The phreatic surface, pore water pressure contours and velocity vectors 

of deterministic seepage for rapid fill when  t=500 days. ...................................... 74 

Figure 5.26 The phreatic surface and velocity vectors of deterministic seepage for 

rapid fill when  t=1000 days. .................................................................................. 75 

Figure 5.27 The box-plots of stochastic seepage for rapid fill when t=50 days at 

Section 1. ................................................................................................................ 77 

Figure 5.28 The box-plots of stochastic seepage for rapid fill when t=50 days at 

Section 2. ................................................................................................................ 78 

Figure 5.29 The box-plots of stochastic seepage for rapid fill when t=50 days at 

Section 3. ................................................................................................................ 79 

Figure 5.30 The box-plots of stochastic seepage for rapid fill when t=50 days at 

Section 4. ................................................................................................................ 80 

Figure 5.31 The box-plots of stochastic seepage for rapid fill when t=50 days at 

Section 5. ................................................................................................................ 81 

Figure 5.32 The box-plots of stochastic seepage for rapid fill when t=500 days at 

Section 1. ................................................................................................................ 82 

Figure 5.33 The box-plots of stochastic seepage for rapid fill when t=500 days at 

Section 2. ................................................................................................................ 83 



 

xvii  

 

Figure 5.34 The box-plots of stochastic seepage for rapid fill when t=500 days at 

Section 3. ................................................................................................................ 84 

Figure 5.35 The box-plots of stochastic seepage for rapid fill when t=500 days at 

Section 4. ................................................................................................................ 85 

Figure 5.36 The box-plots of stochastic seepage for rapid fill when t=500 days at 

Section 5. ................................................................................................................ 86 

Figure 5.37 The box-plots of stochastic seepage for rapid fill when t=1000 days at 

Section 1. ................................................................................................................ 87 

Figure 5.38 The box-plots of stochastic seepage for rapid fill when t=1000 days at 

Section 2. ................................................................................................................ 88 

Figure 5.39 The box-plots of stochastic seepage for rapid fill when t=1000 days at 

Section 3. ................................................................................................................ 89 

Figure 5.40 The box-plots of stochastic seepage for rapid fill when t=1000 days at 

Section 4. ................................................................................................................ 90 

Figure 5.41 The box-plots of stochastic seepage for rapid fill when t=1000 days at 

Section 5. ................................................................................................................ 91 

Figure 6.1 The change of (a) ɛ(Q) and (b) ů(Q) with respect to time for the rapid 

drawdown case. .................................................................................................... 101 

Figure 6.2 Frequency histogram of Q for rapid drawdown case when t=68 days at  

Section 1. .............................................................................................................. 103 

Figure 6.3 Frequency histogram of Q for rapid drawdown case when t=68 days at  

Section 2. .............................................................................................................. 104 

Figure 6.4 Frequency histogram of Q for rapid drawdown case when t=68 days at  

Section 3. .............................................................................................................. 105 

Figure 6.5 Frequency histogram of Q for rapid drawdown case when t=68 days at  

Section 4. .............................................................................................................. 106 

Figure 6.6 Frequency histogram of Q for rapid drawdown case when t=68 days at  

Section 5. .............................................................................................................. 107 

Figure 6.7 Frequency histogram of Q for rapid drawdown case when t=1152 days at  

Section 1. .............................................................................................................. 108 



 

xviii  

 

Figure 6.8 Frequency histogram of Q for rapid drawdown case when t=1152 days at  

Section 2. .............................................................................................................. 109 

Figure 6.9 Frequency histogram of Q for rapid drawdown case when t=1152 days at  

Section 4. .............................................................................................................. 110 

Figure 6.10 Frequency histogram of Q for rapid drawdown case when t=1152 days 

at  Section 5. ......................................................................................................... 111 

Figure 6.11 Frequency histogram of Q for rapid drawdown case when t=2500 days 

at  Section 1. ......................................................................................................... 112 

Figure 6.12 Frequency histogram of Q for rapid drawdown case when t=2500 days 

at  Section 2. ......................................................................................................... 113 

Figure 6.13 Frequency histogram of Q for rapid drawdown case when t=2500 days 

at  Section 4. ......................................................................................................... 114 

Figure 6.14 Frequency histogram of Q for rapid drawdown case when t=2500 days 

at  Section 5. ......................................................................................................... 115 

Figure 6.15 The change of (a) ɛ(Q) and (b) ů(Q) with respect to time for the rapid 

fill case. ................................................................................................................. 118 

Figure 6.16 Frequency histogram of Q for rapid fill case when t=28 days at   

Section 1. .............................................................................................................. 120 

Figure 6.17 Frequency histogram of Q for rapid fill case when t=28 days at   

Section 2. .............................................................................................................. 121 

Figure 6.18 Frequency histogram of Q for rapid fill case when t=461 days at   

Section 2. .............................................................................................................. 122 

Figure 6.19 Frequency histogram of Q for rapid fill case when t=461 days at   

Section 3. .............................................................................................................. 123 

Figure 6.20 Frequency histogram of Q for rapid fill case when t=461 days at   

Section 4. .............................................................................................................. 124 

Figure 6.21 Frequency histogram of Q for rapid fill case when t=461 days at   

Section 5. .............................................................................................................. 125 

Figure 6.22 Frequency histogram of Q for rapid fill case when t=1000 days at  

Section 2. .............................................................................................................. 126 



 

xix 

 

Figure 6.23 Frequency histogram of Q for rapid fill case when t=1000 days at  

Section 3. .............................................................................................................. 127 

Figure 6.24 Frequency histogram of Q for rapid fill case when t=1000 days at  

Section 4. .............................................................................................................. 128 

Figure 6.25 Frequency histogram of Q for rapid fill case when t=1000 days at  

Section 5. .............................................................................................................. 129 

Figure 6.26 The upstream boundary condition for the combined fill and drawdown 

case. ...................................................................................................................... 130 

Figure 6.27 The change of (a) ɛ(Q) and (b) ů(Q) with respect to time for 

homogeneous dam subjected to combined fill and drawdown case. .................... 133 

Figure 6.28 Frequency histogram of Q through the homogeneous dam for the 

combined fill and drawdown case when t=1 days at Section 1. ........................... 135 

Figure 6.29 Frequency histogram of Q through the homogeneous dam for the 

combined fill and drawdown case when t=2 days at Section 1. ........................... 136 

Figure 6.30 Frequency histogram of Q through the homogeneous dam for the 

combined fill and drawdown case when t=2 days at Section 2. ........................... 137 

Figure 6.31 Frequency histogram of Q through the homogeneous dam for the 

combined fill and drawdown case when t=4 days at Section 1. ........................... 138 

Figure 6.32 Frequency histogram of Q through the homogeneous dam for the 

combined fill and drawdown case when t=4 days at Section 2. ........................... 139 

Figure 6.33 Frequency histogram of Q through the homogeneous dam for the 

combined fill and drawdown case when t=6 days at Section 1. ........................... 140 

Figure 6.34 Frequency histogram of Q through the homogeneous dam for the 

combined fill and drawdown case when t=6 days at Section 2. ........................... 141 

Figure 6.35 The geometry, sections and initial conditions of the simple zoned dam 

considered for combined fill and drawdown case. ............................................... 142 

Figure 6.36 The change of (a) ɛ(Q) and (b) COV(Q) with respect to time for simple 

zoned dam subjected to combined fill and drawdown case. ................................ 146 

Figure 6.37 Frequency histogram of Q through the simple zoned dam for the 

combined fill and drawdown case when t=1 days at Section 1. ........................... 148 



 

xx 

 

Figure 6.38 Frequency histogram of Q through the simple zoned dam for the 

combined fill and drawdown case when t=1 days at Section 2. ........................... 149 

Figure 6.39 Frequency histogram of Q through the simple zoned dam for the 

combined fill and drawdown case when t=2 days at Section 1. ........................... 150 

Figure 6.40 Frequency histogram of Q through the simple zoned dam for the 

combined fill and drawdown case when t=2 days at Section 2. ........................... 151 

Figure 6.41 Frequency histogram of Q through the simple zoned dam for the 

combined fill and drawdown case when t=2 days at Section 3. ........................... 152 

Figure 6.42 Frequency histogram of Q through the simple zoned dam for the 

combined fill and drawdown case when t=4 days at Section 1. ........................... 153 

Figure 6.43 Frequency histogram of Q through the simple zoned dam for the 

combined fill and drawdown case when t=4 days at Section 2. ........................... 154 

Figure 6.44 Frequency histogram of Q through the simple zoned dam for the 

combined fill and drawdown case when t=4 days at Section 3. ........................... 155 

Figure 6.45 Frequency histogram of Q through the simple zoned dam for the 

combined fill and drawdown case when t=4 days at Section 4. ........................... 156 

Figure 6.46 Frequency histogram of Q through the simple zoned dam for the 

combined fill and drawdown case when t=6 days at Section 1. ........................... 157 

Figure 6.47 Frequency histogram of Q through the simple zoned dam for the 

combined fill and drawdown case when t=6 days at Section 2. ........................... 158 

Figure 6.48 Frequency histogram of Q through the simple zoned dam for the 

combined fill and drawdown case when t=6 days at Section 3. ........................... 159 

Figure 6.49 Frequency histogram of Q through the simple zoned dam for the 

combined fill and drawdown case when t=6 days at Section 4. ........................... 160 

 

 

 

 

 



 

xxi 

 

LIST OF SYMBOL S AND ABBREVIATIONS  

 

 

 

B The base width of the dam 

CDF Cumulative distribution function 

CLR Common Language Runtime 

COV Coefficient of variation 

Dmax The Kolmogorov-Smirnov statistics 

FEM Finite element method 

G-3P Three-parameter gamma distribution 

GEV Generalized extreme value distribution 

H Total head 

h Pressure head 

Kr Relative hydraulic conductivity 

Ks Saturated hydraulic conductivity 

Kx Hydraulic conductivity in x-direction 

Ky Hydraulic conductivity in x-direction 

LN-3P Three-parameter log-normal distribution 

LPT3 Log-Pearson type 3 distribution 

m A fitting parameter of van Genuchten method 

mw The slope of the water content curve 

MCS Monte Carlo simulation 

N Normal distribution 

n  A fitting parameter of van Genuchten method 

PDF Probability density function 

Q Seepage rate 

Q' The boundary flux 

r The correlation coefficient 



 

xxii  

 

r' Normally distributed random number 

t Time 

tc The crest thickness 

u1 Independent random variable 1 

u2 Independent random variable 2 

vave The depth averaged flow velocity 

x The distance along the dam base measured from the heel 

X2 The Chi-square statistics 

Z The dam height 

z Elevation head 

Ŭ A fitting parameter of van Genuchten method 

Ŭ' The level of significance 

ɔsub The submerged specific weight of the soil 

ɔw The specific weight of water 

ɗ The volumetric water content 

ɗr The residual water content 

ɗs The saturated water content 

Ū Dimensionless water content 

ɛ  Mean 

ů Standard deviation



 

1 

 

CHAPTER 1 

 

 

 INTRODUCTION  

 

 

 

1.1 General 

Dams made of natural earthen materials are commonly susceptible to seepage 

through their body. Underestimation or misleading estimation of seepage may result 

in failure of these types of dams. Many dam failures were observed due to seepage 

related problems, such as internal erosion and piping in the history. The related 

statistics showed that 43% of dam failures were caused by piping, and 66% of piping 

incidents were caused by the seepage through the dam body (Foster et al. 2000). 

Therefore, estimation of seepage through the body is crucial for the safety of the 

embankment dams. 

In practical applications, the prediction of seepage quantity is generally handled 

with deterministic models using uniformly constant soil properties in space. These 

studies disregard the variation of both hydraulic and geotechnical properties of soils. 

However, it is a fact that all soils are heterogeneous in some degree and their 

properties show variability. Therefore, deterministic models may lead to unrealistic 

results in predicting the seepage characteristics. 

The soil heterogeneities may be considered under two main categories (Elkateb et 

al. 2003): (1) The lithological heterogeneity, which can be defined as the form of 

thin soil layers embedded in another soil medium having a more uniform soil mass; 

(2) The inherent heterogeneity caused by the variation of soil properties (i.e. the 
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change of soil properties from one point to another) due to various deposition 

conditions and loading histories. 

Along with the inherent uncertainties, there may be other reasons causing 

uncertainties in soil properties (Husein Malkawi et al. 2000): 

¶ measurement errors caused by the equipment or human being,  

¶ insufficient geotechnical site explorations due to high cost of measurements, 

¶ disregarded soil properties that are hard to assess. 

These uncertainties in soil properties may have strong effects on the seepage through 

the media. Preferential flow paths or unexpectedly high or low seepage fluxes may 

occur due to variations. Therefore, uncertainties in soil parameters should be taken 

into consideration to determine the realistic properties of the seepage. This can be 

achieved by the use of stochastic models. In stochastic modeling, input parameters 

of the system are considered to be non-deterministic (i.e. random). Due to the 

randomness of input parameters, output parameters of the system become random, 

which can be defined with statistical moments and a probability density function. 

For the realistic prediction of the seepage characteristics, stochastic modeling is 

needed considering the randomness of the hydraulic and transport properties, such 

as hydraulic conductivity, porosity, soil water retention characteristics, etc. of the 

soil. Along with the consideration of uncertainties, a hydraulic model regarding both 

unsaturated and saturated flow is required for realistic results. Because, the 

mechanism of unsaturated flow is highly nonlinear and it may have important effects 

on the seepage behavior of systems. 

1.2 The Aim and Scope of the Study 

The main goal of this study is to consider the soil uncertainties in the analysis of 

seepage through embankment dams and investigate their effects on the flow. In this 

study, inherent heterogeneity caused by the variation of soil parameters in space are 

considered as the source of uncertainty. The uncertainty of soils are simulated by 



 

3 

 

generating random variables of hydraulic conductivity, K and soil water 

characteristic curve fitting parameters of van Genuchten method (van Genuchten 

1980), Ŭ and n. The uncertainty of hydraulic conductivity may be resulted from the 

uncertainty of grain composition, extent of fine particles, irregularities of particle 

shapes and changes of properties due to compactness. Also, the randomness of Ŭ 

and n can be related to the uncertainty of pore size and grain size distributions and 

clay and organic material contents of the soil. The random variables are used in the 

computation of the hydraulic conductivity (i.e. saturated or unsaturated hydraulic 

conductivity) and the soil-water content to simulate the variations in the soil. 

The random inputs are generated using their probability density functions defined 

with a mean and a coefficient of variation (COV). The probabilistic properties of 

random inputs are determined from the related literature and a large soil database 

system called SoilVision (Fredlund 2005). The statistics of hydraulic conductivity 

and soil-water characteristic curve fitting parameters are determined for all soil 

types considered in the study, i.e. clay, sandy clay, gravelly sand. No previous 

stochastic model for seepage analysis reported in the literature has utilized such a 

large database in determination of the statistical properties of their random variables. 

A random number generation algorithm is written in C# language. The random 

variables are generated using Box-Muller transformation method (Box and Muller 

1958). The algorithm generates random values for the desired soil property (i.e. K, 

Ŭ and n), and compute random hydraulic conductivity and soil-water content. This 

algorithm is coupled with a finite element software, SEEP/W (Geo-Slope Int Ltd 

2013), which is used for the groundwater and seepage problems. Stochastic 

modeling of the seepage is handled with Monte Carlo simulation technique.  

In the scope of the study, sensitivity analyses are conducted for both steady-state 

and transient unsaturated seepage through embankment dams. In these analyses, 

one-at-a-time sensitivity analyses are conducted keeping one parameter (i.e. K or Ŭ 

or n) random and others constant at their mean values. The individual effects of 

variation of the parameters on seepage are discussed for both states of the flow. The 
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parameters, whose variability have significant effects on seepage are presented. 

Also, comparisons are made between the results of sensitivity analyses and 

deterministic analyses of the seepage. Then, the parameters to be treated as 

stochastic variables in seepage computations are identified. To our knowledge, no 

previous study in the literature has presented the individual effects of above-

mentioned parameters on the seepage through the embankment dams.  

Afterwards, stochastic seepage analyses are conducted on homogeneous and simple 

zoned embankment dams for the transient flow considering the findings of the 

sensitivity analyses. The seepage rates obtained from these analyses are evaluated 

statistically. Their descriptive statistics and frequency histograms are obtained. 

Also, probability density functions are fitted to the seepage rates to statistically 

represent the data. The results of stochastic analyses are discussed to reveal the 

uncertainty of the seepage. 

Finally, some suggestions are made for the future studies which will be based on 

stochastic modeling of seepage problems through embankment dams. 
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CHAPTER 2 

 

 

 LITERATURE REVIEW  

 

 

 

The stochastic modeling of groundwater problems have been extensively studied for 

the last five decades. One of the first studies of the phenomenon was held by Warren 

and Price (1961). In this pioneering study, set of simulations, which are a kind of 

Monte Carlo simulations, and laboratory experiments were performed to investigate 

the effects of several probability distributions of hydraulic conductivity on steady-

state and transient flow through one and three dimensional heterogeneous porous 

media. Then, the relationship between hydraulic conductivity variation and 

hydraulic head variation in groundwater flow systems was investigated by 

McMillan (1966) using numerical simulations. Wu et al. (1973) computed the 

seepage through an existing dam assuming the locations and dimensions of porous 

layers as random variables, whose statistical properties are obtained from the field 

data. Freeze (1975) stochastically analyzed steady-state groundwater flow through 

a one dimensional porous domain, and transient consolidation of a clay layer, 

regarding the randomness of hydraulic conductivity, compressibility and porosity. 

Monte Carlo simulation technique was adopted and it was concluded that the 

uncertainty degree of the predicted hydraulic heads was relatively large. Bakr et al. 

(1978) considered the correlation structure of hydraulic conductivity variation in a 

stochastic analysis of unidirectional flows. The relationship between hydraulic 

conductivity variation and head variance were investigated. Gutjahr et al. (1978) 

studied the difference between exact and approximate solutions of stochastic 
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differential equations of one dimensional flow in statistically homogeneous porous 

media and concluded that approximate solutions can be used for systems having 

lower standard deviations of hydraulic conductivity. Smith and Freeze (1979 a; b) 

conducted stochastic analyses for one and two dimensional steady-state 

groundwater flows adopting Monte Carlo simulation, and it was found that the 

standard deviation of hydraulic head increases when the standard deviation of 

hydraulic conductivity increases. Gutjahr and Gelhar (1981) compared the head 

variation results of one-dimensional flow through a porous medium obtained from 

the developed analytical solution and Monte Carlo simulation. It was found that the 

results obtained from two approaches were in agreement.  

Then, studies considering the unsaturated flow in stochastic analysis of groundwater 

flow problems were introduced into the literature. Bresler and Dagan (1983 a; b), 

and Dagan and Bresler (1983) assumed the saturated hydraulic conductivity as a 

random parameter and related moisture content with suction using an analytical 

model. The variability of hydraulic conductivity, heads and water flux were 

investigated. Yeh et al. (1985 a; b) stochastically analyzed unsaturated steady-state 

flow using a perturbation method, which decomposes the random parameters into a 

mean part and a random fluctuation part. In the first study, only the saturated 

hydraulic conductivity is considered as a random parameter; in the second one, both 

hydraulic conductivity and a soil parameter, Ŭ, which was used for relating the 

saturated and unsaturated hydraulic conductivity, regarded as random. It was 

concluded that, the degree of variability of hydraulic conductivity depends on its 

correlation scale, the mean capillary pressure and the mean hydraulic gradient. 

Mantoglou and Gelhar (1987), Mantoglou (1992), and Zhang (1999) extended the 

perturbation method used in Yeh et al. (1985 a; b) to transient unsaturated flow. The 

perturbation method was also used in studies of Tartakovsky (1999), Zhang and Lu 

(2002) and Lin and Chen (2004). However, this technique is stated to be insufficient 

in generating random variables having higher variances (Fenton and Griffiths 1996).  
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The mechanism of unsaturated flow is more complicated than that of the saturated 

flow. The water flow through an unsaturated soil is governed by some soil 

properties, such as soil type, grain size, pore size distribution and water retention in 

the unsaturated soil (Lu and Likos 2004). The behavior of the unsaturated soil is 

described by the relationship between its soil-water content and matric pressure, 

which is represented by a function called soil-water characteristic curve. This curve 

is used to assess the unsaturated hydraulic conductivity in groundwater and seepage 

flow problems. The functional relationship between pressure and water content is 

generally estimated using mathematical fitting methods. In most of the previous 

studies mentioned above, the unsaturated flow is modeled using Gardnerôs model 

(Gardner 1956). However, it is well known that van Genuchten model (van 

Genuchten 1980) is generally better in defining soil-water characteristics. Several 

researchers including Ahmed (2008), Ahmed et al. (2014), Cheng et al. (2008), Cho 

(2012), Fu and Jin (2009), Le et al. (2012), Li et al. (2009), Lu and Godt (2008), 

Soraganvi et al. (2005), Tan et al. (2004), and Thieu et al. (2001) adopted van 

Genuchten method for modeling unsaturated seepage in their studies. 

Besides, liquid-phase configuration in an unsaturated soil is very complex and the 

relationship between water content and soil suction is not unique: it shows 

hysteresis. The water content at a given soil suction for a wetting process is less than 

that of a drying part (Maqsoud et al. 2004; Pham et al. 2005). A number of 

researchers studied hysteresis effect of unsaturated soils on seepage and 

groundwater flows (Hoa et al. 1977; Yang et al. 2012, 2013). Also, the uncertainty 

and relationship between van Genuchten parameters of wetting and drying paths 

was investigated by Likos et al. (2014). 

The most of the previous work applied analytical methods for stochastic analyses. 

These analyses generally have simplifying assumptions for the solution, which 

made these methods rarely applicable to realistic hydraulic and geotechnical 

engineering problems. Because, in real cases, the geometry or problem domain is 

generally complex. Also, the initial and boundary conditions are complicated. 



 

8 

 

Therefore, the solution of the governing differential equation using analytical 

methods may not be possible. Recently, numerical methods are used to simulate 

systems without simplifications and obtain realistic results. The Finite Element 

Method (FEM) is the most common technique among numerical methods, which is 

widely used for modeling of seepage-related problems. The method consists of 

following main steps: defining the problem geometry, meshing (i.e. discretization), 

definition of material property, definition of initial and boundary conditions, and 

solution of finite element equations (Liu and Quek 2003).  Many researchers starting 

from Neuman and Witherspoon (1970, 1971), Neuman (1973), Bathe and 

Khoshgoftaar (1979), Aral and Maslia (1983) and Lam and Fredlund (1984) have 

utilized FEM for the analysis of steady, unsteady and saturated, unsaturated seepage. 

In the scope of their studies, some researchers established their own finite element 

model for the analysis, whereas the others adopted package programs or software. 

The software SEEP/W is one of the comprehensive tools using FEM to analyze 

seepage and groundwater flow problems occurring in porous media. The software 

is extensively used for pore water pressure computations (Chu-Agor et al. 2008; Ng 

and Shi 1998 a, b; Oh and Vanapalli 2010; Zhang et al. 2005) and seepage 

estimations (Foster et al. 2014; Money 2006; Soleymani and Akhtarpur 2011; Tan 

et al. 2004) in the literature. This software is also adopted in the present study. 

Commonly, for the stochastic analysis of seepage and groundwater flow problems, 

FEM is coupled with Monte Carlo simulation (MCS) technique. This technique is 

based on repeated sampling of random variables of input parameters to investigate 

the probabilistic behavior of the systems. Numerous researchers have applied FEM 

and MCS in stochastic analysis of seepage through or beneath embankment dams 

(Ahmed 2012, 2009; Cho 2012; Fenton and Griffiths 1996, 1997; Griffiths and 

Fenton 1993; Le et al. 2012). Among these, Le et al. (2012) and Cho (2012) studied 

the stochastic analysis of unsaturated seepage through embankments. Both studies 

adopted van Genuchten method for unsaturated flow modeling. Le et al. (2012) 

randomly varied the porosity which resulted in uncertainty in hydraulic conductivity 
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and water retention properties (i.e. the degree of saturation) of the soil. The influence 

of correlation lengths of porosity field and the statistics of the seepage rate were 

investigated and it was resulted that flow rate can be reasonably defined by log-

normal probability density function. Cho (2012) considered the variation of 

hydraulic conductivity of layered soils having independent autocorrelation 

functions. The effects of correlation distances and anisotropic heterogeneity are 

investigated and it was found that the seepage behavior of the embankment is 

dependent on the dominant component of the flow vector. 

The generation of the random input in Monte Carlo simulation is one of the main 

steps of the technique. There are a number of sampling or transformation methods 

for random number generation. One of the most popular methods for sampling 

random numbers from a normal distribution is Box-Muller transformation (Golder 

and Settle 1976). The method can be effectively used within Monte Carlo simulation 

(Caflisch 1998). There are a number of uncertainty based analysis using Box-Muller 

transformation with MCS in the areas of both hydraulic and geotechnical 

engineering (Chalermyanont and Benson 2004; Chang et al. 1994; Eykholt et al. 

1999). 

In many geotechnical engineering studies, the spatial variation in properties of soils 

were described using a correlation function. In these research studies, the soil 

properties were assumed to be correlated over distances. For probabilistic slope 

stability calculations studies of Cho (2007), Griffiths and Fenton (2004), Griffiths 

et al. (2009), Gui et al. (2000), Jiang et al. (2014), Srivastava and Babu (2009), and 

Vanmarcke (1980) have considered the correlation of hydraulic conductivity or 

strength parameters of soils. Besides, for stochastic analysis of seepage through or 

beneath embankments, studies of Ahmed (2012, 2009), Cho (2012), Fenton and 

Griffiths (1996) and Griffiths and Fenton (1997, 1998, 1993) have utilized a 

correlation function for hydraulic conductivity. Commonly, Gauss-Markov spatial 

correlation function defined in the study of Fenton and Vanmarcke (1990) was used 

in these studies. The function governs the degree of correlation between two points 
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of the field. According to the correlation theory, if the points are closer to each other, 

they are expected to have similar hydraulic conductivity values. Alternatively, if the 

points are widely separated, the correlation is expected to be weak. The parameter 

describing the degree of spatial correlation in the random field is called scale of 

fluctuation. When the scale of fluctuation goes to infinity, the random field is 

completely correlated, having uniform hydraulic conductivity field. Among these 

studies, Fenton and Griffiths (1996) and Ahmed (2009) analyzed seepage through 

embankment dams stochastically. They considered the random field of hydraulic 

conductivity having a log-normal distribution function and a correlation structure. 

The random field theory was used to characterize the uncertainty of the hydraulic 

conductivity. The random field generation was handled using local average 

subdivision method defined in Fenton and Vanmarcke (1990). The former study 

investigated the descriptive statistics of the flow rate through the embankment dam 

and the latter one compared the seepage results through an earth dam obtained from 

deterministic and stochastic solutions.  

Many of the researchers stated above have considered only the randomness of the 

hydraulic conductivity in their stochastic seepage or groundwater flow models. 

However, Li et al. (2009) considered not only the random field of hydraulic 

conductivity, but also the random fields of van Genuchten fitting parameters, Ŭ and 

n. The random fields of fitting parameters were independently generated using 

Karhunen-Loeve expansion technique. Stochastic analyses were conducted for two-

dimensional steady-state and transient flows through a porous medium. The study 

was focused on the efficiency of probabilistic collocation method and resulted that 

this method can accurately estimate the seepage rate statistics with a smaller effort 

when compared with MCS.  
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CHAPTER 3 

 

 

 THE METHOD OLOGY  

 

 

 

3.1 Hydraulic Model for Seepage Analysis 

3.1.1 Theory and Solution Tools 

The governing differential equation for the seepage through a two-dimensional 

domain can be expressed assuming that flow follows Darcyôs law (Richards 1931; 

Papagianakis and Fredlund 1984; Geo-Slope Int Ltd 2013): 
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where Kx and Ky are the hydraulic conductivities in x and y directions, respectively, 

H is the total head being the summation of pressure head (h) and elevation head (z), 

Q' is the boundary flux, ɗ is the volumetric water content and t is the time. The 

equation states that the summation of the change of flow in x and y directions and 

applied external flux is equal to the rate of change of the soil storage (i.e. the 

volumetric water content) with respect to time. 

For steady-state conditions, there is no change in the storage of the soil; therefore, 

Eq. (3.1) is reduced to the following equation for this condition: 
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The changes in volumetric water content of Eq. (3.1) are derived by the changes in 

the stress and soil properties (Fredlund and Morgenstern 1976; Fredlund and 

Morgenstren 1977). Briefly, the change in the volumetric water content can be 

related with the change in the pore-water pressure of the soil: 

 ww um µ=µq  (3.3) 

where, mw is the slope of the water content curve and uw is the pore water pressure. 

Eq. (3.3) can be expressed in terms of the total head and elevation head by: 

 ( )zHm ww -µ=µ gq  (3.4) 

In above equation, ɔw is the specific weight of water. As the elevation is constant, 

the derivative of z with respect to time will be zero. Then, the partial differential 

equation given in Eq. (3.1) can be written as (Geo-Slope Int Ltd 2013): 
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The governing partial differential equation of the seepage can be solved using finite 

element method. This method is based on dividing the problem domain into small 

sections called elements, describing the behavior of each individual element with 

element equations and connecting all element equations to characterize the behavior 

of the whole domain. The element equations are approximated from the original 

nonlinear equation. Most commonly, Galerkinôs weighted residual approach is used 

to obtain the finite element form of the original equation. In this approach, an 

integral is formed for the residual of all nodes using a weight function and the 

residual is set to zero (Liu and Quek 2003). 

The governing differential equation of the seepage can be approximated using 

Galerkinôs weighted residual method. The finite element seepage equation can be 

expressed in a general form using (Geo-Slope Int Ltd 2013): 

 []{}[]{} {}QHMHK =+  (3.6) 
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in which [K] is the element characteristics matrix, {H} is the vector of nodal heads, 

[M] the element mass matrix, {Q} is the applied flux vector. The detailed finite 

element formulation can be found in Geo-Slope Int. Ltd. (2013). 

3.1.1.1 The Software SEEP/W 

In this study, the software SEEP/W (Geo-Slope Int Ltd 2013) is used to conduct 

seepage analyses. It is a comprehensive computer aided design software, developed 

by Geo-Slope International Ltd., for analyzing groundwater flow, seepage, excess 

pore-water pressure dissipation problems within porous media (Geo-Slope Int Ltd 

2014). The software allows modeling of both saturated and unsaturated flows. The 

steady, transient, confined and unconfined flow problems having various boundary 

conditions can be analyzed via this software.  

The software adopts finite element method to solve the nonlinear governing 

differential equation of the seepage given in Eq. (3.5). The finite element 

formulation of the software is briefly described in the previous section. The solution 

is conducted in an iterative manner in the software. Hydraulic conductivity of an 

element or the size of the seepage face are iteratively calculated. For example, in an 

iteration, hydraulic conductivity of an element is computed using the average pore 

water pressure of its nodes. For the next iteration, resulting hydraulic conductivity 

is used to compute the pore water pressures of the element nodes. This, procedure 

is repeated until the convergence is reached in the computations.  

SEEP/W can compute hydraulic conductivity, total head, pore water pressure, flow 

velocity magnitudes and gradients at the nodes of the finite element domain.  Also, 

the seepage rates across desired sections can be obtained from the software. Some 

views from the interface of the software and its full capabilities can be found in Geo-

Slope Int Ltd (2014). 

SEEP/W allows the use of add-in functions which are used to define soil properties, 

boundary conditions, etc. This is the main reason for selecting this software as the 

simulation tool of this study. The problems can be modeled without limitations by 
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using add-in functions. This also allowed this study to quantify uncertainties in soil 

properties in the seepage analyses. 

The add-in functions which are to be used in SEEP/W should be based on Microsoft 

.NET CLR (Common Language Runtime) (Geo-Slope Int. Ltd 2012). Any 

programming language which can generate CLR code can be used to create an add-

in including C# and Visual Basic .NET. 

3.1.2 Basics of Unsaturated Flow 

Soil part above the phreatic surface of the seepage is in partially saturated or 

unsaturated condition. The pore water saturation is less then unity in the unsaturated 

zone and there exists suction in the soil matrix. Due to the suction, some saturated 

mechanical properties of the soil, such as the hydraulic conductivity, the shear 

strength, the compression index etc., change (Sako and Kitamura 2006).  

In the unsaturated zone of the soil, some quantity of flow takes place due to the 

suction or capillary action. In relatively high values of the suction and 

correspondingly low values of water content soil-water-air systems, the flow is 

governed by the adsorption effects caused by the surface properties of the soil 

particles. Oppositely, in relatively high values of water content and correspondingly 

low values of the suction, the flow is governed by the capillary action which directly 

depends on pore structure and pore size distribution (Lu and Likos 2004).  

The relationship between the soil suction and water content is described with soil 

water characteristic curve (SWCC). The shape of a SWCC is determined by the 

density, pore size distribution, grain size distribution, clay content, organic material 

content, etc., of the soil (Lu and Likos 2004). The SWCC of an existing soil can be 

obtained by experimental methods both in sites and in a laboratory medium. Discrete 

data points showing the water content and the corresponding suction are obtained 

from direct measurements. Data points are generally plotted on semi-log graphs and 

a representative curve is fitted to the points. However, the direct measurement of 

SWCC may be difficult and expensive in some cases. Sampling, transporting and 
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preparation of specimens in laboratory tests, and installation, maintenance and 

monitoring in field measurements may be costly, time consuming and complex (Lu 

and Likos 2004). Therefore, generally mathematical functions which are fitted to 

soil water characteristics data are used for the sake of simplicity. There are many 

mathematical models proposed in the literature for presenting SWCC. They are 

namely, Brooks and Corey (1964) model, Brutsaert (1966) model, Burdine (1953) 

model, Fredlund and Xing (1994) model, Gardner (1956) model, van Genuchten 

(1980) model, Mualem (1976) model, and Tani (1982) model. In this study, van 

Genuchten (1980) model is adopted to estimate the unsaturated hydraulic 

conductivity and it is explained below. The detailed information and reviews on 

other models can be found in Sillers et al. (2001). 

The van Genuchten (1980) model is based on prediction of the unsaturated hydraulic 

conductivity from the information of the soil water characteristic curve and saturated 

hydraulic conductivity. In the model, an equation for the soil water content and 

suction relationship is described. Also, closed-form analytical expressions are 

defined for unsaturated hydraulic conductivity using the equation of soil water 

characteristics curve. The equation of the SWCC contains three fitting parameters; 

namely, Ŭ, n, and m. The parameter Ŭ is the inverse of the air entry pressure which 

is the suction where the air first starts to enter to the largest pore of the soil. 

Therefore, it is related with the largest pore size of the soil (Lu and Likos 2004). 

The n parameter is related to the slope of SWCC at its inflection point which shows 

the rate of change of the desaturation zone. It depends on the pore size distribution 

(Sillers et al. 2001). The parameter m is related to the asymmetry of the SWCC about 

its inflection point. A typical SWCC illustrating the air-entry value, saturated and 

residual water contents and the inflection point is given in Figure 3.1. 

The water content of a soil can be expressed with a dimensionless variable by 

normalizing it with its saturated and residual values. The function of the 

dimensionless water content, Ū is in the following form: 
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where ɗ is the volumetric water content, and s and r indicates the saturated and 

residual values of the water content, respectively. 

 

Figure 3.1 A typical soil-water characteristic curve. 

van Genuchten (1980) proposed a closed form, three-parameter equation for the 

estimation of the dimensionless water content: 
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where Ŭ, n and m are fitting parameters and h is the pressure head. The parameter m 

is related to n with the following equation (van Genuchten 1980): 
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The pressure term in the right-hand side of Eq. (3.8) can be expressed in either units 

of pressure or head, which can be taken as kPa and m, respectively in SI unit system. 

If it is expressed with the unit of pressure, Ŭ has the inverse unit of pressure (i.e. 

kPa-1). In the other case, Ŭ has the inverse unit of head (i.e. m-1). Then, by using 

equations (3.7) and (3.8) the water content can be defined with the following 

function: 
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In the prediction of unsaturated hydraulic conductivity, a variable called, Kr, relative 

hydraulic conductivity is used. It is the normalized form of the unsaturated hydraulic 

conductivity with respect to saturated hydraulic conductivity: 
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where Ks is the saturated hydraulic conductivity. For the prediction of the relative 

hydraulic conductivity Mualem (1976) proposed the following equation: 
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van Genuchten (1980) utilized Eq. (3.12) to derive a closed form equation for the 

relative hydraulic conductivity. The equation is obtained using equations (3.8), (3.9) 

and (3.12) with some restrictions (van Genuchten 1980): 
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When Eq. (3.8) is substituted into Eq. (3.13), the relative hydraulic conductivity can 

be expressed in terms of the pressure head: 
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Then, one may compute the hydraulic conductivity using the function given below. 
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3.2 Random Variable Model and Uncertainty Quantification 

The purpose of modeling variables of the seepage process as random numbers is to 

treat the uncertainties in the problem. In seepage-related problems, there may be 

uncertainties in soil properties, such as hydraulic conductivity, porosity, fitting 

parameters of the SWCC, etc. Also, initial and/or boundary conditions may be 

uncertain. For example, the inflow into the reservoir of an embankment dam is 

generally uncertain due to the randomness of hydrological parameters (Vanmarcke 

2010). These uncertainties can be represented by using random variables. The 

random input generation is one of the main parts of the Monte Carlo simulation 

approach.  

In computational statistics, random variable generation is mainly handled in two 

steps (LôEcuyer 2012): (1) generation of independent and uniformly distributed 

random variables over the interval (0,1) and (2) applying transformations to these 

random variables to generate random numbers from desired probability 

distributions. The process in step (1) is called pseudo random number generation. 

There are different transformation methods for step (2), depending on the 

probability distribution of the random number. 

In the study, soil uncertainty is modeled by treating hydraulic conductivity and van 

Genuchten fitting parameters Ŭ and n as random inputs. These random inputs have 

non-uniform density functions. One of the comprehensive transformation 

techniques for non-uniform, particularly Gaussian, random variable generation is 
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Box-Muller method (Box and Muller 1958). This method is adopted for the random 

number generation in this study. Random variables for hydraulic conductivity, K 

and van Genuchten fitting parameters Ŭ and n are generated using their probability 

density functions (PDFs) defined with a mean and coefficient of variation (COV).  

A brief information on the basic statistical definitions frequently used in this study 

are introduced herein. The mean is the expected value of the data set and it is the 

first moment. The variance is the second central moment and shows how the data is 

distributed about the mean. The coefficient of variation is the ratio of standard 

deviation to the mean, being a dimensionless measure of the variability of the data 

set. The skewness is the third central moment and gives the information about the 

symmetry of the probability distribution of the data set. The fourth moment is 

kurtosis, being the measure of peakedness or flatness of the probability distribution 

(Ang and Tang 1975).  

Before generating random variables of parameters Ŭ and n, the correlation between 

two variables is investigated. In the study of Phoon et al. (2010), the parameters Ŭ 

and n for sandy clay loam, loam, loamy sand, clay and silty clay are stated to be 

negatively correlated with correlation coefficients -0.268, -0.251, -0.409, -0.487 and 

-0.308, respectively. The correlation coefficients were determined using the data of 

55 soils for loamy sand, 50 soils for sandy clay loam, 67 soils for loam, 17 soils for 

clay, and 24 soils for silty clay. It can be said that the statistical analyses conducted 

in the study were based on limited number of soils. Also, absolute values of the 

correlation coefficients are smaller than 0.35 indicate weak or low correlations 

(Rumsey 2011; Taylor 1990).  

In the scope of the present study, a statistical analysis is held to investigate the 

correlation between Ŭ and n for clay and sandy clay soil types. The data of these 

parameters are gathered from the database of SoilVision software (Fredlund 2005). 

The software has a comprehensive soil database containing detailed information of 

over 6000 soils (SoilVision Systems Ltd. 2014). The soil water characteristic curves, 

saturated permeabilities, soil compression and compaction data, etc., of numerous 
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soil types can be found in the software. For the statistical analysis, the data of Ŭ and 

n are obtained from 100 soils for clay and 103 soils for sandy clay. The relationship 

and correlation between Ŭ and n are investigated using scatterplots given in Figure 

3.2 and Figure 3.3 for clay and sandy clay, respectively. In these figures, r stands 

for the Pearson product-moment correlation coefficient (Pearson 1895).  The 

correlation coefficients are calculated as 0.24 for clay and 0.34 for sandy clay. 

Similarly, it can be said that these coefficients represent weak correlations between 

two parameters (Rumsey 2011; Taylor 1990). 

On the other hand, the parameters Ŭ and n are expressed to be independent in the 

study of van Genuchten (1980). Also, in the study of Li et al. (2009) random 

variables of these parameters were sampled independently from their prescribed 

probability distributions. The independence between two parameters can be 

explained by the fact that the parameter Ŭ is determined by the largest pore size of 

the soil, whereas the parameter n is determined by the pore size distribution of the 

soil (Lu and Likos 2004). Besides, the weak correlation between two parameters 

were found to be negative in the study of Phoon et al. (2010) and positive in this 

study, which is inconsistent in view of statistical dependence. Therefore, weak 

correlations between parameters Ŭ and n are neglected and they are assumed as 

independent variables in this study. 
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Figure 3.2 The Ŭ and n relationship obtained from SoilVision for ñClayò. 

  

Figure 3.3 The Ŭ and n relationship obtained from SoilVision for ñSandy clayò. 
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The random variable generation method of the study is used for all random 

parameters: hydraulic conductivity, K and SWCC fitting parameters, Ŭ and n. The 

procedure for random saturated hydraulic conductivity generation is explained 

below. The same steps are also used for random variable generation of Ŭ and n.  

The parameters Ŭ and n are shown to follow log-normal distribution for many types 

of soils (Carsel and Parrish 1988; Phoon et al. 2010). Also, hydraulic conductivity 

follows log-normal distribution (Bennion and Griffiths 1966; Bulnes 1946; Law 

1944; Warren and Price 1961; Willardson and Hurst 1965). The probability density 

function of saturated hydraulic conductivity can be defined with mean, 
sKm  and 

variance, 2
Ks
s . Then, natural logarithm of Ks (i.e. lnKs) can be said to follow normal 

distribution with a mean 
sKlnm  and a variance 2

Kln s
s . The following 

transformations can be used to obtain the mean and variance of the normalized PDF 

(Ang and Tang 1975; Fenton and Griffiths 1996): 

 ö
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 ( ) 2
KlnKKln sss 2

1
ln smm -=  (3.17) 

Then, the random variables for hydraulic conductivity having log-normal 

distribution can be obtained using: 

 ( )rexpK
ss KlnKlns ¡+= sm  (3.18) 

in which r' is the standard normally distributed random number obtained from Box-

Muller transformation (Box and Muller 1958): 

 ( ) 2
2/1

1 u2sinuln2r p-=¡  (3.19) 

where 1u  and 2u  are independent random variates from the same uniform 

probability density function on the interval (0, 1). 
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The random number generation algorithm described here is implemented in a code 

written in C# language. The code runs as an add-in within the SEEP/W software. 

The code consist of two sub-functions: one is for calculating the relative hydraulic 

conductivity using van Genuchten method, and the other one is for computing the 

soil-water content using van Genuchten method. Two main parts handle the 

generation of random variables for Ŭ, n and K and call the sub-functions to compute 

random hydraulic conductivity and water content, separately.  

3.3 Monte Carlo Simulation  

For many real world problems, input parameters, initial and boundary conditions are 

random in nature. Due to these random variables, the behavior of the systems may 

be different than they are expected. Generally, statistical properties of these random 

variables are known from previous observations based on field or laboratory 

measurements. To fully investigate such systems, a set of simulations can be 

conducted using artificially generated random variables from their known statistical 

properties. The solution of each simulation yields an output. If numerous numbers 

of simulations are conducted, a set of outputs can be obtained. Then, the outputs can 

be statistically analyzed to understand the behavior of the system. This method is 

named as Monte Carlo simulation (MCS) (Singh et al. 2007). 

Monte Carlo simulation is generally used for determination of the output properties 

of complex systems whose behavior are nonlinear. For these systems, analytical 

solutions may need unrealistic assumptions or even may not be possible. The 

systems can be modeled very close to the reality using MCS. It allows detailed 

description of the system without using any assumptions or simplifications. This is 

the main advantage of this approach. 

Monte Carlo simulation is the most frequently used approach in stochastic analysis 

of seepage and groundwater problems in porous medium. The modeling of such type 

of problems requires the detailed definition of the problem geometry, soil properties, 

such as hydraulic conductivity function, volumetric water content function, and 
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initial and boundary conditions. MCS allows the detailed description of the 

problems and the use of desired numerical solution technique in analyses. There are 

also a number of other stochastic methods for probabilistic analysis of seepage and 

groundwater related problems, such as perturbation and probabilistic collocation 

methods; however MCS is relatively simple and reliable. One disadvantage of this 

technique may be the computational effort needed for numerous number of 

simulations. However, the recent growth in computer processors and speed made 

MCS a less time consuming and powerful tool. 

For above-mentioned reasons, Monte Carlo simulation technique is adopted in this 

study. The problems are solved repeatedly for the same geometry and boundary 

conditions; but for different random inputs (i.e. hydraulic conductivity and/or van 

Genuchten fitting parameters, Ŭ and n). The random inputs are generated from their 

probability density functions defined with a mean and a coefficient of variation 

(COV). The generated random variables are consistent and they represent the 

uncertainties in some properties of a certain soil type. The repeated simulations yield 

a set of seepage rate values having the same number with the number of simulations. 

Then, the set of output is statistically analyzed by obtaining its descriptive statistics, 

frequency histogram, probability distribution function or box-plot. 

The steps followed for MCS of the study are as follows: 

1) A probability density function having a mean and a coefficient of variation 

is determined for the random parameter (i.e. hydraulic conductivity, or Ŭ or 

n) from the related literature and the database of SoilVision software 

(Fredlund 2005). 

2) The geometry, initial and boundary conditions, the materials and their 

statistical properties are defined for the problem in the finite element 

software SEEP/W. 

3) N, being the number of MCS, number of copies of the SEEP/W simulation 

file are generated using a batch file written in Windows command line (see 

Appendix B for the related batch file). 
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4) N number of copies are solved individually for steady-state or transient 

seepage using another batch file. During the solution of copies, the random 

variables are individually generated for each simulation file using the C# 

code which can work as an add-in in SEEP/W (see Appendix A and 

Appendix B for the C# code and the related batch file, respectively). 

5) N number of SEEP/W simulation files are extracted using a different batch 

file (see Appendix B for the related batch file). 

6) N number of seepage rate values are gathered in one final Microsoft Excel 

file using a code written in Visual Basic language (see Appendix B for the 

related supplementary code). 

For the sensitivity analyses and the applications of the study, the above procedure 

is applied for the stochastic solution of the problems. 

3.4 The Statistical Properties of van Genuchten Parameters 

Monte Carlo simulation requires the probability density functions of model input 

parameters which can be defined with a mean and a coefficient of variation. These 

properties have significant effects on the output parameters and play an important 

role in determination of the behavior of the systems. 

This study considers the uncertainty of hydraulic conductivity and SWCC fitting 

parameters, which is defined by van Genuchten method. In the study, the probability 

density function properties of the hydraulic conductivity of different soil types are 

directly obtained from the related literature. However, a different approach is 

followed for the fitting parameters, Ŭ and n. Because for these parameters, the 

deterministic values are extensively supplied for different soil types in the literature 

(Ghanbarian-Alavijeh et al. 2010; Yates et al. 1989). However, the distributional 

information and statistical properties of Ŭ and n is often lacking or not well 

established. There are only a few studies providing this information (Carsel and 

Parrish 1988; Zeng et al. 2012). In the scope of this study, both the related literature 

and the database of SoilVision software (Fredlund 2005) are utilized to obtain and 
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justify the probabilistic characteristics of Ŭ and n. The use of SoilVision database is 

as follows: the data (i.e. location, physical properties, etc., and van Genuchten fitting 

parameters) of 100 soils for clay and 103 soils for sandy clay are extracted from the 

database. Then, SWCC of every sampled soil are drawn using Eq. (3.8) for each soil 

type (i.e. clay and sandy clay). A few soils having extreme values of fitting 

parameters are eliminated to determine a reasonable range for SWCCs. The obtained 

SCWWs are given in Figure 3.4 and Figure 3.5 for clay and sandy clay, respectively. 

As can be seen from Figure 3.4 and Figure 3.5 the upper and lower bounds are 

determined for SWCCs of clay and sandy clay. Then, the mean SWCC obtained 

using the mean Ŭ, ÕŬ and the mean n, Õn given in Carsel and Parrish (1988) is drawn 

for clay and sandy clay on these figures. It is seen that, the mean SWCC stays inside 

the lower and upper bounds for both soil types. Also, the coefficient of variation 

values of fitting parameters (i.e. for clay, COV(Ŭ)=0.80, COV(n)=0.07; for sandy 

clay, COV(Ŭ)=0.63, COV(n)=0.08 (Carsel and Parrish 1988)) can be said to be 

relatively small. This means, randomly generated SWCCs having statistical 

properties defined in Carsel and Parrish (1988) will not be dispersed and commonly 

remain inside the determined bounds. Therefore, it is concluded that the use of 

statistical properties given in Carsel and Parrish (1988) yields realistic random 

SWCCs and reasonable for the rest of the analyses of the study. 
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Figure 3.4 The SWCCs obtained from SoilVision for ñClayò.
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Figure 3.5 The SWCCs obtained from SoilVision for ñSandy clayò.
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CHAPTER 4 

 

 

 UNCERTAINTY BASED ST EADY SEEPAGE ANALYS ES 

 

 

 

4.1 Preliminary Analysi s 

Series of simulations need to be conducted to assess the findings of uncertainty-

based seepage analysis. In order to limit almost infinite number of configurations 

reflecting dam height, material type, and embankment zoning possibilities, the 

computations are desired to be conducted for various material arrangements for a 

given dam height. However, to evaluate the possible effect of dam height on the 

seepage field for a given dam geometry composed of a certain material arrangement, 

a preliminary analysis is carried out for two different heights of a dam having simple 

zoning as shown in Figure 4.1. In this figure, Z and H are the dam height and the 

total upstream head, respectively, B is the total width of the base of the dam, x is the 

distance along the dam base measured from the heel, and tc is the crest thickness. 

Dam geometric characteristics are decided according to USBR (1987) criteria. To 

this end, dams having heights of 25 m and 40 m are considered with the upstream 

total heads of 23 m, and 37 m, respectively. The SEEP/W software is executed for 

steady state conditions to determine the spatial distribution of the seepage field 

throughout the dam body (see Figure 4.2, and Figure 4.3). 
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Figure 4.1 The cross-sectional lay-out details of a sample dam. 

 

Figure 4.2 The seepage field for the dam having a height of 25 m. 

 

Figure 4.3 The seepage field for the dam having a height of 40 m. 
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For comparison purposes, the flow velocity values are determined throughout the 

vertical plane between the base and the phreatic line at given x/B values. Hence, at 

a particular x/B ratio, the depth averaged flow velocity (vave) along the vertical 

direction is computed (see Figure 4.4).  

 

Figure 4.4 The average flow velocities at particular x/B ratios for the dams having 

heights of 25 m and 40 m. 

As can be seen from Figure 4.4, with 60% increase of the dam height from 25 m to 

40 m, the depth averaged velocities along the dam body are almost the same for both 

dam bodies. Therefore, it can be stated that the seepage fields at particular zones of 

an embankment dam would be similar to that of the corresponding zone of a dam of 

different height composed of the same material. This similarity may be due to the 

similarity of the seepage gradients, i.e. with the increase of the dam height, the width 

of the dam also increases. This may result in almost similar gradients, and hence 
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type of the dam material is the same for different heights, the aforementioned 
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preliminary analysis, it is decided to carry out all the simulations throughout this 

study under a given constant dam height. However, this effect needs to be checked 

for relatively higher dams having proportional characteristics. 

In the preliminary analysis, as a supplementary check, the piping condition is 

investigated for the embankment dams handled in this study. For this purpose, the 

critical hydraulic gradient is compared with the hydraulic gradient values observed 

throughout the bodies of dams. The critical hydraulic gradient is the gradient at 

which the internal erosion initiates in the soil. It is defined by: 

 
w

sub
ci
g

g
=  (4.1) 

in which ɔsub is the submerged unit weight of the soil and ɔw is the unit weight of 

water. The critical hydraulic gradient, which initiates movement of soil particles 

ranges from 1.0 to 2.0 (Jacobson 2013). The hydraulic gradient values computed 

throughout the dam bodies considered in this study range from 3Ĭ10-3 to 0.90 for all 

the analyses. Therefore, it can be said that piping is not critical for the embankment 

dams taken into account in this research.  

4.2 Uncertainty Based Analyses 

This part of the study presents the sensitivity analyses for steady-state seepage 

through different types of embankment dams. One-at-a-time sensitivity analyses are 

conducted to investigate the individual effects of hydraulic conductivity and van 

Genuchten fitting parameters, Ŭ and n on the steady-state seepage. In other words, 

the sensitivity of the flow to variation of these parameters is investigated. In each 

set of simulation, one selected parameter is kept random varying with three different 

coefficient of variation values, which are COVr, 0.5COVr and 2.0COVr, in which 

COVr is the recommended COV value for the selected parameter in the literature. 

The other parameters are kept constant at their mean values. The variation of the 

parameters depend on many soil properties, such as texture, grain size distribution, 

water content distribution, etc., which are hard to accurately assess. By selecting 
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three COV values for each parameter, it is assumed that all possible variation 

degrees of parameters are accounted in simulations. 

The algorithm presented in the previous chapter is applied on three hypothetical 

embankment dams, which are two homogeneous dams and a simple zoned dam. The 

geometric properties of dams are determined using related design specifications 

(United States Bureau of Reclamation (USBR) 1987) depending on their height and 

material types. The properties of the dams considered in the sensitivity analyses are 

presented in Table 4.1. The foundations of the embankments are considered to be 

impervious; therefore, only the seepage through their bodies are evaluated. A total 

number of 36 cases are investigated; 9 for Hypothetical example 1: Dam 1, 18 for 

Hypothetical example 2: Dam 2, and 9 for Hypothetical example 3: Dam 3. Each 

case represents spatial variation of a selected parameter (i.e. K or Ŭ or n) of a soil 

type (i.e. sandy clay or gravelly sand). The cases and their corresponding parameter 

properties are given in Table 4.2. This table also indicates the references which are 

used to obtain the statistical properties of the parameters (i.e. the mean and the 

COV). The determination of the statistical properties of the random variables was 

explained in Section 3.4. 

Table 4.1 The properties of hypothetical dams considered for sensitivity analyses 

of steady-state seepage. 

 Type Material 
Height 

(m) 

Side slopes 

U/S  

slope 

D/S 

slope 

Dam 1 Homogeneous Sandy clay (SC) 25 1V:3.0H 1V:2.0H 

Dam 2 Simple zoned 

Shell: Gravelly 

sand (GS) 

Core: Clay (C) 

20 1V:3.0H 1V:2.5H 

Dam 3 Homogeneous Gravelly sand (GS) 20 1V:3.0H 1V:2.5H 

      Note: U/S: Upstream; D/S: Downstream, V: Vertical, H: Horizontal 

In Monte Carlo simulation technique, the number of the simulations affect the 

accuracy of the results. When the coefficient of variation of output parameter 

stabilizes, the number of the simulations can be said to be adequate. In this study, 

the adequacy of the number of realizations is checked by calculating the coefficient 
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of variation of the flow rate passing through the dam body for various simulation 

numbers.  

Figure 4.5 shows the change of COV(Q) with respect to number of simulations for 

Hypothetical Example 1. From the figure it is clear that COV(Q) stabilizes after 

around 500 iterations. Therefore, for each application at least 500 Monte Carlo 

simulations are conducted.  

 

Figure 4.5 The change of coefficient of variation of the flow rate with respect to 

number of Monte Carlo simulations. 
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from a box-plot illustration (Williamson et al. 1989). In a box-plot, the lower and 
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Table 4.2 Cases considered for sensitivity analyses of steady-state seepage and 

corresponding statistical properties of soils. 

 
Case  

No. 

Parameter 

Reference 
K Ŭ n 

Õ 

(m/s) 
COV 

Õ 

(cm-1) 
COV Õ COV 

D
a

m
 1

 

(S
a

n
d

y
 c

la
y )

 

1 3.33Ĭ10-7 1.17 0.027 N/A 1.23 N/A 

(Carsel 

and 

Parrish 

1988; 

Fredlund 

2005) 

2 3.33Ĭ10-7 2.33 0.027 N/A 1.23 N/A 

3 3.33Ĭ10-7 4.66 0.027 N/A 1.23 N/A 

4 3.33Ĭ10-7 N/A 0.027 0.32 1.23 N/A 

5 3.33Ĭ10-7 N/A 0.027 0.63 1.23 N/A 

6 3.33Ĭ10-7 N/A 0.027 1.26 1.23 N/A 

7 3.33Ĭ10-7 N/A 0.027 N/A 1.23 0.04 

8 3.33Ĭ10-7 N/A 0.027 N/A 1.23 0.08 

9 3.33Ĭ10-7 N/A 0.027 N/A 1.23 0.16 

D
a

m
 2

 

C
la

y  

10 7.22Ĭ10-7 1.35 0.02 N/A 1.31 N/A 

(Carsel 

and 

Parrish 

1988; 

Fredlund 

2005) 

11 7.22Ĭ10-7 2.70 0.02 N/A 1.31 N/A 

12 7.22Ĭ10-7 5.40 0.02 N/A 1.31 N/A 

16 7.22Ĭ10-7 N/A 0.02 0.4 1.31 N/A 

17 7.22Ĭ10-7 N/A 0.02 0.8 1.31 N/A 

18 7.22Ĭ10-7 N/A 0.02 1.6 1.31 N/A 

22 7.22Ĭ10-7 N/A 0.02 N/A 1.31 0.035 

23 7.22Ĭ10-7 N/A 0.02 N/A 1.31 0.070 

24 7.22Ĭ10-7 N/A 0.02 N/A 1.31 0.140 

G
ra

ve
lly

 s
a
n
d  

13 8.80Ĭ10-5 0.02 0.08 N/A 2.45 N/A 

(Zeng et 

al. 2012) 

14 8.80Ĭ10-5 0.04 0.08 N/A 2.45 N/A 

15 8.80Ĭ10-5 0.08 0.08 N/A 2.45 N/A 

19 8.80Ĭ10-5 N/A 0.08 0.02 2.45 N/A 

20 8.80Ĭ10-5 N/A 0.08 0.04 2.45 N/A 

21 8.80Ĭ10-5 N/A 0.08 0.08 2.45 N/A 

25 8.80Ĭ10-5 N/A 0.08 N/A 2.45 0.022 

26 8.80Ĭ10-5 N/A 0.08 N/A 2.45 0.044 

27 8.80Ĭ10-5 N/A 0.08 N/A 2.45 0.088 

D
a

m
 3

 

(G
ra

v
e

lly
 s

a
n

d
) 

28 8.80Ĭ10-5 0.02 0.08 N/A 2.45 N/A 

(Zeng et 

al. 2012) 

29 8.80Ĭ10-5 0.04 0.08 N/A 2.45 N/A 

30 8.80Ĭ10-5 0.08 0.08 N/A 2.45 N/A 

31 8.80Ĭ10-5 N/A 0.08 0.02 2.45 N/A 

32 8.80Ĭ10-5 N/A 0.08 0.04 2.45 N/A 

33 8.80Ĭ10-5 N/A 0.08 0.08 2.45 N/A 

34 8.80Ĭ10-5 N/A 0.08 N/A 2.45 0.022 

35 8.80Ĭ10-5 N/A 0.08 N/A 2.45 0.044 

36 8.80Ĭ10-5 N/A 0.08 N/A 2.45 0.088 

Note: N/A (Not Applicable) indicates deterministic treatment of the corresponding 

variable with its mean value. 
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The use of box-plots helped interpretation of the effects of variation of the 

parameters on the seepage rate. Also, flow rates are compared with those obtained 

from the deterministic model to discuss the random variables whose variability have 

significant impacts on the seepage. This is to recommend which variables can be 

treated deterministically and others as random in future steady-state seepage 

analysis of embankment dams. 

4.2.1 Hypothetical Example 1: Dam 1 

In this example, the sensitivity of the steady-state seepage through a 25 m high 

homogeneous dam made of sandy clay, resting on an impervious foundation is 

examined. The geometry and the boundary conditions of the dam is shown in  

Figure 4.6. The constant upstream total head is 20 m and there is no tailwater. The 

cases considered for the analysis and their corresponding parameter statistics are 

shown in Table 4.2. A total of nine cases (i.e. Case 1 to Case 9 in Table 4.2) are 

considered for Dam 1. The effects of variation of;  

¶ K are investigated in Case 1 to Case 3, 

¶ Ŭ are investigated in Case 4 to Case 6, 

¶ n are investigated in Case 7 to Case 9. 

 

Figure 4.6 The geometry and boundary conditions of Dam 1. 
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In total, 4500 (9Ĭ500) simulations are conducted for the example. The seepage rate 

results obtained for these cases are presented with box-plots supplied in Figure 4.7. 

The seepage rate computed with the deterministic model, keeping the parameters 

constant at their mean values is presented with a continuous line on Figure 4.7. Also, 

descriptive statistics of the seepage rate for these cases are given in Table 4.3.  

The results of Cases 1 to 3 showed that the variation of hydraulic conductivity have 

substantial impacts on the steady-state seepage. Particularly, the increase in 

variation of K results in sharp decrease in the flow rate. When COV of K increases, 

the variation of the flow rate (i.e. COV(Q)) and its probability distribution skewness 

increases. Also, significant differences are observed between the deterministically 

computed flow rate and the mean flow rates of Cases 1 to 3. The difference between 

the mean and deterministic flow rates reaches up to 50% when variation coefficient 

of K is doubled. The reason for this result is explained in Section 4.3. 

However, as it is clear from the results of Case 4 to 9 that, individual variabilities of 

Ŭ and n cause negligible effects on the steady-state seepage. For these cases, the 

mean, minimum and maximum seepage rates are very close to each other and to the 

deterministic seepage rate. Also, no effect is observed on the probabilistic nature of 

the seepage. This means the uncertainty of Ŭ and n has negligible effects on the 

steady-state seepage of the example problem (see Table 4.3).  

It should be noted that, the hydraulic conductivity is varied between the COV values 

of 1.17 and 4.66; however, the variation of the output parameter, COV(Q) is 

computed to change between 0.05 and 0.12. Therefore, it can be said that the system 

has the ability of decreasing the variation of the input parameter. 
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Figure 4.7 The box-plots of the seepage rate for Case 1 to Case 9. 

 

Table 4.3 The descriptive statistics of the seepage rate for Case 1 to Case 9. 

Case 

No. 

Range and mean 

(m3/day) COV(Q) Skewness Kurtosis 

% difference 

b/w mean & 

deterministic Q Max Min Õ 

1 0.077 0.055 0.065 0.05 0.25 0.22 15.0 

2 0.073 0.041 0.051 0.09 0.42 0.58 33.1 

3 0.051 0.027 0.036 0.12 0.56 0.54 52.6 

4 0.077 0.077 0.077 0.00 -0.49 -0.73 0.0 

5 0.077 0.077 0.077 0.00 -0.04 -0.08 0.0 

6 0.077 0.077 0.077 0.00 -0.46 0.90 0.2 

7 0.077 0.077 0.077 0.00 -0.02 -0.10 0.0 

8 0.077 0.076 0.077 0.00 -1.01 5.40 0.1 

9 0.077 0.076 0.077 0.00 -0.19 1.74 0.1 
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4.2.2 Hypothetical Example 2: Dam 2 

A sensitivity analysis is conducted for steady-state seepage through a 20 m high 

simple zoned embankment dam given in Figure 4.8. The dam is composed of two 

materials: gravelly sand for the shell and clay for the core. A constant 16 m of total 

head is assigned as the upstream boundary condition, whereas there is no tailwater 

at the downstream. The cases considered for Dam 2 and their corresponding 

parameter statistics are given in Table 4.2. For eighteen cases (i.e. Case 10 to Case 

27 in Table 4.2), a total number of 9000 (18Ĭ500) Monte Carlo simulations are held. 

The influences of the variation degree of; 

¶ K are investigated for; 

o clay in Case 10 to Case 12, 

o gravelly sand in Case 13 to Case 15. 

¶ Ŭ are investigated for; 

o clay in Case 16 to Case 18, 

o gravelly sand in Case 19 to Case 21. 

¶ n are investigated for; 

o clay in Case 22 to Case 24, 

o gravelly sand in Case 25 to Case 27. 

 

Figure 4.8 The geometry and boundary conditions of Dam 2. 

Clay 

(C) 

1V:3.0H 1V:2.5H 
20 m 

3 m 

20 m 

2 m 
2 m 

Gravelly 

sand (GS) 
Gravelly 

sand (GS) 16 m 

Impervious foundation 
A 

B 

C D 

E 

Constant head  

boundary (line AB) 

No flow  

boundary (line AE) 

Seepage face  

boundary (line DE) 

1V:0.425H 



 

40 

 

The computed seepage rates for these cases together with the deterministic seepage 

result are illustrated with box-plots in Figure 4.9. The descriptive statistics of the 

flow rate are also supplied in Table 4.4. The box-plots of Cases 10 to 12 showed 

that the variation of hydraulic conductivity of the core material has considerable 

effects on steady-state seepage. Increase in COV of K results in a sharp decrease in 

the flux. The mean seepage rates resulting from the varying hydraulic conductivity 

of clay are 13% to 50% smaller than deterministically computed seepage (see Cases 

10 to 12 in Table 4.4). For Case 12, even the maximum seepage rate that can be 

observed is smaller than the deterministically computed seepage. However, no 

similar effects are observed for the variation of hydraulic conductivity of the shell 

material. There is no significant difference between the mean flow rates computed 

for Cases 13 to 15 and the deterministic flux (see Table 4.4). This can be attributed 

to the difference between hydraulic conductivities and COV values of clay and 

gravelly sand. Gravelly sand has a lower variation in its properties, which result in 

insignificant effects on the seepage.  

For the problem considered, the behavior of the seepage is highly dependent on the 

hydraulic characteristics of the core material. The flow quantity is found to be 

governed by the properties of the clay, which has much smaller permeability and 

higher variability. The increase in COV(K) of clay results in a decrease in seepage 

quantity and increase in its variation degree.  

The investigation of Cases 16 to 27 shows that the variability in van Genuchten 

parameters, Ŭ and n for clay and gravelly sand causes insignificant changes on the 

flow. The mean flow rates for these cases are very close to the deterministically 

computed flow rate, which make their impacts negligible. Although the COV of Ŭ 

and n increased to certain levels, no change is observed in the variation of the flow 

rate. 

It is also seen that there is no direct relationship between the asymmetry (i.e. 

skewness and kurtosis) of the probability distributions of the seepage rate and the 

variation of input parameters (see Table 4.4). 
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Figure 4.9 The box-plots of the seepage rate for Case 10 to Case 27. 

Table 4.4 The descriptive statistics of the seepage rate for Case 10 to Case 27. 

Case 

No. 

Range and mean 

(m3/day) COV(Q) Skewness Kurtosis 

% difference 

b/w mean & 

deterministic Q Max Min Õ 

10 0.570 0.311 0.441 0.09 -0.25 0.42 12.7 

11 0.575 0.181 0.349 0.16 -0.10 1.71 30.8 

12 0.464 0.149 0.252 0.24 0.74 0.29 50.1 

13 0.590 0.414 0.517 0.07 -0.59 0.22 2.5 

14 0.626 0.415 0.517 0.07 -0.51 0.29 2.4 

15 0.587 0.405 0.518 0.07 -0.63 0.22 2.7 

16 0.582 0.415 0.516 0.07 -0.48 -0.43 2.1 

17 0.593 0.417 0.512 0.09 -0.49 -0.76 1.5 

18 0.596 0.432 0.521 0.07 -0.01 -0.98 3.2 

19 0.590 0.413 0.518 0.07 -0.67 0.35 2.7 

20 0.588 0.414 0.514 0.07 -0.40 0.04 1.9 

21 0.591 0.413 0.513 0.07 -0.73 0.43 1.7 

22 0.592 0.414 0.516 0.07 -0.60 0.25 2.2 

23 0.584 0.413 0.515 0.07 -0.64 0.15 2.1 

24 0.591 0.413 0.516 0.07 -0.47 0.12 2.2 

25 0.615 0.402 0.498 0.08 0.25 -0.75 1.4 

26 0.606 0.394 0.499 0.09 0.09 -0.85 1.1 

27 0.604 0.410 0.501 0.09 0.06 -0.87 0.8 
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4.2.3 Hypothetical Example 3: Dam 3 

The sensitivity analysis of the current part is conducted to distinguish the variation 

effects of input parameters of different soil types. The starting point of this example 

is the results obtained from the sensitivity analysis held in the previous section (i.e. 

sensitivity analysis held on Dam 2). In this analysis, it was found that the variation 

of input parameters (i.e. K, Ŭ and n) of gravelly sand has no substantial effects on 

steady-state seepage. To justify this finding, a homogeneous dam similar to Dam 2 

is considered with a fill material composed of only gravelly sand. Although it is 

obvious that this is not a realistic dam material since it is highly permeable, it will 

provide a mean for investigating parameter variation effects of highly permeable 

materials. The cross-sectional view of the dam is presented in Figure 4.10. For the 

seepage through the dam, 4500 (9Ĭ500) number of samples are solved via MCS for 

nine cases, which are Case 28 to Case 36 in Table 4.2. The variation impacts of 

gravelly sandôs; 

¶ K are investigated in Case 28 to Case 30, 

¶ Ŭ are investigated in Case 31 to Case 33, 

¶ n are investigated in Case 34 to Case 36. 

 

Figure 4.10 The geometry and boundary conditions of Dam 3. 
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The box-plots of the seepage rate data obtained from Monte Carlo simulations are 

illustrated in Figure 4.11. The figure also demonstrates the deterministically 

computed seepage rate through the dam body. The descriptive statistics of the flow 

are provided in Table 4.5.  

It is observed from the figure that, the flow decreasing effect of hydraulic 

conductivity variation found in the previous analyses (i.e. sensitivity analyses held 

on Dam 1 and Dam 2) almost disappeared in this example. There is no difference 

between the mean seepage rates and the deterministically computed one for all 

cases. The reason for this may be the lower variation degree of the parameters of 

gravelly sand. Their COV values are smaller, resulting in slight changes in the 

parameter values assigned to the nodes of the domain. This may have caused a kind 

of homogeneity in the flow domain. The increase in the variation of K only results 

an increase in the range of observed flow rates.  

Similarly and expectedly, the variation of Ŭ and n resulted in no significant change 

in the flow rate. Although their variations are increased to certain levels, no change 

is observed in the mean flow rate and its variation. 
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Figure 4.11 The box-plots of the seepage rate for Case 28 to Case 36. 

 

Table 4.5 The descriptive statistics of the seepage rate for Case 28 to Case 36. 

Case 

No. 

Range and mean 

(m3/day) COV(Q) Skewness Kurtosis 

% difference 

b/w mean & 

deterministic Q Max Min Õ 

28 14.10 14.07 14.09 

0.00 

-0.15 -0.18 0.0 

29 14.12 14.05 14.08 -0.16 -0.05 0.0 

30 14.14 14.01 14.08 -0.04 0.22 0.1 

31 14.09 14.09 14.09 0.04 0.10 0.0 

32 14.09 14.09 14.09 0.07 -0.30 0.0 

33 14.09 14.08 14.09 -0.18 0.49 0.0 

34 14.09 14.08 14.08 0.02 0.03 0.0 

35 14.09 14.08 14.08 -0.07 0.35 0.0 

36 14.09 14.08 14.08 0.01 -0.08 0.0 
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4.3 Discussion 

The sensitivity analyses conducted for different embankment dam geometries and 

material types showed that the effects of van Genuchten parameters on steady-state 

seepage is negligibly small for the tested COV ranges. The resulting mean seepage 

rates, when Ŭ and n are varied, are seen to be very close to deterministic rate. The 

percent differences between these flows are computed to be smaller than 3.2% (see 

the last columns of Table 4.3, Table 4.4 and Table 4.5). Therefore, treatment of van 

Genuchten parameters as deterministic variables in steady-state seepage analysis of 

embankments dams appears to be reasonable for the material types considered in 

the study. 

However, for fine grained materials having higher variations in its properties, the 

variation of hydraulic conductivity is found to have substantial effects; resulting a 

decrease in the mean seepage rate up to 50% when compared with the deterministic 

seepage. For these materials, the flow decreases as the variability of K increases. It 

is clear that when the variation of hydraulic conductivity is very high, the 

permeability of the nodes in the flow domain rapidly changes from one to another. 

This results in irregular and relatively long flow paths and consequently smaller 

seepage rates. Conversely, lower variations of K may result in homogeneity through 

the dam resulting a seepage behavior similar to that observed in the deterministic 

model. Similar results were found in the research of Ahmed (2009) and he 

concluded that a core may not be needed if highly variable materials are used as the 

fill material in embankment dams. It can be concluded that the hydraulic 

conductivity uncertainty should be considered by treating it as a random variable in 

steady-state seepage analyses through embankment dams.  

It is seen that the degree of variation of K, Ŭ and n strongly depends on the material 

type. The coefficient of variation of parameters decreases when the grain size of the 

material increases (see Table 4.2). The sensitivity analysis conducted for Dam 3 

showed that if the fill material of the embankment is only composed of coarse soil 
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particles having lower property variations, the steady-state seepage analysis can be 

conducted using deterministic models.   

The hydraulic conductivity of soils having finer particles, such as clay, silt, silty and 

clayey soils, etc., is governed by highly variable space organization of their minerals 

or aggregates and varying pore sizes (Meunier 2005) which result in higher 

variations in the hydraulic conductivity. Therefore, treatment of hydraulic 

conductivity as a random variable is recommended if the embankment material is 

composed of such materials.
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CHAPTER 5 

 

 

 UNCERTAINTY BASED TR ANSIENT SEEPAGE ANAL YSES 

 

 

 

In this study, the sensitivity of the transient seepage is also investigated with a series 

of analyses which are similar to sensitivity analyses conducted for the steady-state 

seepage. The same procedure is applied here: one parameter is randomly varied 

while others are kept constant (i.e. one-at-a time analysis) to investigate what effects 

are produced on the transient seepage. To this end, a homogeneous embankment 

dam composed of sandy clay is considered. The dam height is 25 m, and its base 

width is 133 m. The upstream and downstream slopes are 1V:3.0H and 1V:2.0H, 

respectively. The bottom boundary of the flow domain is assumed to be no flow 

boundary, and there is no tailwater at the downstream side. Also, the surface along 

the downstream slope is considered as seepage face boundary. The dam is shown 

with its geometry and boundary conditions in Figure 5.1. 

The dam is subjected to two different transient conditions: rapid drawdown and 

rapid fill. Therefore, the total head at the upstream changes with time depending on 

the condition. Both conditions are considered to occur individually. It is assumed 

that no successive event occurred after these conditions until steady-state flow 

conditions are reached. Therefore, they are purely independent events.  

Nine different cases, each one investigating the variation effect of a parameter on 

the seepage, are analyzed. The cases and their parameter properties are given in 

Table 5.1. Similar to the previous sensitivity analysis conducted for the steady-state 

seepage, one parameter is made random with three COV values and others are kept 
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constant at their mean values. For example, for Case 1 to 3 parameters Ŭ and n are 

fixed at their mean values 0.027 cm-1 and 1.23, respectively, whereas the hydraulic 

conductivity, K is assumed to be random having a mean 0.029 m/day and COV 

values 1.17, 2.33 and 4.66.  

 

Figure 5.1 The geometry, sections and initial conditions of the dam considered for 

sensitivity analyses on transient seepage. 

Table 5.1 Cases considered for sensitivity analyses of transient seepage and 

corresponding statistical properties of the soil. 

Case 

No. 

Parameter 
Reference 

K Ŭ n 

Õ (m/s) COV Õ (cm-1) COV Õ COV 

(Carsel and 

Parrish 1988; 

Fredlund 

2005) 

1 3.33Ĭ10-7 1.17 0.027 N/A 1.23 N/A 

2 3.33Ĭ10-7 2.33 0.027 N/A 1.23 N/A 

3 3.33Ĭ10-7 4.66 0.027 N/A 1.23 N/A 

4 3.33Ĭ10-7 N/A 0.027 0.32 1.23 N/A 

5 3.33Ĭ10-7 N/A 0.027 0.63 1.23 N/A 

6 3.33Ĭ10-7 N/A 0.027 1.26 1.23 N/A 

7 3.33Ĭ10-7 N/A 0.027 N/A 1.23 0.04 

8 3.33Ĭ10-7 N/A 0.027 N/A 1.23 0.08 

9 3.33Ĭ10-7 N/A 0.027 N/A 1.23 0.16 

Note: N/A (Not Applicable) indicates deterministic treatment of the 

corresponding variable with its mean value. 
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For each case, the transient seepage through the dam is stochastically analyzed 

conducting 500 number of MCS. Therefore, 4500 (9Ĭ500) samples are solved for 

each rapid drawdown and rapid fill cases. In total, 9000 simulations are held for the 

current sensitivity analyses. 

During transient flow conditions, generally varying fluxes are observed through the 

dam body for a given time. For an instant, the seepage rate may both increase and 

decrease at different sections. Therefore, to consider the spatial variability the 

seepage, flow results are obtained for five sections through the dam body. The 

sections are located at 30 m, 50 m, 70 m, 90 m and 110 m from the heel of the 

structure. These sections are termed as Section 1, Section 2, Section 3, Section 4, 

and Section 5, respectively (see Figure 5.1). Also, the seepage results are derived 

for three time steps of the simulation duration: one from the initial state, one from 

the intermediate state and another from the final state. Similarly, results are 

presented in box-plots to examine the variation effects of the parameters. The 

deterministic model results are also used for comparison purposes. 

5.1 Rapid Drawdown Case 

For the rapid drawdown case, a total head of 23 m is assigned to the upstream face 

of the dam given in Figure 5.1 as an initial condition. Then, the total head is 

decreased from 23 m to 1 m in four days, linearly. Such a drawdown rate is common 

for most flood detention dams subject to recession period of a flood. The graphical 

representation of the boundary condition is presented in Figure 5.2. 

The duration of the simulation is determined as 2500 days, which is a sufficient time 

for the flow to reach a condition where almost no changes are observed between two 

successive time steps at all sections. In other words, at the end of the simulation, 

almost steady-state conditions are observed for the flow. The simulation duration of 

the analysis is determined from the deterministic model of the problem. The change 

of the deterministic seepage rate with respect to time at sections are given in  
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Figure 5.3 for the case. It clear from this figure that after 2500 days, the seepage rate 

at sections do not change considerably with respect to time. 

 

Figure 5.2 The upstream boundary condition for the rapid drawdown case 

 

Figure 5.3 The change of the deterministic flow rate with respect to time for the 

rapid drawdown case. 
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The phreatic surface of the seepage obtained from the deterministic model for the 

rapid drawdown case is presented in Figure 5.4 to Figure 5.6. The phreatic surface 

and velocity vectors can be seen from these figures for times t= 68 days, 1152 days 

and 2500 days, which correspond to 3%, 46% and 100% of the total simulation 

duration, respectively. This figure demonstrates the seepage tendency of the dam 

and enables analytical evaluation of results obtained from stochastic the analysis. 

For example, it is clear from this figure that the velocity vectors at Section 3 is 

considerably small for all times resulting in relatively and negligibly small flow 

rates at the section. Also, at the end of the simulation (i.e. when t=2500 days) 

insignificantly low flow rates are observed for all sections. Similar results are 

expected and obtained from the stochastic analysis. 
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Figure 5.4 The phreatic surface, pore water pressure contours and velocity vectors of deterministic seepage for rapid drawdown 

when t=68 days.
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Figure 5.5 The phreatic surface, pore water pressure contours and velocity vectors of deterministic seepage for rapid drawdown 

when t=1152 days. 
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Figure 5.6 The phreatic surface, pore water pressure contours and velocity vectors of deterministic seepage for rapid drawdown 

when t=2500 days. 
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