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ABSTRACT

BIASED PROPORTIONAL NAVIGATION GUIDANCE
FOR IMPACT ANGLE CONTROL
WITH EXTENSION TO THREE-DIMENSIONAL ENGAGEMENTS

Koray Savas Erer
Ph.D., Department of Mechanical Engineering
Supervisor: Prof. Dr. M. Kemal Ozgdren

Co-Supervisor: Dr. Osman Merttopcuoglu

February 2015, 174 pages

This work shows that the impact angle can be controlled by means of bias addition to
pure proportional navigation guidance commands. After obtaining the closed-form
solution of the nonlinear differential equations governing the engagement kinematics
between a pursuer and a stationary target, it is shown that the proposed strategy
corresponds to the optimal solution in the linear domain. Three alternative guidance
laws that do not require the time to go are proposed. The first law constitutes a two-
phased approach, where the bias is removed after obtaining proper pursuit
conditions. The second law, which makes use of the range-to-go information, and the
third law, which leads to an exponentially decaying error profile, are single-phased
approaches that do not suffer from the open-loop nature of the first one in its second
phase. The framework of this study allows the treatment of both the look angle and
the acceleration constraints in such a way that the impact angle capacity
corresponding to any engagement geometry can be analyzed. In addition to a
complete but impractical formulation, a feasible constrained guidance solution is
presented. A single-gain range observer that addresses the observability issue in a

convenient manner is formulated to supplement the trajectory shaping effort. The



case of moving targets is dealt with by means of constructing the collision triangle.
Two different schemes are considered based on the rotations of the absolute and
relative velocity vectors. The plane-pursuit midcourse guidance method proposed to
confine a general engagement scenario to a single plane facilitates the extension to

three-dimensional engagements.

Keywords: Impact Angle, Proportional Navigation, Bias, Constrained Guidance,

Three-Dimensional Engagement
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EK TERIMLI ORANSAL SEYRUSEFER GUDUM ILE
CARPMA ACISI KONTROLU
VE UC BOYUTLU ESLESMELERE UYARLANMASI

Koray Savas Erer
Doktora, Makina Miihendisligi Bolimii
Tez Yéneticisi: Prof. Dr. M. Kemal Ozgoren
Ortak Tez Yoneticisi: Dr. Osman Merttopguoglu

Subat 2015, 174 sayfa

Bu calisma, ¢arpma agisinin, saf oransal seyriisefer giidiim komutlarina ek terim
eklenmesiyle kontrol edilebilecegini gostermektedir. Takipgi ve sabit bir hedef
arasindaki eslesme kinematigini yoneten dogrusal olmayan diferansiyel denklemlerin
¢ozlimiinlin elde edilmesinden sonra, Onerilen yontemin dogrusal ortamdaki en
uygun ¢oziime karsilik geldigi gosterilmektedir. Kalan siireye ihtiya¢ duymayan ii¢
adet alternatif giidiim kanunu 6nerilmektedir. Birinci kanun, ek terimin uygun takip
kosullarinin elde edilmesiyle kaldirildigr iki fazli bir yaklasimdir. Kalan mesafe
bilgisini kullanan ikinci kanun ve hatanin tstel sekilde eritilmesini saglayan ii¢lincii
kanun, tek fazli yaklasimlardir ve birincinin ikinci fazdaki agik dongii dogasinin
benzerine maruz kalmazlar. Bu calismanin gatisi, bakis agis1 ve ivme kisitlarinin
degerlendirmeye alinmasina izin vermektedir; herhangi bir eslesme geometrisine ait
carpma agis1 kapasitesi analiz edilebilir. Eksiksiz fakat elverigsiz bir formiilasyonun
yant sira, uygulanabilirligi olan bir kisit altinda giidiim ¢6ziimii sunulmaktadir.
Gozlemlenebilirlik sorununu uygun sekilde ele alan tek kazangli bir menzil
gozlemcisi, yoriinge sekillendirmeyi desteklemek adimna kurgulanmistir. Hareketli

hedeflere iligkin durum, carpisma iiggeninin kurulmasiyla ¢oztilmektedir. Mutlak ve
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bagil hiz vektorlerinin doniislerine dayanan iki farkli yontem degerlendirilmektedir.
Genel bir eslesme senaryosunu tek bir diizleme hapsederek iic boyuta uyarlamayi

saglamasi i¢in diizlem takip adi verilen bir arafaz giidiim yontemi onerilmektedir.

Anahtar Kelimeler: Carpma Agisi, Oransal Seyriisefer, EK Terim, Kisit Altinda
Giidiim, U¢ Boyutlu Eslesme
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CHAPTER 1

INTRODUCTION

The primary requirement of the terminal guidance process is that it must lead the
pursuer to the target. In addition to this, the application of interest might necessitate
other objectives. For example, the secondary objective could be approaching the
target from a specific direction. Depending on the application, being able to control
the shape of the trajectory and consequently the impact geometry might mean one or
a combination of the following: exploiting the weak points of the target, increasing
the warhead effectiveness, avoiding directional defense mechanisms, adjusting the

time of arrival, or reducing the collateral damage, etc.

The rule of parallel navigation can be considered to deal with the primary
requirement. This rule states that two objects will eventually meet if the line of sight
(LOS) connecting them does not rotate with respect to an inertial frame of reference
[1]. Hence, a pursuer that successfully implements this geometric rule must capture

its target.

Proportional navigation (PN) is a guidance law that implements the parallel
navigation rule [1]. It has been the most frequently utilized guidance law in guided
missiles owing to its simple nature, effectiveness and ease of implementation [2].
There are several kinds of PN classified according to the direction of the applied
acceleration [3]. Two well-known forms are named as true PN (TPN) [4] and pure
PN (PPN) [5]. In TPN, the acceleration vector is normal to the LOS. In PPN, it is
normal to the velocity vector of the pursuer. This is a distinct advantage for
endoatmospheric vehicles since no change of speed is required [6]. The PPN logic is
simple: The inertial rotation rate of the pursuer velocity vector is required to be equal
to the inertial rotation rate of the LOS multiplied by a navigation gain. It is known

that PPN can capture a nonmaneuvering target for almost all initial conditions [5]
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and the closed-form solution of such an engagement is in the form of a uniformly
convergent infinite product [7]. Another form of PN is ideal PN (IPN) [8], where the

acceleration vector is defined to be normal to the relative velocity vector.

Under the action of PPN guidance, the impact angle, i.e. the final value of the path
angle corresponding to the velocity vector of the pursuer, is determined by the initial
conditions [5]. This implies that it is possible to obtain a desired impact angle by
constructing the required initial geometry. However, being possible does not mean
being feasible. In fact, there will be limited authority on initial conditions in a
realistic situation, if any at all. A viable alternative to adjusting the initial conditions
is what is called “trajectory shaping” [2]. This phrase refers to the control action
performed by the pursuer in order to modify its otherwise direct course towards the
target.

This is where the subject of this dissertation becomes relevant. In this work,
trajectory shaping is accomplished by means of bias addition to the PPN guidance
law. The idea that the impact angle can be controlled via such a biased PPN (BPPN)
approach originates from the observation that the existence of gravity, which is
usually compensated by biasing the guidance command, has a dramatic effect on the
shape of the trajectory.

Before moving on, the reader should note that this is an application-oriented writing.
The purpose is to provide practically implementable solutions to the problem of
impact angle control. This statement should not be misinterpreted. For some systems,
it might be the case that none of the methods presented here will be applicable at all.
Nevertheless, judging from his personal experience, the author hopes that the
practical contributions of this work will be more than insignificant to the guidance

community.



1.1. Definition of the Basic Problem

Figure 1.1 depicts the planar engagement between a stationary target T and its
pursuer P, where r is the range. The speed of the pursuer is v, y being the path angle.
The angle between the velocity vector and the LOS is the look angle & whereas A
denotes the LOS angle. The angles are positive in counter-clockwise direction. The

inertial coordinates are represented by x and y.

a: input
v
—_—— — — 2/___A\§
P ~J¢
'\'\.\_r
y NN
e

Figure 1.1 Planar engagement between a stationary target and its pursuer

The guidance objective is to finally capture the target; r, =0, with a desired value of
the path angle, i.e. with a desired impact angle; y; = y;,. Subscript f and subscript d
denote the final and desired values, respectively. The control action is enabled by a,
which is the acceleration component of T operating in a direction perpendicular to
the velocity vector. The speed is free to vary under the action of several factors such

as gravity and drag, but not with the control input.

At this point, one might be tempted to think that the guidance objectives stated above
can be accomplished through trajectory planning since the target is stationary. There
are, however, two potential problems with this point of view. Firstly, the position of
the target may not be available. Secondly, the target might decide to move. The

solution to these problems is to use a seeker head that, as an essential component of a



tactical missile, supplies information about the engagement geometry. For example, a
gimballed imaging infrared seeker that provides the LOS angle and its rate would

especially suit to the methods described in this writing.

1.2. Literature Review

A considerable number of works focusing on impact angle guidance found in the
literature have their foundations within the framework of the optimal control theory.
This group is typically characterized with a running cost involving the square of the
control input that needs to be minimized. Usually, the resulting guidance laws are
functions of the problematic variable termed time to go, which is in general not
available. In an early example called “perfect rendezvous” [9], the aim was to
intercept the target with no vertical velocity component, which may correspond to
tail-chase or head-on type of engagements. In another early study [10], where it was
demonstrated how the optimal control approach made it possible to compensate for
pursuer dynamics in a systematic manner and the issue of control saturation was also
investigated. The lift and drag characteristics were taken into account in deriving the
k-guidance law presented in [11], where the analytical forms of the time-varying
guidance gains followed from the nature of the performance index penalizing low
terminal velocities. In [12], where the final time was a part of the cost function, the
nonlinear impact angle control problem was solved with the assumption of available
target trajectory. The unknown parameters in the analytically derived guidance law
were obtained from a numerical solution. A minimum-time control solution was
presented in [13], where the optimal trajectory in the lag-free case turned out to be a
straight line in between circular paths, which were traversed with maximum
acceleration. The problem was formulated for a missile decelerating according to a
specific equation in [14]. Optimal impact angle control laws were generalized for
arbitrary system order and the problem of time-to-go estimation based on closed
form trajectory solutions was addressed in [15]. The integrand of the cost function
proposed in [16] was inversely proportional to some power of the time to go, which
provided additional degree of freedom in trajectory shaping. The same performance

index was considered in [17] to derive guidance laws to be used by lag-free and first-
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order systems, respectively, along with a time-to-go estimation method
corresponding to the former law. The impact time and angle guidance law derived in
[18] had the interesting property that jerk commands were issued instead of the usual
acceleration commands. In [19], a different point of view was adopted in that the
body angle of the missile instead of its path angle was used as the control variable by
taking the angle-of-attack dynamics into account. The state-dependent Riccati-
equation-based control law given in [20] was obtained as a function of both the range
to go and the time to go. In one of the few examples of directly considering the
seeker field-of-view limit in the design of an impact angle control law [21], the
solution dictated switching action so as to keep the look angle constant in between
phases of unconstrained optimal guidance. The integrand of the running cost in [22]
was formulated as the square of the ratio of the control input to the time-varying
acceleration constraint, the expected profile of which was calculated using an
iterative process. The boundary value problem with final time specified was
numerically solved in [23]. The method proposed in [24] transformed a dynamic
optimization problem to a static optimization problem, which was then solved in an
iterative manner. References [9], [10], [13], [15-19], [21] and [22] used linear

formulations for derivation.

There are also other forms of impact angle guidance laws which do not claim
optimality. Some of these might readily be identified as a variant of the PN guidance
law. There are others which are, for example, based on the sliding-mode control
methodology and yet others that make use of geometrical concepts. The first attempt
in this direction seems to be the scheme proposed in [25], which attempted to
enhance the PN law with the addition of a bias term as a function of the range to go,
which is yet another problematic variable. In another noteworthy contribution [26],
the pursuer, whose aerodynamic behavior was taken into account, was guided toward
the stationary target by means of PN applied in two orthogonal planes with adaptive
usage of the navigation gains. In [27], the guidance law sought convergence to a
circular path by utilizing the PN law with a specific value of the navigation gain.
Two-phased guidance schemes were proposed in [28] and [29], where the objective
of the first phase was to provide proper initial angular conditions for the second

phase governed by PN. The difference between these two studies is the way the first

5



phases were handled: The former employed PN whereas a polynomial trajectory was
followed in the latter. In [30], the idea in [28] was extended to deal with target
movement by considering the fact that the pursuer and target velocity components
normal to the LOS must be equal at the final instant. Another two-phased structure
was presented in [31] and [32], where the PN law was enhanced with bias addition
during the first phase to be able to shape the trajectory. A sliding-mode separated
guidance and control approach was formulated in [33], where the guidance command
had two components respectively for reaching and remaining on the sliding surface.
The study in [34] established a purely geometric guidance law for lateral impact
without the need for the LOS rate, a usually indispensable signal in guidance design.
The law proposed in [35] was structured as a polynomial function of the time to go,
where it was advised that the guidance gains be selected based on the worst case
scenario so that the acceleration and body referenced look angle limits were not
violated. In [36], the idea in [31] and [32] was extended to moving targets with the
help of the expected collision triangle concept. The formulation in [37] derived an
optimal solution by setting out with a bias-enhanced PN command and arriving at a
full biasing tactic with continuous feedback. A bias shaping method compatible with
[31] and [32] was introduced in [38] to be able to cope with the look angle and
acceleration limits. In [39], inspired by the form of the linear optimal control, a
guidance law was heuristically developed and extended to three dimensions. The
guidance law in [40] was realized with path angle commands instead of the
conventional method of using acceleration commands. Accordingly, the LOS angle
instead of its rate was utilized in the formulation; yet, the LOS rate may also be
included to account for the autopilot lag. A range-dependent guidance law was
proposed in [41], where a time-to-go estimation procedure was also proposed. In
[42], a geometrical three-point guidance method was proposed, where the logic was
based upon maintaining a specified value of the inscribed angle without the need for
the LOS rate signal. The switched-gain PN scheme developed in [43] solved the
problem under the look angle and acceleration constraints. A comparison of unbiased
and biased formulations of PN was made in [44], where the look angle constraint was
considered directly. Only references [35] and [37] used linear formulations for

derivation.



The foundations of this work can be found in [29], where the concept of PPN impact
angle was presented, and in [31], where it was shown that the impact angle could be
controlled by biasing the PPN law. The studies in [32], [36] and [44] have been

follow-ups to these initial efforts.

1.3. Detailed Outline

Chapter 2 is where the analytical background of the BPPN guidance law is explored.
In the first section, the nonlinear differential equation set governing the engagement
kinematics between a BPPN-guided pursuer and its stationary target is obtained,
where the states happen to be the nondimensional range and the look angle. This set
is firstly brought to a nondimensional form and then solved by sacrificing the time
information. The analytical expressions for several important variables are derived.
A stability criterion is developed based on the behavior of the state plane trajectories.
In the next section, the reference ground-to-ground engagement geometry, which is
to be used in most of the example scenarios, is defined. After defining the
performance index referred to as the total control effort, the results of simulation runs
demonstrating the main characteristics of the BPPN law are presented. Also, the
optimal solution for the reference engagement geometry, which will serve as the
benchmark scenario in the rest of the text, is compared with the lowest-cost BPPN
solution. The last section departs from the nonlinear domain to provide some linear
insight. As a first item, the picture of the state plane in the neighborhood of the
equilibrium point of the nonlinear system is presented. Then, the interest is shifted to
the ever-popular issue of optimality. Adopting the total control effort as the cost
function, the open-loop control corresponding to the two-point boundary value
problem is solved. It is then shown that the linearized form of BPPN is equivalent to
the optimal control. The chapter is concluded by revealing that the bias is actually a

form of disturbance acting on the PN guidance loop.

Chapter 3 introduces the BPPN-based guidance laws for impact angle control. The
formulations for the BPPN impact angle and the potential impact angle function are

developed in the first section. The second section introduces three different impact
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angle guidance laws based on BPPN. The first method involves switching from
BPPN to PPN when proper angular conditions are obtained. This discontinuous
structure renders the second phase open loop as far as the impact angle control
process is concerned. In the second method, the amount of bias is determined
according to the range to go, which may be supplied by a range estimator. In the
third method, the bias is applied in such a way that PPN impact angle error
diminishes as a first-order system. Engagement scenarios driven by these guidance
laws are simulated here under ideal conditions. The third section, on the other hand,

focuses on performance evaluation under several realistic forms of disturbance.

Chapter 4 investigates the problem of constrained impact angle control. In this
problem, the look angle and the acceleration limitations of the pursuer are directly
taken into account. It is shown that in the case where the speed is not constant, the
concept of constant maximum lift coefficient may be summoned to handle the
acceleration constraint properly. The important outcome of the first section is an
algebraic equation that relates the BPPN navigation gain to the physical limits. After
numerically solving this equation, which is obtained using the available analytical
basis, the guidance parameters that lead to the full utilization of the resources can be
calculated. It is then possible to compute the impact angle this fully-utilized guidance
process will lead to. As an example, the impact angle contours corresponding to the
reference engagement geometry are presented. In the next section, the discontinuous
BPPN structure is considered instead of the continuous one. The formulation for the
physically constrained impact angle problem is derived but not solved due to its
uncooperative nature. The absence of a proper solution is compensated in the last
section. It is shown that the constrained guidance problem may be relaxed by not
considering both constraints simultaneously. The proposed approach involves
dealing firstly with the look angle constraint and then checking whether the

acceleration constraint gets violated while trying to reach the desired impact angle.

Chapter 5 discusses a single-gain range observer that is formulated to estimate the
range to a stationary target based on seeker and angular inertial navigation system
(INS) data. This tool finds its direct application in one of the guidance laws presented



in the Chapter 3. The structure of the range observer is presented in the first section

and its performance is tested under various factors in the second section.

Chapter 6 is an extension of the subject to briefly cover the moving targets. With the
assumption of known target velocity vector, the collision triangle concept introduced
in the first section proves useful in this case. Unlike the previously reported cases,
the impact angle control loop may be regarded as open because the target
information is not updated during the engagement. Two alternative implementations
are presented in the second and third sections. The first one is adapted from the
BPPN-based solution and hence, it does not comply with the analytical guidelines
exploited hitherto since the target is not stationary anymore. The second one, on the
other hand, is made to comply by adopting another methodology based on IPN. The
biased IPN (BIPN) logic is implemented through a PPN-like guidance law. In the last
section, ideal and disturbed scenarios are simulated to demonstrate the effectiveness

of the proposed solutions.

Chapter 7 is devoted to a midcourse guidance method called plane pursuit, which is
useful in extending the proposed impact angle control scheme to three-dimensional
(3-D) space. Since BPPN has planar implementation logic, the engagement must be
made planar before attempting to control the impact angle. In the first section, the
target is stationary and a guidance strategy based on the lag-compensation
methodology is proposed. The results of nonlinear simulation runs governed by the
linear controller are presented. Also, the details of how a desired 3-D impact
direction can be achieved are presented. The exemplified impact angle guidance law
is the discontinuous one; hence, the total number of phases amounts to three along
with the plane-pursuit guidance. In the second section, the target is not stationary and
a guidance strategy based on the lead-compensation methodology is proposed.

Nonlinear simulation runs are performed with the linear controller.



1.4. Contributions

The contributions of this thesis study may be summarized as follows:

The BPPN impact angle control methodology does not rely on the concept of
linearization as many other studies do; it is a nonlinear guidance technique.
Unlike the widespread optimal guidance methods, the BPPN approach does
not rely on the time-to-go information to control the impact angle; only the
rate of the LOS angle is sufficient.

All of the three BPPN-based guidance schemes devised to control the impact
angle against a stationary target can be implemented in a real system.

Both the look angle constraint and the acceleration constraint are treated
properly.

The range observer formulated as a supplementary tool is a simple and
efficient way to estimate the range to a stationary target.

The PPN-like guidance law that implements the IPN-based solution
introduced to cover the moving targets is, to the author’s knowledge, a novel
formulation.

The plane-pursuit approach developed to confine the 3-D engagement
geometry to a plane in space may be used in conjunction with any other 2-D

guidance law.
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CHAPTER 2

BIASED PURE PROPORTIONAL NAVIGATION FOR
TRAJECTORY SHAPING

This chapter aspires to familiarize the reader with the basics of the BPPN guidance

law, which constitutes an efficient basis for impact angle control.

2.1. Analytical Background

Since there are two degrees of freedom associated with the movement of a point in
the plane, two differential equations are required to initiate the mathematical
manipulation. A visual inspection of Figure 1.1 suggests that a polar representation

with rand A could be suitable. Accordingly, the first differential equation is directly

written as

F=-vcos(y—A4) (2.1)

where the dot operator represents derivative with respect to time, i.e. d/dt. This
differential equation is self-explanatory. The second one, however, might not be so
and it will thus be derived below. One can start with the LOS angle:

A=tan™" (:—VJ (2.2)

where 1, and r, are respectively the x and y components of vector r that is directed

from P to T. Noting that r, =—v, and ¥, =—v, due to the stationary target, where v,
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and v, are respectively the x and y components of v, the LOS angle rate can be

obtained by differentiating Eq. (2.2) as

On the other hand, the look angle is

e=y—-A

Application of the sine function to both sides yields

sing =sinycosA—cosysin A

Referring to Figure 1.1, the equation above can be rewritten as

t‘XVy — I’yVX £

r:2 v

sing =

(2.3)

(2.4)

(2.5)

(2.6)

A comparison with Eq. (2.3) will reveal the second differential equation. So, the

nonlinear differential equation set governing the engagement geometry is written as

I =—VvCcoSse

ri=-vsing

2.7)

(2.8)

where the first equation directly follows from the combination of Eq. (2.1) and Eq.

(2.4).

The PPN guidance law is expressed as [5]
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7=NA (2.9)

where N is referred to as the navigation gain. The BPPN guidance law, upon which

this piece of writing is founded, can be obtained by adding a bias term:

7=NA+b (2.10)

where b denotes the bias value.
Before proceeding, the following should be noted:

a=vy (2.11)

This basic relationship can be derived by considering the infinitesimal amount of
rotation caused by an acceleration vector acting perpendicular to the velocity vector

of a point for an infinitesimal amount of time.

Moving on; the time derivative of Eq. (2.4) is

é‘:}}—ﬂl (2.12)

The combination of this equation and Eq. (2.10) modifies Eq. (2.7) and Eq. (2.8) as

I =-vcose (2.13)

g:—(N—l)v¥+b (2.14)

It may be appreciated that a nondimensional differential equation set would facilitate
a more general understanding of BPPN kinematics. Therefore, two new variables, the

nondimensional range and time, are introduced as
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Pl 15)

dz =|b|dt (2.16)

Here, it is important to note that p is a positive quantity and that the following is so

defined that it is constant:
B= 9 (2.17)
Y

Now, after the change of variables defined in Eq. (2.15) and Eq. (2.16), Eqg. (2.13)
and Eq. (2.14) can be expressed as

p =—Ccos¢ (2.18)

y:—(N—n§%5+a (2.19)

where the prime operator represents derivative with respect to the nondimensional
time, i.e. d/dz. o denotes the sign of b and is therefore constant even though b may

be varying. The equilibrium points of this system are readily seen to be

po=t—— (2.20)

(2.21)

where k =+1,+3,15...

The differential equation set in Eq. (2.18) and Eqg. (2.19) need to be integrated to
obtain information on how the state variables £ and p change as the engagement
progresses. To circumvent the unfavorable integration process in the time domain,
Eq. (2.19) is divided to Eq. (2.18) to yield
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d . sing
—sing=(N-1)—-0o (2.22)
i (N-1)=

The solution of this differential equation can be shown to assume the following form

sing=cp" "+ P (2.23)

N-2

Here, c is an integration constant that defines the family of state plane trajectories.

This solution is obviously invalid for N =2, in which case it becomes

sine=p(-clnp+c) (2.24)

Moreover, the transformation in Eq. (2.15) modifies Eq. (2.10) as
yV'=NA+o (2.25)
and Eq. (2.4) leads to

g=y -1 (2.26)

The combination of Eq. (2.25) and Eqg. (2.26) yields

, N&'-o

2.27
V=N 1 (2.27)
Combination of this equation with Eq. (2.19) gives
y=-NME L 5 (2.28)
Y2,
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For N = 2, substituting the sine term from Eq. (2.23) gives

20
'=—cNp" P ——— 2.29
y PN 2 (2.29)

Here, the path angle rate is with respect to the nondimensional time; the dimensional
form, which is the scaled form of the acceleration, can be obtained via Eq. (2.16). It
Is important to note that the equations indicate nonzero acceleration at the final
instant if the bias is still present. The derivative of Eq. (2.29) with respect to the

nondimensional range can be written as

%y’:—CN(N -2)p"7° (2.30)

This last equation may be considered to be some form of jerk, i.e. the derivative of
the acceleration, and its behavior towards the end of the engagement might have

important implications. The limit of Eq. (2.30) as o goes to zero is

.d , (0 ifN>3
'p'ino@?—{ioo if N <3 (2.31)

As seen, the limit goes to infinity when the