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Sustainable development relying on sustainable and renewable energy systems is 

becoming one of the major policies of many countries. This forces the policy makers 

to establish many reforms and revolutions, which evolve electricity markets into a 

more competitive form.  The competitive environment results in surging electricity 

demand and supply that brings in a critical challenge: uncertainty. In this thesis, the 

uncertainties with respect to prices and demand in the market are explored by using 

stochastic portfolio optimization and robust optimization techniques.  

A stochastic optimization model is developed to maximize the overall expected profit 

in the electricity market by generating possible stochastic electricity supply and 

demand curves. Stochastic electricity supply curves of prices are generated by using 

Ornstein-Uhlenbeck mean-reverting process and running Monte-Carlo simulations. 

In order to overcome the drawbacks of this model, a second model is developed by 

using robust optimization techniques. This model handles uncertainties both in 

supply-demand balance of electricity and in renewable energy resources. The supply-

demand balance of electricity is explored by using a novel hybrid approach: 

Wavelet-Multivariate Adaptive Regression Splines (in short: W~MARS). This 

method forecasts day-ahead electricity prices by considering the challenges such as 

high volatility, high frequency, nonstationarity and multiple seasonality.  Then, we 
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refine W~MARS by a novel robust optimization model, called Robust W~MARS (in 

short: R~W~MARS), which ensures sustainability and renewability by projecting 

ellipsoidal uncertainty. The models developed in the thesis are tested by using real 

electricity market data. Concluding remarks on the models and an outlook to future 

studies are presented at the end of the thesis. 

 

 

Keywords: Electricity market; stochastic portfolio optimization; Ornstein-Uhlenbeck 

mean-reverting process; electricity price modeling, wavelet transform, Multivariate 

Adaptive Regression Splines, robust optimization, ellipsoidal uncertainty, 

W~MARS, R~W~MARS 
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S¿rd¿r¿lebilir ve yenilenebilir enerji sistemlerine dayanan s¿rd¿r¿lebilir geliĸme 

bir­ok ¿lkenin esas politikalarēndan biri haline gelmektedir.  Bu durum politikacēlarē, 

elektrik piyasalarēnē daha rekabet­i bir hale getiren reformlar ve kºkl¿ deĵiĸiklikler 

yapmaya zorlamaktadēr. Rekabet­i ortam ise dalgalē elektrik arz ve talebine neden 

olmakta, bu da belirsizlik gibi kritik bir zorluĵu beraberinde getirmektedir.  Bu tezde, 

piyasadaki belirsizlikler rastsal portfºy optimizasyonu ve g¿rb¿z optimizasyon 

yºntemleri kullanēlarak incelenmiĸtir.   

Olasē rastsal elektrik arz ve talep eĵrileri oluĸturarak elektrik piyasasēndaki k©rē 

maksimize eden bir rastsal optimizasyon modeli geliĸtirilmiĸtir.  Rastsal elektrik 

talep eĵrileri Ornstein-Uhlenbeck ortalama gerileme s¿reci ve Monte-Carlo 

benzetimi kullanēlarak oluĸturulmuĸtur.  Bu modeldeki eksiklikleri gidermek i­in 

g¿rb¿z optimizasyon teknikleri kullanēlarak ikinci bir model geliĸtirilmiĸtir.  Bu 

model hem arz-talep dengesindeki hem de yenilenebilir enerji kaynaklarēndaki 

belirsizlikleri ele almaktadēr.  Elektrik arz-talep dengesi, yeni hybrid bir yaklaĸēm 

olan Dalgacēk-¢ok deĵiĸkenli Uyarlanabilir Regresyon Uzanēmlarē (kēsaca 

W~MARS) kullanēlarak incelenmiĸtir.  Bu yºntem, y¿ksek dalgalanma, y¿ksek 

frekans, duraĵan olmama ve ­ok mevsimsellik gibi  zorluklarē gºz ºn¿nde 

bulundurarak bir sonraki g¿n¿n elektrik fiyatlarēnē tahmin etmektedir.  W~MARS, 



 x 

eliptik belirsizliklerin izd¿ĸ¿m¿n¿ alarak s¿rd¿r¿lebilirliĵi ve yenilenebilirliĵi temin 

eden, G¿rb¿z W~MARS (kēsaca R~W~MARS) olarak adlandērēlan yeni bir g¿rb¿z 

optimizasyon modeliyle iyileĸtirilmiĸtir.  Tezde geliĸtirilen modeler ger­ek elektrik 

piysasē verileri kullanēlarak test edilmiĸtir. Tez sonunda modeller ile ilgili tespitler ve 

gelecek ­alēĸmalar ile ilgili ºngºr¿ler sunulmuĸtur. 
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CHAPTER 1 
 

 

 

INTRODUCTION  
 

 

 

1.1 Scope and Motivation 

A typical energy system is a complicated structure comprising of production of 

electricity (i.e., conversion of energy resources to electricity), distribution of 

electricity across a grid structure, transport of energy resources, and all other 

interactions with the external world, namely the policy makers, end users, 

environment, and the energy sources. Figure 1.1 depicts these interactions.  

Regarding an energy system, sustainability and renewability are the main concerns of 

the policy makers in many countries.  However, especially two factors ï dependency 

on fossil fuels (mainly oil) and contribution to global warming through emission of 

greenhouse gases (GHG) ï are restraining the countries to achieve a sustainable and 

renewable energy system.  The contemporary approach in reducing the dependency 

on fossil fuels and emission of GHGs, thus achieving a sustainable energy system, is 

to utilize renewable electricity generation technologies.  

To propose solutions for this major problem in energy systems, researches, policy 

makers, and other partners mainly focus on managing the energy resources under 

certain constraints and assisting these efforts through improving energy policies and 

strategies. 

On the other hand, regarding to the complexity of the system (cf. Figure 1.1), it can 

be deduced that a single global method to handle the entire system may be infeasible.  

Accordingly, a reasonable approach is to develop solutions for the subsystems, which 

may be integrated to give a comprehensive solution.  

One of the major components of an energy system is the electricity market, which 

deals with the production and the pricing of electricity. Therefore, the main objective 

is to optimize the electricity market to determine the production portfolio subject to 

supply and demand constraints.  

These constraints are often highly volatile in electricity markets. In most of the 

electricity markets, many reforms and revolutions have been established by policy 

makers to solve this surging in electricity demands and supply. As a consequence, 

uncertainty appears as the main challenge in an electricity market optimization 

problem. One of the main sources of this uncertainty in demand and supply is the 
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competitive market structure. Moreover, in practice, it is often difficult to handle 

uncertainties without huge data sets, distributional assumptions, lengthy 

computational time, and excessive computational efforts.  

Thus, advanced mathematical methods and computationally efficient approaches are 

needed to handle these uncertainties. In the scope of this study, the uncertainties in 

the electricity market are explored and modeled by using stochastic and robust 

optimization techniques. The study especially focuses on novel computationally 

efficient approaches.  

 

 

Figure 1.1: Energy system and its interaction with external world (source: [77]). 

 

1.2 Objectives and Contributions of the Thesis  

Traditionally, electricity markets are analyzed using optimization models and 

forecasting models.  However, the uncertainties, especially in supply and demand, 

makes it difficult not only to optimize the diversity of the energy resources and 

power generation but also to determine electricity prices especially in the short-term.  

In addition, probability models of uncertainty and computations of multidimensional 

integrals related to expectations and probabilities are needed to be considered.  Since 

chance constrained models are non-convex and generally intractable, the main 

objective of the thesis is defined as 

¶ Developing a dynamic and robust model for electricity markets under 

uncertainties. 

As the first step to achieve this objective, a stochastic model is developed.  This 

stochastic model assumes a distribution based on the scenarios generated for supply 

and demand.  On the other hand, we observed that the computational effort is high 

since the model requires the generation of a vast number of scenarios.   
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Robust optimization is proposed as an alternative to figure out this problem. Noting 

that robust optimization should involve an effective method to forecast the 

parameters involved, a hybrid method merging wavelet transform and multivariate 

adaptive regression splines (W~MARS
1
) is developed, which does not require any 

distribution assumption.  On the other hand, the uncertainties in a system may be 

correlated or uncorrelated; mono-type or hybrid; single or multiple; interval, 

polyhedral, or ellipsoidal, etc. In our robust optimization model we propose an 

efficient method for modeling ellipsoidal, single/multiple, correlated/uncorrelated 

types of uncertainties. This approach is combined with W~MARS to give Robust 

W~MARS (R~W~MARS), which is capable of handling time-dependent 

uncertainties.  

We foresee that the robust optimization model developed in this study has the 

potential to be an integral part of a comprehensive energy system model. However, 

this requires that the robust optimization model yields sustainable results. To assess 

the sustainability of the results, it should be examined whether the model ensures 

security of energy demand and supply. To establish a background for this analysis, a 

study on energy security indicators is conducted at European Commission Joint 

Research Center Institute for Energy and Transport in the Netherlands. 

1.3 Organization of the Thesis 

The thesis is organized as follows:  

¶ Chapter 2 presents a review of existing approaches in electricity market 

optimization. 

¶ Chapter 3 presents the models developed. Stochastic portfolio optimization 

model and robust optimization model, R~W~MARS, are explained.  

Stochastic optimization model requires generation of possible electricity 

supply curves and demand curves.  Stochastic electricity supply curves 

thereby are modeled by Ornstein-Uhlenbeck mean-reverting process and 

running Monte-Carlo simulations.  

In R~W~MARS, a robust approach for handling the uncertainties is 

considered. As a part of R~W~MARS, W~MARS is used for estimating the 

electricity prices. 

¶ In Chapter 4, applications of the models described in Chapter 3 are presented. 

Both models are demonstrated using a descriptive data set. Data and the 

results are also presented in this chapter. 

                                                 

1
 In order to distinguish the abbreviation style of our method from the given notations of W-

RMARS, W-RCMARS, etc., which stand for Weak RMARS, Weak RCMARS, respectively 

[113], here, we use a ñ~ò, which is an icon of a ñwaveò. Therefore, we abbreviate to W~MARS, 

R~W~MARS, etc., in this thesis.  
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¶ Chapter 5 concludes the thesis by presenting a summary of the overall 

outputs and an outlook to future research.   
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CHAPTER 2 
 

 

 

REVIEW OF ELECTRICITY MARKET OPTIMIZATION 

METHODS 
 

 

 

Electricity market optimization models mainly aim to optimize the electricity 

generation portfolio, generally by maximizing the profit, while considering different 

parameters such as generator capacities, demand, supply and price.  

The parameters included in electricity market optimization problem are typically 

interrelated. Among these parameters, considering a spot market, electricity price is 

extremely important since the balance between the price and demand should be set 

on the day before. Therefore, forecasting of the next-day electricity price is critical 

for spot markets.  

This chapter is mainly dedicated to a review of existing methods in electricity market 

optimization and electricity price forecasting as a part of market optimization. On the 

other hand, considering electricity market as a major component of an energy 

system, we also find it useful to provide a brief review of energy system models in 

this chapter. 

The chapter is organized to present reviews of existing energy system models, 

electricity market optimization models, and forecasting models for next-day 

electricity markets respectively in the following sections. 

2.1 Energy System Models 

Energy systems are tremendously large structures that include exploration and 

mining of energy resources, conversion into useful forms, generation, transmission 

and distribution of electricity, production of heat, and conversion of resources into 

useful energy. Table 2.1 shows types of energy models considering different aspects. 

The ability to manage and control energy systems, which is very challenging 

especially when the geographical area is large, has both economical and 

environmental aspects. From oil crisis in 1970s to 2000s, many energy models were 

constructed regarding these concepts. Among these, Brookhaven Energy System 

Optimization Model (BESOM) is formulated as a linear programming model, whose 

objective can be defined as the minimization of system costs, the minimization of 

consumed resources or the minimization of emissions [36]. Although the model can 

be employed for regional systems, it is a static model, i.e., it comprises just one 
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period. Another model, which is Time-stepped Energy System Optimization Model 

(TESOM), is a multi-period model and is based on BESOM [93]. However, TESOM 

does not include multi-regional or inter-regional issues. Energy Technology 

Assessment (ETA) is developed for the integration of energy and economic aspects. 

ETA minimizes overall energy system costs with multi-period perspective, but 

cannot be employed for multi-regional form. ETA-MACRO is derived from ETA in 

order to calculate energy consumption and investment. Market Allocation Model 

(MARKAL) is another model that integrates energy and economy and is developed 

by International Energy Agency (IEA). MARKAL is a dynamic linear model that 

minimizes overall system costs [4,128]. A variety of different versions of MARKAL, 

such as stochastic, multi-region, emissions trading and macroeconomic version, are 

developed. Stanford Research Institute (SRI) and Generalized Equilibrium Modeling 

System (GEMS), which include an economic equilibrium between energy demand 

and supply, are network and equilibrium models, respectively. Energy Flow 

Optimization Model (EFOM) is the basic model that is developed in and for Europe 

[42,67]. EFOM, which minimizes system costs and energy balances, can be utilized 

for calculating the investment for infrastructure. EFOM can cover single or multiple 

regions and its time span can be modified as static or dynamic. However, there is no 

integration between economical aspects and the energy system in EFOM. EFOM is 

modified as EFOM-ENV to analyze environmental issues. However, this new 

version does not consider economical aspects [21]. PRIMES is a modular model that 

is developed for European Union (EU) countries [48]. This model can be used for 

forecasting of one period, because it is a static network model. MESSAGE is a 

different type of energy system model developed by International Institute of 

Applied Systems Analysis (IIASA) [20]. MESSAGE involves sub-modules for 

investment analysis and energy consumptions and minimizes the total energy related 

costs for fifty years planning horizon. The main disadvantage of this model is that 

sub-modules cannot work simultaneously.  

 

Table 2.1: Types of energy models [21]. 

General Purposes of Energy Models Specific Purposes of Energy Models 

To predict or forecast the future 

To explore the future (scenario analysis) 

To look back from the future to the present 

(ñbackcastingò) 

Energy Demand Models 

Energy Supply Models 

Impact Models 

Appraisal Models 

Analytical Approach  Geographical Coverage Sectoral Coverage 

Top-Down Models 

Bottom-Up Models 

Global 

Regional 

Single-sectoral models 

Multi -sectoral models 

 

Several authors have evaluated main renewable energy technologies by taking 

sustainability indicators into account. For instance, the paper [49] compares wind 

power, hydropower, photovoltaic and geothermal energy considering the price of 
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generated electricity, greenhouse gas emissions, availability of renewable energy 

resources, efficiency of energy conversion, land requirements, water consumption, 

and social impacts. The article [98] proposes strategies for a renewable and 

sustainable energy system considering technological improvements. The work [146] 

suggests a new perspective for a renewable and sustainable energy system. The 

authors conclude that wind and small hydroelectricity power plants are the most 

sustainable sources for the electricity generation.  

Constructing renewable and sustainable energy systems requires high investment 

costs. Therefore, a long-term planning of the investment strategies is very important. 

The article [34] proposes a community-scale renewable energy systemôs model and 

solves the mathematical model by using interval linear programming, chance-

constrained programming, and mixed integer-linear programming (MIP). The work 

[89] proposes a modified EFOM model to find optimal capacities of power plants 

and volumes of emissions trading with minimum cost and maximum robustness. The 

paper [125] utilizes MIP and three artificial intelligence techniques for network 

planning under the carbon emission trading program. The work [91] uses multi-

criteria decision making for assessing sustainability of renewable energy scenarios. 

The paper [105] proposes a multi-objective optimization model to choose the most 

cost-effective mix of renewable system by maximizing the contribution to the peak 

load and minimizing the combined intermittence. The article [41] proposes a 

modified EFOM model to analyze the policies for using renewable energy resources. 

There are also studies considering Turkish energy system. Starting of these efforts on 

modeling Turkish energy system date back to three decades ago. However, the 

models developed cannot describe Turkish energy systemôs current structure. As a 

consequence, energy policies and strategies cannot be developed based on a model. 

The first energy model for Turkey, which was constructed by Kavrakoĵlu et al. [85], 

is an MIP-based model and handles the country as a single bulk region. Modified 

version of ETA was implemented for Turkey by [16]. ETA-MACRO model was later 

implemented in Turkey as described in the paper [71]. In the second half of 1990s, 

energy-environment interaction [92], energy-environment-economy interactions are 

modeled [16,92]. In this progress, renewable and sustainable energy strategies and 

policies are not imposed on models. The analyses are made for political and strategic 

issues without taking mathematical planning and optimization into account. Most of 

the studies made until now show that only strategic aspects have been considered to 

analyze the conversion of clean energy. For instance, the article [86] proposes the 

renewable energy policies for Turkey and explains the role of political organizations 

that shape these policies. There also exists review studies for Turkish energy sector 

[112]. The article [83] proposes sustainable energy policies and utilization of the 

renewable energy sources for Turkey. It is also known that improving renewable 

energy technologies not only solves several energy related environmental problems 

but also helps sustaining the development. The optimization algorithms can be 

preferred as suitable tools for approaching complex renewable energy systems [19]. 

However, Turkish energy planning system is still lacking of an optimization 

algorithm for sustainable and renewable structure.  
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2.2 Electricity Market  Optimization  Models 

Many electricity markets have been evolving into spot markets only since the last 

decade. Therefore, there is not many integral electricity market optimization model 

considering all aspects of the market.  

Electricity market optimization studies in the literature utilize different approaches. 

In the papers [18,109] multi-stage stochastic portfolio optimization models under 

demand uncertainty are presented. However, in these works the authors did not cover 

uncertainties in production costs and their effects to electricity prices. The article 

[135] proposes a mixed-integer stochastic programming approach for the selection of 

power generation technology. However the method generates limited number of 

scenarios, which in turn affects the final results. The work [52] combines the 

management of electricity portfolios with financial risk factors. In another work, 

expected profit is maximized under uncertainties in inflow of hydropower plants and 

price [68]. However, the work excludes different types of generators. The model in 

the article [129] involves a multi-stage stochastic program, which considers different 

types of generation costs, investments, and the effect of gas market. The paper [162] 

develops a two-stage method, which optimizes both portfolio selection and 

conditional value at risk. The reader may refer to [104,149] for extensive reviews on 

stochastic programming of electricity and energy markets.  

In addition to these studies, there exist approaches regarding electricity markets 

based on game theory. These approaches are especially used for wholesale markets 

where the power generation companies directly sell electricity to customers. Here, 

companies can join and stay in a market individually (non-cooperative) or 

collaboratively (cooperative) in order to gain more profits [82,103,172]. These 

approaches are also extended to dynamic games, stochastic games, games with 

emission restrictions and combinations of these. For instance, behaviors of the 

collaborative market participant are analyzed for uncertain coalition values in [5,6]. 

Moreover, a new dynamic game theory model is presented by [97]. This study 

considers emission restrictions with collaborative market participants. Therefore, one 

model has been developed and called as the Kyoto game. Games with Kyoto 

restrictions are also discussed in [151]. The time-discrete dynamic structure of Kyoto 

game and its theoretic background are highlighted in [154,156]. The reader may refer 

to [33,45] for an extensive survey on these game-theory based approaches. 

Traditional methods like multistage stochastic programming for electricity planning 

models under dynamic and uncertain conditions result in computationally intractable 

models. These methods can also yield infeasible solutions even if small perturbations 

occur. Particularly this case can be observed in many energy planning models, since 

the majority of the literature assumes certain parameters for these models [17]. One 

of the major concerns for electricity planning is sustainability, which is directly 

related with scenario analyses. Robust and stochastic optimization approaches 

improve the capability of scenario analyses, because of the uncertainty sets defined 

for the input parameters. For instance, when the green-house gases (GHG) emission 

is desired to be projected through 40 years, an uncertainty set can be defined for 
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corresponding input parameters. The most important advantage of using robust 

optimization is to guarantee a feasible solution even when input parameters change 

from scenario to scenario. There are limited number of studies that use robust 

optimization in this field [17,89]. None of these studies involves multiple 

uncertainties in their model.  

2.3 Forecasting Models for Next-Day Electricity Market   

In this section, existing techniques are reviewed based on the classification shown in 

Figure 2.1.  Although these methods are commonly used for price forecasting, they 

can also be utilized to forecast demand.  The methods are classified mainly as time-

series based methods and game theory based methods.  Time-series based methods 

are further classified based on the existence of explanatory variables in the model.  

Comprehensive reviews on electricity price forecasting are available in the literature 

[33ï35]. Among these, especially the papers [33,34] focus on short-term forecasting. 

However, there is no substantial review work speciýc to next dayôs electricity price 

forecasting.   

 

 

Figure 2.1: Categorization of the methods used in next dayôs electricity price 

forecasting. 

 

2.3.1 Time-Series Models 

Time-series models are especially useful in handling common characteristics of next 

dayôs electricity price data, which are seasonality and high volatility, outliers, high 

rate of recurrence, and non-constant mean and variance [37].  Among time-series 

based models, based on the existence of explanatory variables, neural networks 

(NN), support vector machines (SVM), data mining, generalized autoregressive 
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conditional heteroskedasticity (GARCH), and dynamic regression (DR) are the 

methods with explanatory variables. On the other hand, wavelet transforms (WT) in 

frequency domain, autoregressive (AR) models, integrated (I) models, moving 

average (MA) models and their combinations (ARIMA, ARMA, ARMAX, etc.) in 

time domain are the methods without explanatory variables. Mathematical 

formulations of some of these models are given in Table A.1 for reference purposes.  

2.3.1.1 Time-Series Models with Explanatory Variables  

Time-series models with explanatory variables consider the factors such as electricity 

demand, fuel price, available generator capacities, temperature, and humidity, and 

identify their effects on the electricity prices.  These methods are categorized as 

artiýcial intelligence (AI) and regression-based methods.  

AI methods mimic human brain in order to train future prices by using electricity 

price history and the factors affecting the prices. Figure 2.2 schematically represents 

this process.  

 

 

Figure 2.2: Basic representation of a Neural Network. 

 

NN and its variations are the most commonly used methods among time-series based 

methods with explanatory variables.  NN is used in the papers [59,150] to forecasts 

next dayôs electricity price, with a focus on the weekends and public holidays in the 

latter work.  Artificial NN (ANN) is used in the articles [30,102,121,123,141,144] to 

forecasts electricity prices.  An ANN-based approach - Input-Output Hidden Markov 

Model (IOHMM) ï is used in the paper [65] to forecast next dayôs electricity price. 

Cascaded NN, which involves a chain of NN engines, is proposed in [11]. Fuzzy NN 

used in the work [7] is another method derived from NNs. NN yields smaller errors 

compared to DR, ARIMA, and transfer functions.  
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It is known that if there are no spikes in the prices, ANN gives better results.  

However, in case of spikes an enhanced probability neural network (EPNN) yields 

accurate results [95]. EPNN adds a new layer, summation, and a new process, 

orthogonal experimental design, to the network in order to decrease the forecast 

error.  

There are hybrid approaches that use AI philosophy. Support vector machines 

(SVM) and evolutionary algorithms (EA) are also used to forecast next dayôs 

electricity market. The article [56] uses a SVM algorithm with particle swarm 

optimization (PSO) for several electricity markets. Other combinations are made by 

[51] and [126]. In [126], the parameters of SVM are optimized by a genetic 

algorithm and results are obtained with acceptable accuracy. On the other hand, [51] 

uses a self-organized map network (SOM) to group the input data set as an 

unsupervised learning mechanism and SVM to ýt the training data as a supervised 

learning mechanism. NN and evolutionary algorithms with an iterative parameter 

search process are combined in article [10]. SVM, PSO and SOM are used together 

to forecast electricity prices in the article [107]. 

The forecasting methods based on regression model the relationship between 

electricity prices and the factors that affect the prices. Thus, electricity price can be 

estimated by using exogenous variables like demand. Dynamic regression and 

generalized autoregressive conditionally heteroskedastic (GARCH) method are the 

most common techniques in this category. However, in most studies, dynamic 

regression is used to compare the prediction performances. For instance, in [108], 

dynamic regression and transfer function methods are applied. The relationship 

between fundamental factors (such as demand, demand slope and curvature, demand 

volatility, excess of generation capacity, scarcity, price volatility, etc.) and their 

effects over time via several versions of regression are modeled in [84]. In [60], 

multivariate regression is used to analyze the effect of renewable energy to electricity 

prices. Forecasting is made by using GARCH method in [57]. GARCH seasonal 

dynamic factor analysis (GARCH-SeaDFA) [58] is a speciýc approach for the 

structure of electricity price data. The forecasting performance of GARCH models is 

especially better when volatility is included. Because of this fact, [70,72] use 

GARCH models for their analyses. 

Generalized additive models (GAM) are used to maximize quality of prediction via 

involving nonlinear effects [74,140]. The paper [130] uses generalized additive 

models via location, scale and shape estimation of speciýc time instances. The 

estimated parameters are used as an input for dynamically changing prices. Another 

approach is proposed in [116] by using the logic given in [63,64]. In [116], GAM 

generates an initial model of next dayôs price which is improved by a robust 

optimization technique. 

2.3.1.2 Time-Series Models without Explanatory Variables  

Electricity prices can be predicted by the models that do not involve explanatory 

variables. A classiýcation of these models can be made based on whether time 

domain or frequency domain is used. AR, ARIMA, and ARMA are the most 



 12 

frequently used time-based models. On the other hand, wavelet transform (WT) 

enlarges the time space to the time-frequency space. For instance, [9] applies WT as 

preprocessor in order to make this expansion and then to forecast prices with a better 

performance via combination of NN and EA. One of the main advantages of WT is 

that the method can decompose time-series in time and frequency. By considering 

this advantage, [22] proposes a WT with multi-resolution decomposition. The 

method performs better than single resolution forms. 

In liberal markets, electricity price data generally have a high frequency, non-

constant mean and variance, and multiple seasonality. Thus, AR, ARIMA and 

ARMA are very suitable methods for this kind of data. The ARIMA model proposed 

by [39] gives reasonable prediction errors for. In some studies, models without 

explanatory variables are combined with models with explanatory variables. For 

instance, [136] suggests a model by using ARMA extended by GARCH. Similarly, 

[38] proposes a WT-based model combined with ARIMA, and [137] presents a WT-

based model combined with ARIMA and GARCH. ARIMA and its variations are 

used in [32]. AR models with nonparametric extensions proposed in [159]. In [84], 

regression and AR are equipped with time-varying parameter effects. AR and 

regression models give better results when they include time-varying coefýcients. 

2.3.2 Simulation and Game Theory  

Game-theory and simulation-based methods are generally devoted to improve 

strategies for market participants. These methods are developed for predicting market 

operatorsô buying and selling bids. Moreover, simulation models try to imitate the 

real market and its conditions directly. For instance, [27] develops a market 

simulator for the Spanish market. The algorithm includes the following steps: (i) 

calculation of intersection of supply, demand and market clearing price for each hour 

in a day, (ii) assignment of selling bid, (iii) assignment of buying bid, (iv) acceptance 

of the bids if the maximum variation of the unit output between two consecutive 

hours is between the required limits, (v) veriýcation of bids for non-divisible quantity 

rule, (vi) veriýcation of minimum revenue rule. The algorithm used in [27] 

guarantees a feasible result. 

Game theory is generally used to determine bidding strategies. A generation of 

companiesô bidding strategies under operational constraints is investigated in [31]. A 

static game theory and a cost-minimization unit-commitment algorithm are 

developed for generating companies. Thus, the companies can analyze bidding 

strategies in the market. 

There are also combined versions of game theory and simulation in order to use the 

advantages of both methods. For example, [69] proposes a multi-agent based 

simulation model for physical power exchange markets. Stochastic control theory is 

used by [61], where a Cournot competition model is considered for bidding 

strategies. In addition, simulations are made to see long-term optimal strategies. 
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2.3.3 Other Approaches 

Forecasting next dayôs price is a challenging problem since the prices can be affected 

by many factors. As a consequence, different approaches are developed to tackle 

these issues and to suppress the disadvantages of classical methods. For instance, in 

[175], the market price is investigated for New York Independent System Operator 

day-ahead market with different demand values. Satisfactory predictions can be 

made for the Spanish electricity market by using weighted nearest neighbors [96]. A 

forecasting system with multi-component, which consists of a fuzzy inference 

system, an intelligent system, and least-squares estimation is developed by [94]. 

Designing the input vectors of electricity prices is an important issue that affects the 

forecasting performance. A hybrid NN model is proposed by [8] with a relief 

algorithm. This algorithm is used to select the features of the input vector. In order to 

handle daily seasonality, [147] uses a functional nonparametric model. Here, the 

electricity price is considered as the discrete-time realization of a continuous-time 

stochastic process. 

Forecasting of spikes in the prices is another issue in day-ahead electricity markets. 

In [13], a speciýc method that consists of a probabilistic NN and a hybrid neuro 

evolutionary system is developed. Another hybrid neuro-evolutionary system is 

developed in [12] to improve forecasting accuracy. A hybrid nonlinear chaotic 

dynamic and evolutionary strategy-based approach is developed in [143]. The article 

[15] uses autoregressive-moving-average model with exogenous inputs (ARMAX), 

where fuzzy logic is employed. A hybrid wavelet-ARIMA and radial basis function 

neural model is proposed in [131] to obtain an improved accuracy with less input 

data. Stochastic programming is also applied in price forecasting, especially, for 

bidding strategies. For instance, a quadratic mixed-integer stochastic programming 

model is proposed in [40] for optimal-4qbid strategies. In [53], a stochastic mixed-

integer linear programming model is used for the bidding problem. 

Among next-day electricity price forecasting methods, NN-based ones are the most 

common. Errors ranges involved in these NN-based methods and traditional methods 

such as AR, ARIMA, GARCH, linear regression (LR), and multiple regression (MR) 

are presented in Tables A.2 and A.3 for reference purposes.  

In some electricity markets, the explanatory variables (e.g., electricity demand, fuel 

price, available generator capacities, temperature, humidity) are highly affective. 

Especially in such systems, traditional methods yield signiýcant errors. The most 

critical factors affecting these systems are price history and electricity demand. Other 

common factors include resource prices, generator capacities, climate effects, and 

time slot. Factors affecting the prices are tabulated in Table A.4. These factors vary 

with respect to the market of concern. Among the electricity markets, mainly 

European markets - especially, the Spanish - are studied, which is triggered by the 

early revolution into a competitive market structure (cf. Table A.5). For a detailed 

review of the models presented here, the reader may refer to [167]. 
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CHAPTER 3 
 

 

 

MODELS DEVELOPED FOR  ELECTRICITY MARKET  

OPTIMIZATION  
 

 

 

This chapter mainly describes two electricity market optimization models, stochastic 

optimization model and robust optimization model, developed in this thesis.   

The stochastic optimization model is based on the generation of supply and demand 

scenarios for a given set of market data.  In this model, Ornstein-Uhlenbeck mean-

reverting process and Monte-Carlo simulations are used to model stochastic supply 

curves.  

As a part of robust optimization model, we developed a hybrid model merging 

wavelet transform and multivariate adaptive regression splines (W~MARS) to 

forecast the parameters involved in the system. This model is combined with an 

efficient method for modeling uncertainties in the system to give the robust 

counterpart of W~MARS (called R~W~MARS). 

Stochastic optimization model and robust optimization model, including a detailed 

explanation of W~MARS and R~W~MARS, are presented, respectively, in the 

following sections. 

3.1 Stochastic Optimization Model 

Countries aim to create economically efficient electricity portfolios considering two 

basic energy security indicators - affordability and availability - while preventing any 

energy shortage.  However, due to uncertainties both in supply and demand, 

stochastic optimization techniques are often required in creating the portfolio.   

Here, a novel stochastic and simulation based method, which utilized Ornstein-

Uhlenbeck mean-reverting process and Monte-Carlo simulations, is described.  The 

methodology involves generation of stochastic supply curves for different scenarios 

by considering the power-generation techniques. These scenarios are incorporated in 

a stochastic mixed-integer portfolio optimization model to maximize the profit and to 

obtain the most economic diversity of energy resources.  

Figure 3.1 illustrates the approach used in the stochastic optimization model.  Inputs 

of the model include the supply curves, demand scenarios, and the power plant 

capacities.  This optimization model maximizes the expected profit under specified 

constraints to give optimal market prices and quantities.  
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The main contribution of the method presented here is in modeling of the electricity 

supply curves and their integration into a stochastic mixed-integer optimization 

model. The supply curves are constructed as piecewise linear functions and market 

prices are determined by considering electricity production costs, electricity demand, 

natural gas prices, exchange rates, and generator types. Modeling of the supply and 

the demand curves and the stochastic portfolio optimization model are described in 

the following subsections. 

 

 
Figure 3.1: Approach in the stochastic electricity market optimization model.  

 

3.1.1 Modeling the Supply and the Demand Curves 

The supply and the demand curves especially determine the optimal market outcome, 

i.e., the price and quantity for a good [120,145].  

A merit-order curve is usually employed to represent the total electricity supply 

when defining the market. Such a curve presents the marginal costs and capacities of 

all generators and ranges from the least expensive to the most expensive unit. The 

generation technology and the fuel used are the main causes for the marginal costs. 

For instance, usually gas power plants have higher production costs compared to 

hydropower and nuclear power plants. Figure 3.2 illustrates such a merit-order curve, 

where solar electricity generators have the least production cost and oil-based 

electricity generators have the highest production cost. In this figure, the intersection 

of the supply curve defined by the merit-order curve and the demand determines the 

optimal market outcome. Energy companies, whose production costs are lower than 

the market price, produce as much as possible, considering their available capacities. 

Since the production costs among the plants are different, any producer with the 

lowest production cost earns relatively more than any other producer with relatively 
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higher production cost. Accordingly, for the demand scenario in Figure 3.2, producer 

5 stands just at the breakeven point whereas producers 1-4 generate profit. Therefore, 

the remaining plants should not operate for the market to make a total profit. When 

the demand becomes low, power plants with higher operating costs standstill, which 

results in lower total production costs, hence, in a lower electricity price. On the 

contrary, when there is an increase in demand, the power plants with higher costs are 

needed to satisfy the demand; this results in a higher electricity price. However, the 

electricity production and demand are also affected by uncertainties. Therefore, 

different stochastic scenarios for the supply and demand curves are modeled instead 

of a deterministic approach to generate different possible optimal market outcomes 

and profits. 

 

 

Figure 3.2: Integrated electricity supply and demand. 

 

3.1.1.1 Modeling the Supply Curve 

Considering common resources for electricity generation (cf. Figure 3.2), natural gas 

is especially important. Worldwide, natural gas is traded in USD and the prices are 

generally set by the Henry Hub, which is an important distribution hub on natural gas 

pipeline in the USA. However, natural gas prices are highly volatile [66]. Therefore, 

since gas-fired power plants have high production costs, the supply curve must be 

considered as a stochastic parameter, especially, for the markets, which are highly 

dependent on gas-fired power plants.  

For a generic electricity market, the electricity consumption may be billed in a 

currency different than USD. Therefore, stochastic foreign exchange rates between 

USD and the local currency must also be considered when determining the supply 

curve. In order to obtain production cost and supply curve scenarios for each 

electricity producer, Monte-Carlo simulation technique is used to obtain consistent 

and unbiased estimators [90,111]. Each scenario is generated by considering the 

effect of stochasticity in natural gas prices and exchange rates. For this purpose, 
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well-known Ornstein-Uhlenbeck mean-reverting process is used since commodities 

like oil and gas, and the exchange rates mostly exhibit mean reversion [142]. This 

implies that they tend to return to a long-term mean over time. The Ornstein-

Uhlenbeck mean-reverting process is defined as  

( ) ,t t t tdS L S d dWa s= - +  (3.1) 

where ů > 0 and Ŭ > 0. Here, ( )
0t t

S
²

 is the price process of a risky asset, namely, 

( )
0t t

W
²

 is a standard Brownian motion, and ů is a constant volatility. L is the long-

term mean of the process St, to which it reverts over time, and Ŭ ñmeasuresò the 

ñspeedò of mean-reversion. The explicit solution of this process is [62] 
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Here, S0 denotes the initial price at time 0t= . Through a regression analysis, the 

parameter Ŭ can be estimated. Similarly, if a mean-reversion process is assumed, the 

volatility ů may be estimated from historical data. For a detailed analysis and 

discussion about parameter estimation of the Ornstein-Uhlenbeck mean-reverting 

process, readers may refer to [157,158]. 

Instead of constructing scenario trees for each parameter separately, a two-

dimensional scenario tree is constructed (cf. Figure 3.3) to have a computationally 

efficient scenario generation procedure. Natural gas prices and exchange rates are 

generated simultaneously for each time step. By running and combining scenarios for 

the natural gas prices and exchange rates, k m n³ = scenarios are generated at each 

time step. Here, k is the number of gas price scenarios, m is the number of exchange 

rate scenarios, and n is the total number of scenarios per time step. Kolmogorov-

Smirnov (uniform) distance is used while generating scenarios [47,75,119]. 

For each simulated gas price and exchange scenario, discrete supply curves are 

modeled as piecewise linear functions between each producer. The intersection of the 

supply curves with the demand curves resulted in different optimum market 

outcomes and profits. One illustrative piecewise linear power supply curve is shown 

in Figure 3.4(a). For this particular case, the intersection of the mean demand 

scenario and the supply curve resulted in a market price indicated by the dash lines in 

Figure 3.4, meaning that power producers 1-4 can provide all of their available 

capacities and power producer 5 only one part of his capacity. For this scenario, total 

profit is found by calculating the area between the dash line and the piecewise linear 

supply curves. By using this approach, a total number of k m³  supply scenarios are 

generated for each time period. Figure 3.4(b) presents illustrative piecewise supply 

curves for all scenarios. 
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Figure 3.3: Two-dimensional scenario tree. 

 

 

Figure 3.4: Illustrative piecewise supply curves; (a) for a particular scenario,  

(b) for all scenarios.  

 

 



 20 

3.1.1.2 Modeling the Demand Curve 

The electricity demand typically consists of a base load, a middle load and a peak 

load. The base load is defined as the permanently demanded power during 24 hours 

and 365 days per year, whereas the middle load is the power which is additionally 

demanded to the base load during some hours per day. Finally, the peak load 

represents the power which is demanded only in few hours and/or days per year. 

Typically the peak loads occur at 12 p.m. and 6 p.m. daily.  In summary, there is high 

variation in the electricity demand between peak times (day) and off-peak times 

(night); and between the seasons (winter and summer). Daily variation is basically 

caused by the decrease in the need for electricity consumption by most of the 

companies and households. Hence, the electricity demand is the lowest in mid-night.  

On the other hand, seasonal variation is caused by the use of electric heaters or air 

conditioners during very hot or very cold periods of the year. For most of the 

consumers, the elasticity of the demand is very low. This is because of the lack of 

substitutes for energy and the costumers overrating the product.   

Overall electricity consumption is modeled for each time period.  To have the mean 

deterministic demand forecast, a growth factor is determined by using the geometric 

mean formula and multiplying it with the demand of the previous period. To include 

the variability of this forecast, the approximate standard deviations from this mean 

demand scenario are calculated and included. As a result, one deterministic demand, 

one high-demand and one low-demand scenario are obtained. Figure 3.5 presents an 

illustrative example showing deterministic, low- and high-demand scenarios. 

 

 

Figure 3.5: Deterministic, low-, and high-demand scenarios. 

 

The inputs used in modeling the supply and demand scenarios are listed below for 

reference purposes: 
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¶ Periodic (e.g., monthly) energy consumption data for modeling demand 

scenarios. 

¶ Production data of existing power plants to determine yearly effective 

production mean.  

¶ Production costs of each power plant per generation type to derive the supply 

curves.  

¶ Periodic Henry Hub natural gas spot prices to simulate production costs through 

a stochastic price process.  

¶ Averages of periodic exchange rates to simulate production costs through a 

stochastic price process. 

Normally, since the standard error is proportional to 1/ sample size in Monte-Carlo 

simulation [43], number of demand and supply scenarios should be kept high to 

minimize the error. However, this considerably increases the computational time. 

Here, reduced number of scenarios can be randomly selected to decrease the 

computational time. Referring to the Central Limit Theorem, the required number of 

scenarios can be determined by using 

2
z S

n
x

d

e

Öè ø
=é ùÖê ú

, where S shows the sample 

standard deviation, zŭ represents the confidence level and Ů is the percentage error 

[63].  

3.1.2 Optimization M odel 

The electricity demand and supply, along with the generation capacities serve as 

limiting constraints for the expected profit maximization model [99]. A mixed-

integer stochastic model is given below in Equations (3.3)-(3.8) for any given supply 

scenario k and any demand scenario l: 

maximize 
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( )
12

1

     1,..., , ti i

t

x y M i P
=

¢ =ä  (3.7) 

{ } ( )0,  0,1      1,..., ;  1,..., .ti ix y t T i P² Í = =  (3.8) 

Here, 1, ,t T=  is the index for time period, T is the number of time periods (e.g., 

12T=  if the period is monthly), 1, ,i P=  is the index for power plants, P is the 

number of power plants, k is the index for scenarios, 1,2,3l =  is the index for 

demand scenarios (deterministic, low, or high), k

tip  is the market price of electricity 

supplied, k

tic  is the variable electricity production cost, fē is the fixed operating and 

maintenance cost, l
td  is the total electricity demand at time t, k

is  is the total capacity 

of plant i, prob
k
 is the probability for occurrence of each scenario k, and M is a 

sufficiently large positive number. Occurrence of each scenario is assumed to be 

uniformly distributed. The decision variable xti represents the amount of electricity 

that can be supplied by plant i in period t. The binary decision variable yi shows 

whether the plant i is dispatched or not. 

The total capacity of the plants may exceed the total load demand, and excess supply 

cannot be stored. Thus, Constraints (2.4) imply that all the demand can be supplied 

by using equality constraints. On the other hand, Constraints (2.5) imply that the total 

amount of electricity cannot exceed the total capacity of plants. Constraints (2.6) and 

(2.7) guarantee that at most P number of plants can be dispatched and if they are 

dispatched, then they should produce electricity. Constraints (2.8) show non-

negativity conditions of decision variables. Specific technical parameters of the 

plants (i.e., ramp up and ramp down rate, shut down und start up costs of the power 

plants, etc.) are neglected due to the lack of data. Transmission costs are also 

excluded since the current conditions refer to an incomplete type market [122].  

The mixed-integer stochastic model is solved for each of 3 demand scenarios and k 

number of supply scenarios. At each run, price and variable electricity cost, demand, 

and supply values are changed according to the outputs of scenario trees.  

3.2 Robust Optimization Model 

Many constraints involved in an electricity market are often highly volatile. A robust 

optimization model is developed as efficient method for modeling ellipsoidal, 

single/multiple, correlated/uncorrelated types of uncertainties. This model also 

requires forecasting of the parameters, such as price. Considering high volatility of 

the market, these parameters need to be forecasted precisely in short term. The robust 

optimization model developed in this study, makes use of a hybrid method merging 

wavelet transform and multivariate adaptive regression splines (W~MARS) for 

forecasting the parameters involved. This section explains W~MARS and the robust 

counterpart model, of W~MARS, called as R~W~MARS, in closer detail. 
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3.2.1 Wavelet ï Multivariate Adaptive Regression Splines (W~MARS) 

The forecasting methods reviewed in Chapter 2 have their own strengths and 

weaknesses. Therefore, researchers have developed hybrid methods to merge the 

strength of different methods. The article [173] combines ARIMA with NN. The 

article [9] combines WT-EGARCH-chaotic least squares support vector machines 

(LSSVM). The article [174] recommends WT-ARIMA -LSSVM-practical swarm 

optimization (PSO) combination. The article [137] combines WT with ARIMA and 

GARCH.  

MARS models [55] and their variations [113ï115,139,152] are not used very 

commonly in electricity price forecasting. As the first application, MARS model is 

applied for Ontarioôs electricity prices [171]. In [132], MARS is only used for initial 

parameter selection and then seasonal autoregressive integrated moving average 

(SARIMA) model, a SARIMA model with GARCH (SARIMAïGARCH) and its 

combination with regression model are presented. A nonlinear autoregressive model 

with exogenous inputs (NARX) is compared with MARS and wavelet NN by [14]. 

Two variations of MARS, namely Conic MARS (CMARS) presented in [153] and 

Robust Conic MARS (RCMARS) developed by [114], are used in [116] to forecast 

Turkish electricity prices.  

W~MARS is a substantial alternative to classical time-series methods, NN, MARS 

models and all these methodsô variations. The main motivations to combine these 

two methods for electricity price forecasting can be summarized as follows [55,118]:  

¶ WT decomposes series from ill-behaved form to a more stable one. At the 

same time, WT traces frequency and time dimension of the data 

simultaneously. These properties directly serve for a nonstationary and 

volatile structure of electricity prices.  

¶ Processing and computation of WT is very fast even when level of series is 

very high. For this purpose, pyramid and inverse pyramid algorithms are 

used.   

¶ In WT, the level of constitutive series can be controlled according to the 

forecasting performance.   

¶ MARS models complex nonlinear relationship between variables without 

assumptions and can handle multiple inputs easily.  

¶ The relative importance of the dependent variables can be identified.  

¶ The model can be trained and long training procedure is not required even for 

the large data sets.  

¶ Outputs of MARS can easily be interpreted. Like WT, MARS is also 

implemented very easily and gives results very fast. 

¶ Both methods are assumption free. 
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In summary, specifically WT captures multiple seasonality, unusual behaviors and 

volatility, whereas MARS eliminates the selection of explanatory variables problem, 

thus a combined method can handle the challenges introduced by the electricity 

market problem. 

In order to comprehend W~MARS method in detail, multivariate adaptive regression 

splines and wavelet transform must be covered.  The following subsections describe 

the multivariate adaptive regression splines (MARS) and the wavelet transform.  

3.2.1.1 Multivariate Adaptive Regression Splines (MARS) 

MARS was first introduced by Friedman in 1991 [55].  It is defined as an extension 

of linear models to model the interactions and non-linearities automatically. A two-

stage (i.e., forward stage and backward stage) additive model is generated by the 

model [55].  MARS determines basis functions (BFs) and adds them to the model to 

construct a sufficiently large model, which usually overfits the data set, in the 

forward stage until maximum number of basis functions is reached, which is 

specified by the user.  However, since the model is large and overfitting the data set, 

it is overcomplicated and possibly including many incorrect terms.  The overfit 

model is trimmed to reduce the complexity of the model while regarding the fit to the 

data in the backward stage.  BFs contributing less in the residual sum of squares 

(RSS) are pruned at the backward stage.  As a result, an optimally estimated model is 

produced [73]. 

The form of piecewise linear one-dimensional BFs created by the data set are as 

follows [73]: 

,   if    ,   if   
[ ]   ,      [ ] .

0,       otherwise 0,       otherwise 

x x x x
x x

t t t t
t t+ -

- > - >ë ë
- = - =ì ì

í í
 (3.9) 

Here, t is a univariate knot obtained from the data set. Functions given in Equation 

(3.15) are called truncated linear functions. Truncated linear functions, with a knot at 

the value t, both together are termed as a reflected pair. It is aimed to construct 

reflected pairs for each input ( ) 1,2, ,jX j p=  with p-dimensional knots  

( ) ( )
T

,1 ,2 ,, , ,   1,2, ,i i i i p i Nt t t t= = »  at each observed value 
 i jx  of that input i = 

1,2,é,N. As a result, collection of BFs is obtained, which can be stated as a set S: 

1 2: {[ ]  , [ ]  |   { , ,..., },  = 1,2,3,..., }.j j j j NjS X X x x x j pt t t+ += - - Í  (3.10) 

Here, N and p denotes the number of observations and the dimension of the input 

space respectively. If the input values are all distinct, then there are 2Np BFs. The 

model in the forward stage is generated by using the BFs in the set S through their 

possible products. As a result, the generated model, applied at a candidate input 

vector x, is of the form 

0
1

( ) + ,
M

m m
m

Y a a y e
=

= +ä x  (3.11) 

http://en.wikipedia.org/wiki/Linear_model
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where 1 2( , ,..., ) .T

px x xx =  Here, ( )20,Ne s  is a random noise term, which is 

supposed to have a normal distribution with zero mean and finite variance s2
, M is 

the cardinality of the set of BFs in the current model, ( )my x  are BFs, and aare the 

unknown coefficients for the constant 1 (m = 0) or for the mth BF. Given the 

observation( ,  ) (  1,2,..., )i iy i N=x , the form of the mth multivariate BF is as follows 

[73]: 

( , )

1

( ) = [ .( )] ,
mK

m km v j m jm

j

s xy t +

=

-Ôx  (3.12) 

where mK  is the number of truncated linear functions multiplied in the mth BF, 

( , )v j mx  is the input variable corresponding to the jth truncated linear function in the 

mth BF, 
jmt  is the knot value corresponding to the variable 

( , )v j mx  and 1jms =°. 

In forward stage, MARS starts with the constant function 0( ) 1y =x  to estimate 0a , 

considering all functions in the set S as candidate. Possible forms of the BFs ( )my x  

are 1, kx , [ ]k ix t+- , k lx x , [ ]k i lx xt+-  and [ ] [ ]k i l jx xt t+ +- - . 

Input variables cannot be the same for each BF. Therefore, the BFs use different 

input variables, and  ,k lx x  and their corresponding knots, and  i jt t. At each stage, 

with one of the reflected pair in the set S, all products of a function ( )my x  in the 

model set are regarded as a new function pair and added to the model set. The term 

producing the largest decrease in training error has the form: 

1 2( ) [ ] ( ) [ ] .M k j M k jX Xa y t a y t+ + + +Ö - + Ö -x x  (3.13) 

Here, 1Ma +  and 2Ma +  are the coefficients and are estimated by least square, like all 

other M +1 coefficient appearing in the model. These products are stepwise added to 

the model in forward stage.  The forward stage stops when a user-specified number 

of terms is reached. The model generated at the end of the forward stage typically 

overfits the data.  Therefore, a backward stage is run to prune the model. 

The terms contributing less in the residual squared error are stepwise removed from 

the model. The iterations continue until the final models includes an optimal number 

of effective terms [55]. Therefore, an estimated best model Ĕfm of each number of 

terms m is produced at the end of this process. Generalized cross-validation (GCV) 

is used to find the optimal number of terms m. GCV also shows the lack of fit when 

using the MARS model. The GCV is defined as [55]: 
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where ( )M m  is the effective number of parameters in the model, and N is the number 

of sample observations [73]. 

3.2.1.2 Filter Theory and Wavelet Transform 

Fourier analysis, which localizes just frequency domain, has a remarkable impact on 

applied mathematics. As an improvement of Fourier analysis, wavelet method can 

efficiently describe the functions both in frequency domain and time domain. This 

time-frequency localization is one of the most important advantages in comparison to 

standard methods like kernel smoothers and orthogonal series [110]. Besides, even 

for a large data set and sharp spikes, wavelets provide a simple form with its fast 

algorithms in order to find a statistically significant representations [110]. Here, only 

discrete wavelet transform (DWT) is considered, since N electricity prices are 

observed at discrete time points 0,1, , 1t N= -.  Let Xt represent the electricity 

price at time t and X represents its corresponding N-dimensional column vector. Let 

Dt represent the electricity demand at time t and D represents its corresponding N-

dimensional column vector. Here, the length of X is restricted to : 2 .JN =  To handle 

this restriction in W~MARS method; a simple modification is made before the 

transformation and is explained in the following section. Let ɋn represent the nth 

DWT coefficient ( 0,1, , 1n N= -), W be the corresponding column vector of length 

: 2 ,JN =  and ɋ be an N N³  real-valued matrix that ensures T I=W W . A wavelet 

transform of X is an orthonormal transform and can be written as =W XW , where 
N N³ÍW  and NÍW . Here, ɋ and W form time and scale coefficients, which 

means a multiresolution analysis of X in terms of DWT coefficients. However, in the 

transformation progress, boundary effects arise and cannot be eliminated [118]. 

Therefore, an efficient algorithm called pyramid algorithm of order ( )O N  that is 

faster than fast Fourier transform is used to calculate wavelet coefficients [101]. The 

algorithm initially takes the original data set X and forms low-pass and high-pass 

parts by using filtering operations. Here, N N³ÍW  is obtained by convolutions of 

the wavelet filter.  

Let ( ) 0,1, , 1lh l L= -  be wavelet filter and ( ) 0,1, , 1lg l L= - be associated 

scaling filter with respect to some 2LÍ . In order to have an orthogonal wavelet 

matrix ɋ, ( ) 0,1, , 1lh l L= -  must have the following properties: 

1

0

0,
L

l

l

h
-

=

=ä  (3.15) 

1
2

0

1,
L

l

l

h
-

=

=ä  (3.16) 

1

2

0

0,  for all \{0} ,
L

l l n

l

h h n
-

+

=

= Íä  (3.17) 



 27 

where 0lh =  for all 0, 1\[ ]l LÍ - . These properties respectively mean that the sum 

of the wavelet filters is zero; the wavelet filter has unit energy and it is orthogonal to 

even shifts. Especially, the last two properties show the orthonormality property of 

wavelet filter. The scaling filter is the quadrature mirror filter of wavelet filter and 

defined as ( )
1

11
l

l L lg h
+

- -= - , where 0,1, , 1l L= -, and 0lg =  for 0, 1\[ ]l LÍ - . 

Let ( )H Ö be the transfer function for 
lh  and ( )ÖH  be the associated squared gain 

function. These functions are given by ()
1

2

0

L
i fl

l

l

H f h e p
-

-

=

=ä  and, hence, ()
2

H f¹H . 

Orthonormality of wavelet filters can also be defined in terms of squared gain 

functions as  

()
1

2, .
2

   for all  H f H f f+ + =
å õ

Íæ ö
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 (3.18) 

Similarly, if ()G f  is the transfer function for lg  and ()
2

: G f=G  is the associated 

squared gain function, then: 
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and 

()
1
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2

G f G f f
å õ
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Hence, 

() () 2,    for all ,H f G f f+ = Í (3.21) 

which shows that if one of the filter is high-pass, then the other is a low-pass filter. 

The reader may refer to [118] for details on filter theory.  

In this study, whole Daubechies (D) filter family is used in order to compare the 

performance of the method according to the filter types. This family includes Haar 

wavelet filter, Daubechies 4 (D4), D6, D8, D10, D12, D14, D16, D18, and D20 [44]. 

As an example, Haar and D4 filters are given in Table 3.1. Here, it should be noted 

that wavelet filters are high-pass filters and scaling filters are low-pass filters. The 

reader may also refer to [100] for the other filtersô numerical values.  

Implementation of wavelet transform with Daubechies filter family was done by 

Mallatôs pyramid and inverse pyramid algorithms for decomposition and 

reconstruction, respectively [101]. The pyramid algorithm gives decomposed data 

series in J iterations. At the initial step, all input data, i.e., price and demand, are 

separately decomposed into high-pass (W1) and low-pass (V1) parts by using lh  and 

lg , respectively. This also means that W1 forms N/2 wavelet coefficients and V1 
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forms N/2 scaling coefficients. Here, V1 is used as an input of next iteration and a 

second decomposition is made to calculate W2 and V2. At each iteration, scaling 

coefficients are subsampled and decomposed to form new wavelet and scaling 

coefficients. Hence, at each step, rougher (i.e., for high-pass) and smoother (i.e., for 

low-pass) frequencies are obtained. At the end of the algorithm, low-pass and high-

pass parts are obtained where time information for both sides is still kept. In this 

study, keeping both time and frequency information is one of most important reason 

to use wavelet transform. 

 

Table 3.1: Numerical values of Haar and Daubechies 4 wavelet and  

scaling filters [100]. 

 Wavelet Filters Scaling Filters 

Haar 0

1

2
h =  

1

1

2
h =-  

0

1

2
g =  

0

1

2
h =  

D4 

0

1 3

4 2
h

-
=  1

3 3

4 2
h
- +
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1 3

4 2
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+
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3 3

4 2
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2

3 3

4 2
h

+
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1 3

4 2
h
- -
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3 3

4 2
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1 3

4 2
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=  

 

In order to demonstrate pyramid algorithm mathematically, let us have time-series 

( ):  0,1, , 1tX X t N= = - and 0,t tX V= . Thus, at the jth step, 

( )1,  0,1, , 1j t jV t N- = - and : 2 j

jN N=  for 1,2, ,j J= . Let further 

( ) 0,1, , 1lh l L= -  be wavelet filters. Then, the jth wavelet and scaling coefficients 

are defined by  
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respectively. The results for all t are 
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Finally, a combination of all steps of pyramid algorithm yields  
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where the vector W is partitioned into sub-vectors and the matrix ɋ is formed by 

convolution of filters and partitioned into sub-matrices. Hence, W and ɋ are given by  
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where ɋj is a ( / 2 )jN N³  matrix, ɋJ and ɊJ are 1ĬN matrices, Wj is a ( / 2 ) 1jN ³  

column vector, and VJ is the last element of W. Since the WT localizes both time and 

frequency dimensions, wavelet and scale coefficients refer to these localizations on 

time and scale dimensions, respectively.  

Similarly, reconstructions of the series are implemented by using inverse pyramid 

algorithm [118]. In this case, up-sampling is applied by using the following formula 

at each j:  
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for 10,1, , 1jt N -= -, where  
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and  
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The reader may refer to [118] for the pseudo code of pyramid and inverse pyramid 

algorithms. 

3.2.1.3 Implementation of W~MARS 

W~MARS method, which is illustrated in Figure 3.6, is implemented in three main 

steps. The input data for W~MARS include historical time data ( )1 1, ,...,t t t NX X X- - + 

in order to forecast 1tX + .  

 

 

Figure 3.6: Schematic representation of W~MARS.  

 

Step 1: This step constitutes the decomposition of the data. By using Mallatôs 

pyramid algorithm [101], time series X of length N=2
J
 are transformed into N/2 

wavelet and scale coefficients, as illustrated in Figure 3.7. Here, the length of series 

must be the power of 2 so that the data can be decomposed into two halves, Wj and 

Vj, at each iteration. Therefore, the initial data set is broken to have a set of length 

N=2
J
, as denoted in [118].  

At the end of this step, J-1 transformations, whose jth transformation results in Wj 

and Vj, are made in order to discretize the data into low-pass and high-pass parts. 

Hence, spikes in the data are extracted from the series and their impact is processed 

separately.  

Discretization processes are made by symmetric and asymmetric wavelet filters like 

Daubechies (D4, D6, D8, D10, D12, D14, D16, D18, and D20) and Haar, 

respectively. Since these filters are used for orthogonal transform of ɋ, the wavelet 

filter lh  has a real-valued sequence.  

Unlike the articles [38] and [106], which employ only D4 and Haar filters, 

respectively, here an appropriate filter that yields the best performance is selected by 

the method automatically. Haar and nine different Daubechies wavelet filters are 

employed to transform the time series. In total, 10 different low-pass and high-pass 
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parts are obtained for each input variable of this step. MATLAB 2012b is used for 

implementation of this step. 

 

 

Figure 3.7: Decomposition of electricity prices at the first step of W~MARS. 

 

Step 2: After decomposing the data into its low-pass and high-pass parts, the model 

is built by MARS algorithm. In the first phase of MARS, basis functions are added 

iteratively such that the largest reduction of training error is obtained. This phase of 

MARS algorithm is called as forward selection. Since the constructed model is large 

and it overfits the data, the second phase of the MARS, backward deletion, is 

applied. Here, the basis functions are deleted according to generalized cross 

validation (GCV). Both phases of MARS are applied for each low-pass and high-pass 

parts. The models with lowest GCVs are selected and the model is used for the 

testing procedure of MARS model. Finally, significant variables, their interactions 

and degree of interactions are determined and value at time t+1 is predicted. This 

step is implemented using ARESLab [80]. 

Step 3: Since the predicted values in Step 2 are in the decomposed form, this step 

comprises reconstruction of the series. Here, Step 1 is reversed using the same filters. 

Figure 3.8 illustrates this procedure, where VJ* and Wj*  indicate predicted low-pass 

and high-pass parts, and X
*
 represents the predicted values. This step is implemented 

by using MATLAB R2012b. 
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Figure 3.8: Reconstruction of predicted electricity prices. 

 

3.2.2 Robust Wavelet ï Multivariate Adaptive Regression Splines 

(R~W~MARS) 

Data used in many energy planning models include random fluctuations. For 

instance, the demand, supply, investment and emission parameters are not known 

properly. Some of these parameters can be estimated, hence, they include estimation 

errors. Demand and supply are generally forecasted and they include forecasting 

errors as well. On the other hand, some of the parameters may not be possible to 

estimate (e.g., emission quotas in Turkey). In this case, the parameters are subject to 

subjective assessment noises, defining uncertainty sets of the parameters.  

Here we develop a tractable robust electricity market optimization model. The 

uncertainties in the parameters, represented by uncertainty regions, are modeled by 

using W~MARS. The tractability property of the robust model increases the 

complexity. To reduce the complexity and trace time-dependent uncertainty, an 

efficient method utilizing a projection of uncertainties is employed.  

The proposed model, which handles uncertainties in the data and tracks their 

dynamics, also considers renewability and sustainability of the electricity market. 

Renewable and sustainable electricity market model consists of two types of 

uncertainties. One of these uncertainties is related to the electricity demand since the 

demand has an adaptive structure and changes according to electricity price, 

temperature, etc. The other type is related to emissions since the model aims to give 

sustainable results. The model is illustrated in Figure 3.9. 

To account for the uncertainties in the system, modeling uncertainties should be 

comprehended clearly. The following section presents a background for modeling of 

uncertainties. 
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Figure 3.9: Schematic representation of robust electricity market optimization model. 

 

3.2.2.1 Modeling Uncertainties 

Modeling and optimization of real-world problems generally involves uncertain 

parameters because of various changing situations. Let us define a general 

optimization problem under uncertainty as stated below: 

Tmaximize  

subject to  

 ( , ) 0  ( ),

,

i if i I

X

² Í

Í

c x

x D

x

 (3.32) 

where ( , ) ( )i if i IÍx D  are given functions, X  is a given set and  ( )i i IÍD  are 

vectors of random coefficients. This problem can be reformulated by using a vector 

of expected values, 0

iD  and a random parameter vector 
iD . In order to handle the 

feasibility problem, a chance-constrained model is formulated as follows, referring to 

a probability measure P over the event space:  

( )

Tmaximize  

subject to 

P ( , ) 0 1   ( ),

.

i i if i I

X

e² ² - Í

Í

c x

x D

x

 (3.33) 

However, chance-constrained models are non-convex and generally intractable [28]. 

They encounter numerical difficulties, especially, during the solution progress. 

Besides, they need probability models of uncertainty and computations of 

multidimensional integrals related with expectations and probabilities. Thus, the 

following robust optimization problem is proposed by [24]: 
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Tmaximize  

subject to 

min  ( , ) 0   ( ),

,

i i
i i

U
f i I

X

Í
² Í

Í

D

c x

x D

x

 (3.34) 

where  ( )iU i IÍ  are uncertainty sets. The selection of the uncertainty is one of the 

most critical issue in robust optimization problems. Three main concerns should be 

considered in selecting the uncertainty regions [26]: 

¶ The uncertainty region should be consistent with the uncertain parameter and 

its data set.  

¶ The uncertainty region should be statistically meaningful.  

¶ The uncertainty region should provide a tractable robust counterpart problem. 

In this study, the most important decision criterion is the computational tractability. 

If the original form of the model can be solved in polynomial time, then the robust 

problem should also be solved in polynomial time. The other criterion is to guarantee 

the feasibility of the model within the limits of uncertainties. The decision criterion 

for feasibility depends on the problem type and the uncertainty type used for the 

problem. The most common problem and uncertainty types are given in Table 3.2 

with their robust counterparts [28].  

 

Table 3.2: The most common problem and uncertainty types. 

Model/Problem 

Type 

Uncertainty 

Region 
Constraint 

Robust 

Counterpart  

LP model Polyhedron T b²a x  LP 

LP model Ellipsoidal T b²a x  CQP 

QCQP model Polyhedron 
2

T

2
0c+ + ¢Ax b x  - 

QCQP model Ellipsoidal 
2

T

2
0c+ + ¢Ax b x  SDP 

SOCP model Ellipsoidal 
T

2
d+ ¢ +Ax b c x  SDP 

SDP model Ellipsoidal 
1

n

j jj
x

=
²ä A B  - 

LP: Linear programming model, QCQP: Quadratic constrained quadratic 

programming model, CQP: Conic quadratic programming, SDP: Semi-definite 

programming model. 

 

 

 
















































































































































