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ABSTRACT

EVALUATION OF PRIORITY DEPENDENT AND TIME SCHEDULED MAC
LAYER PROTOCOIS FOR AD-HOC NETWORKS
Er de,Kemai |
M.S., Department of Electrical and Electrontasgineering

Supervisor: Prof. DiBuyurman Baykal

DecembeR015, 56 Pages

Ad-hoc networks have very unique features, such as dynamic topologies, relatively
limited bandwidth and wireless signal propagation schemes, which presens
challenges for weless communicationln this thesis control mechanisms for
channel access scheduling and topology ifh@a networksare evaluated which
utilize theinformation from twehop neighborhootb cope with theeommunication
difficulties in adhoc networks.

Channel assignment is one of the most important tofocsadhoc networks
Channel assignment problem can be studied using various technosogie eigime
division, frequency division and code division multiple access. TDMAge in ad

hoc networksappaels significant scientific curiosity recently.

TDMA based MAC layer protocols are constructed to take hidden terminal, direct
interference and selhterference problems into consideration as well.-had
networks suffer from these challenging problemsthis thesis a solutiorpriority
dependent and time scheduled media access control (MAC) layer prinoeol

hoc networkss evaluatedo solve these problems.

The priority dependent and time scheduié4C layer protocol forad-hoc networks

is composed of three protocols which are node activation, link activatiopaand
wise link activation. In these algorithms contentions are resoledore channel
accesdy means of the priority numbeand spread codesssigned to nodes/lisk
randomly. Details aboutapplication of these three MAC layer protocols are

presented as parts of the solution. After achieving the simulation results, these MAC



layer algorithms are compared in terms of their throughput and delay performance in

two different node situationsstatic and mobile.

Keywords: Ad-Hoc Network, MAC Layer, TDMAScheduling,Mobility, Node

Activation, Link Activation
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CHAPTER 1

INTRODUCTION

In adhoc networkschannel access schemes examinedundertwo major channel
access schemeschedule based and contention based. Contention based scheme is
easy to manageaince it does not need any greordination while, schedule based
scheme needs peeheduling of shared medium before transmissions. $tesm
another aspect, fairness in contention based schasaffficult to assure.
Conversely fairness and collision freeness advantagesof schedule based

schemes.

This study is focused on evaluating thneedium access control @AC) layer
protocols node activatiormultiple acces§NAMA), link activationmultiple access
(LAMA) and pairwise link activation multiple acce®AMA). Under different
scenarios (mobile ned, static nodeslifferent topologies and different transmission
range¥ and network topologieperformancesf these MAC layemrotocolsare

computedand compared.

In this part of thesidMAC layer is definedand channel access control mechanisms
are examinedAlso, contributions of this work to the available literature are

mentioned.

1.1MEDIUM ACCESS CONTROL

Theopen systems interconnection mo@@5I) modelpicturesthe componentsf a
network system.The model does not operate afyctior it is just a conceptual
model of the network systertis aim is to standardize the communicatiohnodes
with standard protocols. T$model splits into some layers which assemble the
communication systenTheoriginal OSI model is composed sfven layers.



An OSI| model is a standardization of communication of nodes with defined
protocols.In Figure 1.1, the components of a network system is depicted. Note that
this OSI model is not appointed to a task but is a conceptual visualization of the
network system. Similar to the original OSI model comprising seven layers, OSI

models can be splitteto the sevet layers toassemble communication system

Computer 1 Computer 2
Application Application
Pmm% Presentation
Session Session
Transpon Router Router Tmpm
{ £ = A
Network | Network Network Network
Datz Link DataLimk Data Lmk Data Link
Physical ¥ Physical ¢ Physical Physical

Figure 1.1: The OSI model and communicatiohtwo nodes over routers

All of the layers have important tasks in the @&ldel but throughout this thesis
MAC layer, which is a sublayeof data link layeris examined.

The major tasks of MAC layer are channel access control and addréisgnogides
communication between each pair of nodes/termivdlin a shared medium which

they incorporate.

MAC is implemented on a hardware which is called media access controller. It is a
physical interface between logical link control sublaysich is the other sublayer
of data link layemand the physical layer of the network.



1.2 CHANNEL ACCESS CONTROL MECHANISMS

Several nodes/terminals communicate each dtim@ugha shared medium. The

are onnecedto themedium to use it collectively.

All nodes/terminals belong ta network are capable of transmittidgtaframesin
the sameime slot Under such a circumstancal] packets involved ira collision
may dop axd the physical layer becomenpractical for that contention context.
This is an undesired situation to be avoided as a prerequisMAC protocol

design

Multiple access procols coordinatethe access of nodes/terminals to the shared
medium. This allows multiple nodes/terminals to use the same physical channel.
Some of the shared channels are hub networks, bus networks, ring networks, shared

wireless (wavelan), satellite apdint-to-point networks.

Common multiple access protocols &me division multiple accesIDMA), code
division multiple accessQDMA), orthogonal frequency division multiple access
(OFDMA), carrier sense multiple access with collision avoidai@®@MA/CA) and
slottedadditive links onrline hawaii aregSlotted ALOHA).

1.3CONTRIBUTIONS

Studies in this thesis focus on evaluatihgschedule based channel access schemes
for adthoc networks.Channel access simulation can be examined under two
category; snulations with fully connected nodes and not fully connected (multihop)
nodes. If nodes are fully connected to each other, then only one winner may exist for
a contention context. Fanultihop network case, the MAC protocols should allow
multiple nodes to content for a contention context and assign multiple winners in
that contention context. In order to achieve this aim, three MAC layer protocols are
evaluated, which arsuitable for multihop athoc retworks. These MAC layer

protocols also try to avoid hidden terminal, direct interference andnseiference



problems which are frequently encountered in multihop@cnetworks. lrorder to
cope with these problems, time scheduling is used in theithlgs. Every node
should be identifiabland each of them shoukshow its one and two hop neighbors
identifiers in time scheduling construction. Nodesminals broadcast messages
containing this information to ensure time scheduliiyaluated MAC layer
algorithms areexecuted fofully connected scenarid-CS), static multihop scenario
(SMS) andmobile multihop scenari@MMS) andthroughput andotal delayof the

network arecompared

1.4 THESIS ORGANIZATION

The rest of the thesis iglesignedas follows.Chapter 2 gives a detailed literature
survey.A number of medium access methods, contention resolution algorithm and
performance criterions of aibc network systerare given in Chaptes. In Chapter

4 after explaining time division method in channel asceshemesgdetailed
descriptions of MAC layer protocols NAMA, LAMA, PAMA are statedth their
algorithms Chapter5 includes the implementation of the proposed MAC layer
protocols designAlso mobility model used in MMS is mentioned in this chapter.
Design of the simulation setygimulation requirementand simulation resultare

other topics of this chaptefFinally, Chapter 6concludes the thesis with future work

suggestions.



CHAPTER 2

LITERATURE SURVEY

This chaptercontains a general overvieof the basic onceptsaboutthe thesis
study. First of all,problems ofimplemented MAC layer protocols in dmbc
networks are examined. In the second,pame division scheme in multihop dc
networks isevaluatedFollowing the explanation of thariority dependent protocols
in adhoc networks, node activation and link activation multiple access mefibiods
ad-hoc networksare presented Once and for all, mobility effect on network

performance is analyzed.

2.1DIFFICULTIES OF DESIGNING MAC LAYER PROTOCO LS IN AD-
HOC NETWORKS

Various studies have been conductedpooblems ofMAC protocolsfor ad-hoc
networks[1-3]. Hassaneingt.al, proposes a mobile point coordinator for paer

peer ad-hoc MAC protocols where the standard implements only Distributed
Coordination Function (DCF) due to lacking central authority in the environment.
Maintaining the backward compatibility with DCF, they tried to achieve quality of
service and priority accedor real time traffic inad-hoc wireless environment. In
simulations, their proposal results in lower average delay and discard ratio compared
to DCF in real time data, in expense of a larger average delay time-readime

data [1].

Gupta, et.al, investigated thefairness problems in distributed ad-hoc MAC
protocols. The exponential backoff mechanism, resulting into more collisions and
backoff delays for middle nodes in a network spanning multiple interference
domains, is a common issue in MAC praitsc By decreasing the backoff delay



upon collision or failure to send the data, they have proposed a different backoff
mechanism to achieve a fairer mechanism. Impatient Backoff Algorithm, as the
authors name their method, provided stable and fair oss@nd comparable mean
throughputs, in the performed Markov analysis [2].

Another study is abounterference and power control issues to enhance efficiency
and applicability of theadhoc MAC protocolsYeh, concentrated on interference
aware multiple acess (IAMA) schemes for multihop wireless LANs to solve
additive interference for channels in use for data and control messages. With no rely
on hardware of measurement of signal strength; IAMA can also be the solution for
variablepower heterogeneous hiddexposed terminal problem3]|

The problems mentioned above are solved with the MAC layer protocols evaluated

in this thesis through scheduling amog contenders.

2.2TIME DIVISION IN MULTIHOP NETWORKS

Multihop time division multiple access baseat-hoc networks are studied
extensively as well4-6]. Li et.al, proposes a multihop dynamic channel assignment
(MDCA) scheme for TDMA multihop cellular networks which uses interference
information in surrounding cells in channel assignments to the cells. Siadjaewl
packingbased channel searching are investigated. fEselts proposeMIDCA
significantly improves system capacity and provides alleviation for call blocking in
hot-spot cells 4].

Wei Li et.al, presentsanother dynamic slot assignment protocol r f@ad-hoc
networks. With dynamic change of frame length and transmission schedule, the
method proposed controls the excessive increase of unassigned slots. The method
also allows transmitters to choose the slots among unassigned ones in its
neighborhood taeoordinate the announcement and confirmation of the assignment
within the neighborhood and detect and resolve the conflicting assignments due to

mobility of the nodes. The authors claim is collision free transmissions. They



analyzed frame formats and skdsignments. The simulation results show dramatic
improvement in average throughput compared to 802.11 prof&gols

Besides, Liet.al, studies fixed channel assignmeénb, in contrast to the above
mentioned dynamic channel assignment. They investigapglication of
characteristics of the hierarchical architecture and clustering for channel assignment.
With help of virtual microcells, for uplink transmission, they propose a fixed
channel assignment. For performance analysis a Markov chain modekisdutithe

model is validated with simulations. Their results presents a reduction in the call
blocking probability compared to conventional single hop cellgigstem FCA
scheme. The resultlepicts increase in spectrum efficiency without increasing
infrastucture costs [6].

Throughout the studies presented in this thesis, fixed channel assignment method

has been applied.

2.3PRIORITY DEPENDENT PROTOCOLS

One of the mairstudiesreferenced in this thesis bel@ip Bao et.d. He presented

three types of collision free channel access protocolsddroc networks node
activation multiple access (NAMA), link activatiomultiple access (LAMA) and
pairwise link activation multiple acces@PAMA). With the identifiers to its
neighborsone or two hops away given, each node elects one or multiple winners for
channel access in a given contention text. Their methods show fair and capable to
achieve maximum channel bandwidth. The authors analyzed delay and throughput
characteristics of theontention resolution algorithms and with simulation compared

their performances/].

2.4MAC PROTOCOLS USING NODE ACTIVATION METHOD

Using node activation in multiple channel access schemes takes an important role

for this study.



Scheduling in node activatioanvelops an important academic interé&si(]. Du,

et.al, proposes a history based scheduling protocol for collis®s channel access

in ad-hoc networks. In place of conventional distributed scheduling schemes based
on node activation, the authors bénhfrom history of activity of each node to gain
higher channel utilization. They prioritize each node according to the utilization of
adjacent two nods. To overcome synchronization problem in history record, a node
without assignment transmits a dummgcket. The results show thahroughput

and delay characteristics of the proposed method is superior compaxédviiy
protocol B].

Yang, et.al, proposed as node activation with polling access protocol for collision
free channel access &l-hoc networks.Benefiting from the identifiers of the nodes

in two hop neighborhood, each node elects a transmitting node for each time slot.
The proposed method uses the network effectively by saving time slots for nodes
with no packet to transmit and complements tleet®n of nodes with polling and
carrier sensing, compared to wklown topology dependent transmission
scheduling schemes. The authors compare the performance of their collision free
transmission protocol with conventional on8p |

Su, et.al, studies topologyransparent node activation transmission scheduling
protocols for multihop TDMAad-hoc networks. In sense of node mobility, quality

of service provisioning for each node is considered. The authors base their method
on theory of block degns, and with mathematical properties of the design, conflict
free transmission slots for each node is attained. The results are shown to be

maximizing the minimum system throughput compared to existing meth@ds [1

2.5MAC PROTOCOLS USING LINK ACTIVATION MET HOD

Related to link activation, academic studies have concentoatealltiple channel
access inad-hoc networks[11-14]. He, et.al, studied on wireless networks with
transmitters and receivers sharing a common channel. With their novel setup in

which trarsmitters have cooperative data transmission and receivers have



interference cancellation capabilities, they observed the maximum link activation.
To achieve maximum number of compatible links with adjustment on proper
interference cancellation patterns anahsmitters to jointly transmit, they worked

on the link activation problem and proved the complexity of the problem
theoretically. The results showed the benefit of jointly deploying and interference
cancellation 11].

Madany, et.al, reviews some reakorld deployments with their attributes.
Furthermore, in simulation environment, characteristics to differentiate mobility
models with different attributes are studie@][1

Abdulwahid,et.al, proposed a Schedulddnks Multicast Routing based on mobility
prediction to overcome the challenge of dynamic changes in network topology due
to node movement in one to many ends communication in mabhec networks.

The algorithmalsoreduces energyonsumption effect due to mobility parameters in
route construction and maintenance processes with reliability and quality of service
requirements taken into consideration. The algorithm constructs multiple scheduled
paths between multicast sources anckeirars, and multiple loofree and node
disjoint paths, for discovery. Their results depict high performance of their method

compared to othesimilar topologies 13].

Su, et.al, studied topologyndependent link activation transmission scheduling, for
mohile codedivision ad-hoc networks. The authors consider an interference model
capturing the difference between transmission and interference ranges and proposes
an approach quality of service provisioned conflict free transmission slots in each
frame for @ch communication link. Theesults demonstratide advantage of their
proposal. They also present a topoldggependent link activation scheduling
framework based on growgvisible designs. The design objectives include
maximization of the minimum systethroughput and minimization of the schedule
frame length. The design is depicted to be outperforming compared to the known
methods 14].



2.6 EFFECT OF MOBILITY MODEL ON NETWORK PERFORMANCE

Another study is about effect of mobility model used on performahaedboc
networks.Pan, et.al, proposeda restricted random mobility model which tries to
solve the deadlock of throughput versus delay performance of mobile nodes. Global
mobility modek assume nodes travel around the whodéwork area. Throughput

and déay results show that there is a contradiction; low delay and low throughput or
high delay and high throughput. They claim their restricted random mobility model
helps to overcome this problerhis new multihop relay schemgives upper and
lower bounds of node throughput capacity and expecteeetdielay.The trade

offs between throughput and delay performances of mobile remgéealso shown

with this study[15]
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Wireless communicatian are becomng one of the most growing interesh
communication technologyAd-hoc networks attract attention in this technology
which are mostly examined under multihop and distributed category. This category

brings some challenges to design waljusted MAC protoals which adapt to

CHAPTER 3

WIRELESS MEDIUM ACCE SS

wireless networks.

3.1WIRELESS MEDIUM ACCESS

MAC protocols have an important function in sharing the limited source between
multiple nodes/terminals to schedule packet transmissions fairly and efficiently.

WirelessMAC protocolscan be obs®ed under twocategories centralized and

distributed topologies.

Wireless medium access

Centralized
Distributed
Schedule- Contention-
based based Schedule- Contention-
based based
Fixed Demand \
assignment | | assignment Fixed Demand
assignment | | assignment

Figure 3.1: Wireless medium access methods
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Centralized medium access methods need a central station which controld nodes
accesssto the mediumThis type of methods kaadvantages and disadvantages.
The main advantage is their collisifnee natureAlso these algorithms are simple

to apply. However, requirement of a central control station to sync the channel
usages of the nodes ia main drawbackFurthermore without a priori size
information, their direct application to a network is limit€#llular systems may be

a good exampleto this typeof networks. Thecentral controllerin thesesystems
syncs the traffic by collectinghe demands fronthe nodes andnakes decisions

about allocation of shared resource between these nodes.

On the other hand, distributed medium access methods do not need any central
controlstation. They arappropriatefor non-infrastructurenetworkssuch as mobile
adhoc networks whereaccess decision to shared resource is madendues

themselvesEfficient and fair resource sharingeachlocal netwak is requested.

Centralized and distributed protocols both have schedule based and contention based
subgroups.Shared resource may be assigned to nodes either fineather or
demand mannein schedule based MAC, it is scheduled that which node may use
which shared resourcPacket collisioris not aproblem forthis type of MAC layer
protocols while time synchronization i very important requiremenTDMA,

FDMA, CDMA are some of schedule base@dium accesprotocols.On the other

hand, contention based MAC does not require any schedutkough it is
susceptible to packet lgssfficiency @an be improved by using time slotghich

would not be used in schedule based protodoisthis type of MAC, access to
resource is usually determined randomBAlLOHA, CSMA are examples of

contention basedhedium accesgrotocols.

Table 3.1: Channel access protocols

CHANNEL ACCESS POLKCY

Contention Based ALOHA, CSMA, CSMA/CD, CSMA/CA
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Schedule Based TDMA, FDMA, CDMA, Polling, Reservation

Under distributed topologies contentionbased multiple access schemare
generally chosen since sharithg channebetween nodeis difficult. Although they

have advantages of better efficiency and ease, they also have more important
problems. Thegause packet losgjastethe shared resource angechannel unfair

In the case of administrating the control channel between contenders and scheduling
the shared resource, these problems would be solved. In this F@b#, usage
(distributed TDMA to solve contentionis studiedmore than otheprotocols

3.2CONTENTION RESOLUTION with NEIGHBORHOOD -AWARE
CONTENTION RESOLUTION (NCR)

Shared mediums are used by multiple nodes/terminals. A situation that more than
one nodéderminalwould like to use the medium at the same time may occur and
contention startsat this point Contention resolution algorithmare designed to

overcome this problem

During contention naltiple nodesareexpected to use the same mediun the same
contention contexfThecontention context may be a time slot or a fregydyand or

something elseapending on th#MAC layer protocoldesign

There are several contention resolution algorithms, e.g. NCR, to propose a solution
to this contention context sharing probldmNCR, the winner node/link is chosen

for every contention context among a grougahtendersNCR algorithm needs the
contender group informatioto resolve tis contention In ad-hoc networks,
contender groupncludesone hop and two hop neighbors of each nodel-hoc
networks satisfythis neighborhood information to NCR algorithm. Each node
broadcastthe identifiers of the nodes in its one neighborhod@R algorithm

identifies contention context by their identifiers. For instance, in time division

13



multiple access schemes this identifierynige time slot number or for frequency
division multiple access schemes identifier may be the starting frequency of the

frequency band.

To summarize the election problem between the contendersame the group of
contenders@gainst nod&which contendfor the same contention conteagd . In
TDMA scheme, the contention context is time skbr a time slot numberthe
prioritization of member nodgof the groupd ° "Qis very crucial This election
should be fair between contend€fz1) givesa formula toset the priority fornode
"On time sloto, denoted by Q

0QYOE T 08 Q (3.1)

The'Y @ ¢ @ function in the above equatiogenerates a Pseudandom number

from a presetange THhé& DHign substitute for operation
operandslf Y @ ¢ & function generatesame random number for different entities,

other concatenation operation with entity identifier satisfies the uniqueness of

priorities With these unique priority number assignments, collisions are aimed to be

avoided.

Algorithm 1 NCR pseudecode

1:  ProcedureNCR'Q0)

2: MMETTM D O Q /I For membersof
M; andi

3: 0 YOE® 608 1Q /I Calculate priority
numbers

4: WM 0 QQ AQ /I Compare the

priority numbers of
node 1 with other
nodes which are it
the setof M i

S winner node="Q /[ Winner node of
contention context it
determined
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6: end if
7: end for

8: end procedure

According to the algorithm aboyBCR calculates the priority number of each node
Qin the group o)  * "QIn step 4, priorities of all nodes in are compared with
priority of node'@f node (s the node withhighest priority then it is assigned the
winner nodeof this contentionSince the time slot number changsgach time slot
passse, the priority number of each contender chaagwd. So randomizatioof

priority numbersat each time slot can lgearanteed.

From probabilistic approaciprobability of node(of winning the contentiosan be
computedwith the equation belowvhich is denoted as). Since priorities are
assigned randomlygach node have probability to win the contention and use the
shared time slot.

(3.2)

3.3PERFORMANCE CRITERIA OF CONTENTION RESOLUTION

3.3.1Delay of a NetworkSystem

Network delayaffects the performance of the network system significarkyr
communication systemselhywhich a packet is exposed¢an beconsideredisthe
time passes whilgackettravels from transmitter node to receiveyde. Current

developments in network technologies reddekays ito order ofmicroseconds.

In our study,M/G/1 queuing model where arrivals of the packets are calculated

based on ®oissormprocesss used Thepackets are servad accordancevith first-
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in-first-out (FIFO) rule. Each client experiences this delay with respect to their

priorities and packet arrival rates.

3.3.2Throughput of a Network System

Throughput of a system is calculatesthe rate of the delivered data at the network
terminals But in communication networks, throughput is considered as the rate of
successfully delivered messagierough achannel. In communication network
throughput is measures in bits per second (bppackets/slgtwhich the measuring

unit in this study as well.

In NCR, collision is completely avoideth the systendue to assignment of unique
priorities to each nodes/terminatShared resource can serve maximum load up to
channel capacity=rom this point of view, in this stugthe throughput or the system

throughpt is definedas the sum of the data ratelivered to the network terminals.

Y B 1 EL_R (3.3)

In (3.3), 1 is the channel access probability of nd@eand_ is the packet arrival
rate at nodéQ System throughputYis calculated as the sum of minimum of arrival
packet rates and channel access probabilities of all individual nodes in the shared

resource.
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CHAPTER 4

CHANNEL ACCESS PROTOCOLS

In adhoc networksjn atime slot, acontentionis possiblebetweenthe nodegwo

hops away from each othdn Figure4.1, there is a demonstration about two hop
neighborhood relations in dtc networks. Circle around the node which is named
as”"Ygsymbolizes effective transmission range of that node. Only the nodes two hop
away fromthe nodelabeled as TXtransmitter)may transmit whilgransmitteris

using the channel

®© O O O O
@ © © © ©
® ©®© © ©© © ©

Q
e © 0O
®)

Figure 4.1: Two hop neigborhood relation

A time slotcan bereusedoy different node# the network at the same tinléthese
nodes are within their two hop neighborhood then hidden or exposed terminal
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problem may occurThis problem may lead to channel interference amikate

collisions.

Requirement for aollision-free transmissiorfor each nodes transmitting data if
unless the other nodes in two hop neighborhood is transmitting data at that time.
This requirement is the main reason for the demand of contendemation in

NCR algorithm. As mentioned earlier, contenders broadcast neighborhood

information to their two hop neighbgisence, this demand is satisfied.

Based on NCR and timgivision multiple access scheme, three multiple access
protocols arg@roposed irthe literaturewhich areNAMA, LAMA and PAMA.

4.1 TIME DIVISION IN CHANNEL ACCESS PROTOCOLS

The structure of time division demonstratedn Figure 3.2 Parts in this structure
are formed by multiple time slots. Sections are formed by multiple parts dadka b
consists of multiple sectioné block isdefined aghe longest time unit in the time
schedule plan. Current time slot number, current part number and current section

numbers are calculatedrough(4.1)7 (4.3).

o 04 &Y (4.1)
n oYy a¢&@ (4.2)
o) s @ i1 A& (4.3
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Figure 4.2: Timing structure in NAMA

In the simulationstime slot numbein a part is'Y @, and the number of parts
within a section i® i o values are used.

As it isbeen depicteth Figure4.2, thesectionat the end of &lock is called as
membership s¢ion. This section is constructedth the time slotgontainng the
sender ID and part numbr be usedn the next blocks. The time slot of a

membership sectiodemonstrateth Figure4.3.

X

F Time-slot
0 1 2 Si2|S-1

Segment

l<
I

frameType | srclD|#nbrUpd nbrUpds
Signal Format ...~

nbriD|nxtPartNo| « =« =« =« = =

Figure 4.3: Time slot context

In the evaluated three algorithms, this time division method is UBgdising this

method one hop neighbors of each node could know neiglibgrenembership
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section)and broadcasits one hop neighbor identification numbers. So, two hop
neighborhood relations beme constituted. Twhbop neighborhood information

helps to avoid hidden terminal and exposed terminal problems.

Time synchronization of nodes is not covered in this stddyveverthere are some
methods to achieve synchronization. One of these methagsing GPS signals.
Another method is attaching timestamp informattained from realime clockto

data packets

4.2NAMA

4.2.1Description of NAMA

In NAMA protocol it is required that a transmission from a node to its one hop
neighbor should besatisfied without any collisianWhen a node reachdbe
channel the neighbrs of this node within two hop distanskould not transmit any
data.For this reasonthe contendegroupd of node"Qs theunion ofonehop and
two-hop neighbors of nod@which isO “ 0 "‘Qwhereb and0 symbolize

one hop and two hop neighbors of nd@espectively.

As soon asiode@wins the contention in the relevant time slibtis able to transmit
to its one hop neighbors successfuliythout any collision within its two-hop
neighborhood Therefore, NAMA can be calledcollision-free multiple access

scheme.

4.2.2 Algorithm of NAMA

Algorithm 2 NAMA Pseudo Code

1. Calculatethe current part numbeéraccording to (3.1- (3.3)

2. Exitifp A 10 istrue.
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3. Calculatethe priorityr) using Algorithm 1 step 3.

4. AppointnodeQo time sloto A 1 & £ Y.

5 Calculatethe current time slatumbero in currentpartnumbem using (3.1}
" (3.3)

6. If © A 0 istrue, then go to Step 10.
7. Calculatethe sequencef contending neighbors
0 N0 0 OER O NOEQAETY 0O

wherer) is the priority obtained from Algorithm 1 step 3 fér andn) is the
part number chosen by nokle
8. Exitif Algorithm 1 step 4 does not hold for no@e
9. Getthe common channel in current time sand
exit.
10. Exit if
MAN G 0 OEMR NOEQEaETY o
11. The set of contending neighbors of né@®w becomes:

0 0 0 HER N

Calculateanother priority numbei :

B YOE 0§60 8§ ™h ™0 1Q
12. Exit if

maAY O M n

13. Getthe channel in timsloto.

The Pseudo CodabovedescribedNAMA [7]. Thanks tathis algorithm, vinennode
‘(s activated, data transmissions can be successfully received by its entirepone
neighbohood Because,only node Qis able to transmit within its twbop
neighborhoodHence NAMA hascollision free broadcastapability and does not

need to useodedivision method
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Figure 4.4: An example of NAMA operation

Figure 4.4 gives an exampleaboutNAMA operationin a multihop networkThe
lines between nodeshowonehop neighborhoodelationship The circleswhich are
drowned for nodes A, G, Epoints outthe effective transmission rangesf these
nodes Thenumbers placed e&le each node represewide prioritiedor the related
time slot According to NAMAalgorithm A, G and Enodes arebe to transmitin

the same timslot, sincetheir priorities are the higheatnongall thecontenders
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4.3LAMA

4.3.1Description of LAMA

As a time slotted multiple access schemBMA protocol is similar to NAMA
protocol LAMA implements code division ethod with direct sequence spread
spectrum(DSSS in addition to NCR.

In LAMA protocol, identifier numbers are assigned to each nodes &se thodes
has transceivers that caansmit and send some daising DSSSthrougha group
of spreading codes. Nodes work in half duplex madether words they cagither

transmit oreceive packet at the same time.

Code assignment is usually used to decrease the packet collisions in the algorithms.
In LAMA, receiveroriented code assignment is appliB&SS codes are assigned to

receivemodes and these codes are proper for uniEEstmission

In our study we use get of pseudo noise codgenerated in the algorithras

another division methodlhe set of pseudo noise codes is symbolizid 6

® , where® indicated thepointsin k unit codes. These codes are assigned to
receiver nodewith (4.4). In this equationg is the code of receiver nod@ssigned

with a random selectioinom aset of pseudo noise codes.

® ohQ YOeEQaéD s (4.4)
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Sincethe set has finite number of elements to be assigned to the noolesthan
one node may have the same cadg.is the notation of the one hop neighbors of
node Qo which codec is assignedo. In LAMA the aim isto determire whether
nodenay activate a link using coadeand send packets to its one hop neighbors in

€  within timesloto.

The group of contenders of nodgs composed of one hop neighbors am&hop

neighbors othe nodes i ;, as shown in thiollowing formula:

O 0 0 ‘Qwhere Q@ ¢ (4-5)

Non-contending Link
mewenems Contending Link
— Active Link

i6

/ N
(g )
N/

Figure 4.5: LAMA Operation

A scenario about LAMA operation is exhibited in Figdtd. The numbers assigned
to nodes represetiteir priority numbersAlso codewis the spreading code of nodes
21 and 14. Since their sgading codes are same then transmission from cotke

determned due to priority numbers of receiver nodes.

Node“Qtself has the highest priority numbetthin its one hop neighbors. So, if it

wants to transmia frameto node’®r to node€Qthenit can choose eithdf,j) or (i,k)
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links. At the same time slde,d) link may be activated too since code of node d is

different than code of node j or node k.

4.3.1Algorithm of LAMA

Algorithm 3 LAMA Pseudo Code

1. Calculatethe priorityry of every nodéQ™ & * "QusingAlgorithm 1 step 3.
> If NCR'QO) resultsh Q¢ ££'@i'Q QQ then activate link @O ¢  in
time sloto.

In the first step oL AMA algorithm, priorities ofeachnode in the contender group
of node"Carecalculated After that, NCR algorithm rusandselectghe winner node
of the contention. If it concludes that no@s the winner node then link&Q will

be activated.
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4.4 PAMA

4.4.1Description of PAMA

PAMA differs from NAMA since the prioritiesre calculate@nd assigned tlinks
insteadnodes.t is known that codes are assigned to receiver nodes in LAMA but in
PAMA algorithm codes are assigned to pairwise liaka transmitter receiver pair.
These codes recalculated e#tichtime-slot, so that the contentisrbecome variable

for different timeslots.

In PAMA links are chosen as the winner of the contention with respect to their
priority i.e. among incident links PAMAelects the link witthighest priorityas the

winner node

4.4.2 Algorithm of PAMA

Algorithm 4 PAMA Pseudo Code

1. Getthe priorityry  of everylink ¢l ¥ 0 { © 6R  using(4.6).

N YOEM w8 08 ws W (4.6)

2. Exit if (4.7)is not satisfied
baond sp o ng (4.7)
3. Getthe priority of each twdop neighbor of nodé) that is:

D 2ATES O§ HEN. (4.8)

4. Getthe code assignmeAt onnodek, EN . using(4.9)

© wh Yoeds 08 06¢'@ s (4.9)

5. Activate link 6NO in time slotoif:
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FoOvG 0e'® ol (4.10)

In the algorithm above, priorities of incident links @) are calculated. Ifoh)

link hasthe highest priority among its contenders then priorities of each two hop
neighbors ob are calculatedAfter thatcodeis assigmedto directional linksin time

slot t accordingo (4.9), link 6h) is activated ifits priority is the highest priority

within two hop neighbors who have same code with liif) .

Figure 4.6: Link Vector

In Figure 4.6, a possible network scenaris presentedin this topology, node ®
wants to transmit data to nodewhile nodecowants to transmit data to nodeand
nodeQ If link ¢fo and A are activated at the same time, then a collision may
occursince these links have saroede. BesidesPAMA algorithm assigns unique
priority numbers to each links and checks the codes anditi@s of contending

links. So,PAMA algorithmcan easily avoid the hidden terminal problem
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CHAPTER 5

SIMULATION WORK

5.1 ASSUMPTIONS

In this study,a number ofassumptions are madeEirst of all, @ch node in the
network is considered to satisfy time synchronization, and to know the time slot
boundariesSimilarly, all of the contenders have knowledge about time slot number
0. In atime slotduration,a full-scope data packet can be transmitfBidhe slots

enumerated starting from zero.

Medium isconsidered to béree-spacei.e. there is no obstaglso signal is not
exposed to diffraction or reflectiohote that  the medium was not considered as
freeespace modelthe routing of the packages would change; yet, it is out of the

scope of this study; hence, the simulations will still be valid.

The antennas of nodes are assumed to be the same anrdi@timonal. Ifantennas
were directional and/or different from each other, simulation results could be

different from those will be presented.

5.2MOBILITY MODEL

A mobile node is a node whose position and point of attachmeheteetwork may
change with time. As node moves withire network area, itequiresnew network
connections to be madehis extra efforresults inhigherpower consumption and a
greater lag in the communicatiorStatic nodes do not experience these
disadvartages. Yet, current requiremestto connect internet from anywhere
advocates mobile nodes.
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Mobility model describes the movement of nodes with thesation, acceleration
and velocitywhich arechanging over timeMobility of nodes play a considerable
role in performance of MAC layer protogado emulating this pattern as real as

possible iof cruicial importance.

The mobility model for the nodes is chosen frormeaalternative mobility models:
Brownian motion model, Manhattan mobility mddeandomwaypoint model In

this study random waypoint model which is simple and feasible model for mobile
adhoc networksis chosen In this model, two directional motion, speed and
acceleration of the nodes are randomly determimdre is an illustration of ik

model in Figurés.1 which shows motions of 15 nodesairegion.

Figure 5.1: Mobility Model

5.3SIMULATION DESIGN

The development environment used to implement these algarite Microsoft
Visual Studio Software of NAMA, LAMA and PAMA algorithmsare evaluated

overthreescenariosSimulations are performed in the staimd mobiletopologies.

30



First of the scenarios is designed for fully conné&and10 nodes. In the Figure
5.2, fully connectedscenarioFCS)with 5 nodes is showrl.he dashedines in the
figure indicatethe connection between two noddkate that all of the nodes are in
the transmission range @fach othemwhich means every node can transmit and

receive packets froranother

NODE1

e 1
DE /”// 4 : \\
NODES /
&2 At
e e | N
1 N\ 7‘\ 1 \
N 4 B
i \\ // I \\ \VobE2
] I -~ al
: /x\ I //
\ e 7/
| / AN A /
' V4 AN // ] /
I / e I 5
o= X I v
&« N
NODE4 -~ & I
\\\ \ |//

—~—
-~

T * NODE3

Figure 5.2: Fully Connected Scenario for 5 nodes

Figure 5.3 shows the connection topology aifultihop connectiornscenarioand
dashed lines in the figuiedicatethe connection between two noddstwo nodes
have no dashed linebetween them, they are not in the transmission range of each

other.

Figure 5.3: Multihop Scenario Topology for 5 nodes
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For theSMS case, networlareais chosen as 1000tsy 1000m. 100 nodes are placed
randomly to this regionTo get more realistic results, this region is not enlarged to
include transmission ranges of all nodes i.e. when a node is at the coordinate of
900m to 900m and transmission range of it is 200m themes effective
transmission area of the node is idled.

MMS is the third scenario which is composed of 100 mobile nodes within an area of
1000mby 1000m As in SMStest field 1000mn by 1000m network areand infinite

plane is simulated as the test field.

In MMS and SMS scenans, the transmission ranges of thedes are set to 200m
and 300 mrespectively providing us a contention level and topology change for

different cases.

Time slot duration is takebOms A section (YR &0 i o) length is180ms. For

SMS and MMS cas&0 different pseudo noise codes are used.

Table 5.1; Simulationconstraints

Node Time Slot | Simulation Node Connection

Number | Number | Duration Type

FCS | 5and 10| 100000 1000 secs Static All nodes are
nodes connected

SMS | 100 nodes| 50000 500secs Static Transmission range
of 100m and 300m

MMS | 100 nodes| 50000 500secs | Mobile | Transmission rangg
of 100m and 300m
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5.4 SIMULATION RESULTS

In this section simulation results are giverthi three scenariomentioned before.
First of all, throughput and delay resultsF€S for 5 and 10 connectedchodes are
demonstratedAfter that throughput and delay characteristic of static and mobile
network of100nodes ar@resentedor thar transmission ranges of 100m a3@dm.

Finally comparison 0§MSandMMS scenarios islepicted

Figure 5.4 and Figure5.5 shows the throughput results of three MAC layer
protocols. As expected, under the channel capacity, throughput of the protocols
shows a linear increase. When the capacity of the channel exceeded, throughput
became stable. Also it is detected that PAMA has higimeughput than others.
PAMA algorithm is based on scheduling of link activatidrhe capability of
multiple linksbeingallowed to beactivated at the same timenhances the channel
capacity of PAMA.

Th1rc‘>1ughput Analysis for 5 Nodes Fully Connected MAC Layer Protocols
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Figure 5.4: Throughputanalysis for5 nodes FCS
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Thr205ughput Analysis for 10 Nodes Fully Connected MAC Layer Protocols
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Packet Arrival Rate (Packet/Slot)

Figure 5.5: Throughputanalysis forl0 nodes FCS

Figure 5.6 and Figure5.7 demonstrate that LAMA and NAMA protocols exhibit
approximately same characteristics since the channel capacity and throughput of
these protocols athesame. In PAMA packets are exposed to higher stpdetays

than othersincethe number of contendéinks for eachtime slotis more than the
numberof nodes. As it is knownheavy load correspond to higher packet arrival
rate.As PAMA has higher capacity, it is able to sustain heavier leadspresenta

betterdelay performance under heavy loads.
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25I:())elay Analysis for 5 Nodes Fully Connected MAC Layer Protocols
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Figure 5.6: Delayanalysis for5 nodes FCS

4%)§Iay Analysis for 10 Nodes Fully Connected MAC Layer Protocols
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Figure 5.7: Delayanalysis forl0 node FCS
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Throughput analysis for mutiop network scenario is simulated for 100 nodes and
for their changing transmission ranges; 100m, 300m. Fig8rand Figures.9 show
the advantage of code division of LAMA and PAMA over NAMA.

In PAMA links are choseaccording to their priorities resulting into a bidirectional
packet delivery. But in LAMA a link chosen whose node has the highest priority
which means only the chosen node from that link can send packets. Hence, a higher
throughput can achied with PAMA compared to LAMA.

Also effect of transmission range on SMS can be observed by examining these
figures. While throughput value for 100m transmission range reaches steady state at
~18 packets/slot, for 300m transmission range this value decreases to ~5.5

padets/slot.

Th;gughput Analysis for 100m transmission Range Multihop MAC Layer Protocols
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Figure 5.8: Throughput of SMS for transmission range 100m
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Throgghput Analysis for 300m transmission Range Multihop MAC Layer Protocols
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Figure 5.9: Throughput of SMS for transmission range 300m

As in FCS PAMA has higher delays at the starting point. Delay characteristics of
the protocols are shown in FigutelO and Figure5.11. Delay level of PAMA
protocol increases slower with respect to the corresponding increase in LAMA and
NAMA. Hence, PAMA has a lgher channel capacity and spatial reuse.
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Tcgtoag Delay for 100m transmission Range Multihop MAC Layer Protocols
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Figure 5.10: Delay of SMS for transmission range 100m

T1ootoa(; Delay for 300m transmission Range Multihop MAC Layer Protocols
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Figure 5.11: Delay of SMS for transmission range 300m
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Figure5.12 andFigure 5.13 show the throughput performances dfidure5.14 i
Figure5.15 show delay performansef the MAC layer protocols while the nodes

are mobile. The transmission ranges100mand 0m in the figures.

It is observed that shorter trasmission range resulisto ahigher throughput and
a smalledelay since longer transmission range will cause more neighborhood which
escalatesompetition. If the competition getdhallenging more nodewvill start to

competdor a time sloending up vth ahigher delay and smallethroughput.

Thro;sghput Analysis for 100m transmission Range Mobile Multihop MAC Layer Protocols
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Figure 5.12: Throughput of MMSor transmission range 100m
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Thro7uhput Analysis for 300m transmission Range Mobile Multihop MAC Layer Protocols
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Figure 5.13: Throughput of MMSor transmission range 300m
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Figure 5.14: Delay analysi®f MMS for transmission rang€00m
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Figure 5.15: Delay analysi®f MMS for transmission range 300m

Figure5.16 and Figur®.17 show the throughput performance compasgdmtween
SMS and MMS; while, Figure 5.18 and Figures.19 show the delay performance

comparisorbetween them

Throughput results can b®valuatedin two sectionslow and high packet arrival
rates.In low packet arrival rate casejulti-hop scenario gives better results than
mobile scenario. FIFO queues are not filled fully in this situation. Contention is low
in general and mobility brings some extra effort to getneighborhood relation
repetitively at each time slot which increases delay and decreases throughput.
arrival packet ratio increaseIMS intercepts SMS performance and exceeds it at
the end. Main reason cang this result is, in SMSnodes may staekl into smaller
region positions of whichare randomly assignednd this increases contention for

that region and decreases throughput performance of whole system.
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Looking delay performance comparison, for all packet arrival rates delay
observed inSMS is lower tharthose inMMS. Time to establishneighborhood

relationat everytime slot; increases delay level MMS remarkably.

Throul2\5put Comparison for 100m Transmission Range Multihop vs Multihop Mobile MAC Layer Protocols
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Figure 5.16: Throughputtomparison of SMS vs MM&r 100m transmissiorange

Figure 5.17: Throughput comparison of SMS vs MM& 300m transmission range
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