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ABSTRACT

DESIGN AND DEVELOPMENT OF MEDICAL RECOMMENDATION SYSTEM
FOR HOME CARE SERVICE FOR GERIATRICS

Beşik, Saliha İrem

M.S., Department of Computer Engineering

Supervisor : Prof. Dr. Ferda Nur Alpaslan

December 2015, 99 pages

Demands and expectations for health care have gradually increased with the longer
life expectancy and decline in birth rate, however the resources reserved for health
services are relatively limited. The countries with aging population problems are
trying to develop new systems to obtain more effective usage of current resources.
The aging population and resultant chronic illnesses has become a real problem for
Turkey as well. The increase in elderly population results in more demand for health
care because of aging-associated physical or mental limitations and chronic illnesses.
Research illustrates that home care services for seniors speed up the healing process.

The aim of the thesis is developing a medical recommendation system (RHCS) which
generates treatment and care plan recommendations to assist health professionals to
make decisions on treatment process of geriatrics. This developed recommendation
system will be a part of an integrated patient based e-health platform which provides
a home health care for those elderly people who need care, including all of the actors
(particularly relatives of elderly people) involved in the nursing period.

One of the distinctive points of this study lies in the methodology used which is
empowering collaborative filtering recommendation approach with historical data of
geriatric patients. Its ontological-based approach, electronic health record structure,
compatibility with ICD-10 and ATC clinical classification systems also makes this
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study prominent.

RHCS has evaluated by both offline experiments with historical patient data taken by
Ankara Numune Hospital and user studies conducted with 13 doctors. The results
are measured by three different types of evaluation metrics, and it is showed that in
each case RHCS is a successful system to generate reliable and relevant recommenda-
tions. As a future work, RHCS will be adapted to integrate with a rule-based clinical
decision support system.

Keywords: Recommendation Systems, Collaborative Filtering, Ontology, Data Min-
ing, Similarity Measures, Feature Weighting
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ÖZ

YAŞLI HASTALARIN EVDE BAKIM HİZMETİ İÇİN MEDİKAL TAVSİYE
SİSTEMİ TASARIM VE GELİŞTİRİLMESİ

Beşik, Saliha İrem

Yüksek Lisans, Bilgisayar Mühendisliği Bölümü

Tez Yöneticisi : Prof. Dr. Ferda Nur Alpaslan

Aralık 2015 , 99 sayfa

Yaşam süresinin uzaması ve doğum oranındaki düşüş ile yaşlanan dünyamızda, sağlık
hizmetine yönelik talep ve beklentiler her geçen gün artmakta, bununla birlikte bu hiz-
metlere ayrılan kaynaklar ise çok daha kısıtlı kalmaktadır. Yaşlanan nüfus sorunuyla
karşı karşıya kalan ülkeler mevcut kaynağın daha etkin kullanılmasına yönelik yeni
hizmet sunum modelleri geliştirmeye çalışmaktadır. Yaşlı nüfus ve ona bağlı olarak
ortaya çıkan kronik hastalık yoğunluğu ülkemiz için de önemli bir gerçek haline gel-
miştir. Yaşlı nüfustaki artış hem yaşlanmadan kaynaklı fiziksel/ mental kısıtlamalar
ve hem de kronik hastalıklar dolayısı ile sağlık hizmetine daha talepkar bir yönelme
anlamına gelmektedir. Bununla birlikte araştırmalar, yaşlının evinde aldığı bakım hiz-
metine daha iyi cevap verdiğini ve iyileşme sürecinin hızlandığını göstermektedir.

Bu çalışma ile sağlık personellerine tedavi ve bakım önerilerinde bulunarak geriatri
hastalarına uygulanacak tedaviyi belirleme konusunda yardımcı olabilecek klinik bir
tavsiye sistemi (RHCS) geliştirilmesi amaçlanmaktadır. Geliştirilen klinik tavsiye sis-
temi, yaşlı ve bakıma muhtaç bireylerin sağlık bakım hizmetleri sürecine evini de
katabilen; yaşlının yakınları başta olmak üzere bakım sürecine dahil olan tüm aktör-
leri kapsayan; öğrenen ve öneren yapısı ile tedavi / bakım sürecini iyileştirme amaçlı
koordinasyon ve karar destek mekanizmalarına olanak sağlayan hasta merkezli bir
e-sağlık platformunun bir parçası olarak kullanılacaktır.
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Bu çalışmanın ayırt edici noktalarından biri işbirlikçi filtreleme yöntemini geriatri
hastalarının eski medikal kayıtlarını da kullanarak güçlendirmesidir. Ontoloji tabanlı
yaklaşımı, elektronik sağlık kaydı (ESK) altyapısı, ICD-10 ve ATC klinik sınıflan-
dırma sistemleri ile uyumluluğu da bu çalışmayı önemli hale getirmektedir.

RHCS’yi değerlendirmek için, Ankara Numune Hastanesi’nden alınan hasta verileri
üzerinde çevrimdışı testler (offline experiments) ve 13 doktor ile kullanıcı araştır-
maları (user studies) yapılmıştır. Sonuçlar üç farklı değerlendirme metriği kullanarak
incelenmiştir ve sonuçlar RHCS’nin güvenilir ve ilgili tavsiyelerde bulunduğunu gös-
termektedir. İleriye dönük bir çalışma olarak; RHCS, kural-tabanlı bir karar destek
sistemine entegre olarak çalışmaya uygun hale getirilecektir.

Anahtar Kelimeler: Ontoloji, Tavsiye Sistemleri, Makine Tabanlı Öğrenme, Veri Ma-
denciliği, Özellik Ağırlıklandırma
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CHAPTER 1

INTRODUCTION

In this introductory chapter, first the problem is defined and the motivation behind the

study is stated. Then, the contribution of this study is explained. Finally, the structure

of the thesis is presented.

1.1 Problem Definition

This thesis study focuses on the design and development of a medical recommenda-

tion system for home care service for geriatric patients called RHCS. RHCS aims to

help health professional by generating a treatment or care plan list as ATC codes.

1.2 Motivation

There are several motivation points for our study. Some of the key ones can be listed

as follows:

1. Growth in elderly population: According to United Nations report presented

in 2013, the population is aging in nearly all the countries of the world. Elderly

population in Turkey is 5.7 million in 2012 with a proportion of 7.5% and this

population will reach to 8.6 million people with a proportion of 10.2% in 2023

[1]. Although Turkey is behind other developed countries in terms of aging

population [2], this increase can be considered as a reason to develop home

health care systems.
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2. Increase in chronic diseases: United States National Center for Health Statis-

tics defined chronic disease as “one lasting 3 months or more”. Chronic dis-

eases are more common in aged people [3]. According to Chronic Diseases

Report prepared by Health Ministry of Turkey in 2006 [4] [5], approximately

22 million elderly people have at least one chronic health condition.

Growth in chronic diseases is an important motivation behind home care health

systems because of two key reasons. First reason is that chronic illnesses are by

far the most leading cause of the mortality. Approximately 60% of all deaths in

the world are caused due to chronic diseases [6] and 71% of deaths in Turkey

are based on chronic diseases [7]. Home health care systems for geriatrics

can help to prevent such deaths based on chronic diseases. Second key reason

is related to cost. Diagnosing and treating chronic diseases are more costly

than acute diseases. Approximately 75% of the health expenses are separated

for chronic diseases in all over the world [8]. Home health care systems can

provide a cost-effective solution to decide a proper treatment and care plan for

geriatrics with chronic diseases.

3. Unsatisfactoriness of current home health care system: Current situation of

home care services in Turkey are explained in detail in Chapter 2.1. As in stat-

ing in this chapter, there is no single software supported by ministry of health

used for home care services. There are only some business-related software

solutions [9][10]. Patient information are stored in hard copy files and there

is no computer-based system. It can be come to conclusion that current home

health care system does not satisfy the demands and it motivates us to develop

computer-based home health care systems.

4. Living preferences of elderly people: According to a state planning organi-

zation study conducted in Turkey, 36% of aged people live with their relatives,

63% of them live alone and 1% live in different institutions. In urban cities, the

proportion of elderly people who live alone is much more, approximately 70%

[11]. Besides, research shows that home care services speed up the recovery

process of patients with providing home atmosphere [12]. Within this scope, it

can be deduced that there is a demand for home care services in order to provide

a more qualified life for elderly people living alone.
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5. Drug usage of elderly people: The amount of drugs used grows with the in-

crease in age [13]. While deciding treatment plan, health professionals have

a risk to miss some drugs. This risk becomes higher when amount of drugs

which should be given is increased. Recommending treatment plans can help

health professionals to prevent this type of risks.

1.3 Contribution of this Study

This study is significant in a number of ways. In this section, the contributions of the

study from the theoretical and practical perspectives are discussed. The major areas

of contribution are:

• RHCS which is a home care health service with medical recommendation sys-

tem help geriatrics to remain safely at home and avoid unnecessary hospital-

ization. With home atmosphere, home nursing has positive impact on care /

treatment process of geriatric patients. It also reduces the cost. Therefore,

RHCS provides a cost-effective solution.

• RHCS helps health professionals in terms of making decisions on treatment

plans and makes long-term follow-up easier with continuity of care.

• RHCS uses a collaborative filtering recommendation approach which is em-

powered by historical data of patients. So, it generates recommendations by

considering both medical records of different patients and historical medical

records of patients themselves.

• In Turkey, there is a barcode standardization in health system. RHCS follows

this barcode standardization. It also follows the international standard ATC

classification system to provide interaction with different systems.

• RHCS is compatible with ICD-10 coding mechanism which leads to several

benefits to our system. It may lead to fewer errors in diagnoses compared to

textual diagnosis data. It can be used with ontology to classify diagnoses. It

increased to ability to work in tandem with other services using ICD-10 too.

All in all, it improves research studies.
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• RHCS can be integrated with different hospital management systems.

• RHCS is an ontology-based system to provide a common terminology with dif-

ferent systems, units and user groups. It makes the system more advantageous

compared to other similar systems by means of interoperability, scalability and

expandability.

• The verification and validation of care and treatment process is considered as

a very important output for the improvement of the system. Therefore, system

evaluated carefully through both offline experiments with historical patient data

taken by Ankara Numune Hospital and user studies conducted with 13 doctors.

Offline experiment results are evaluated by three well-known types of metrics

which are precision, recall and f-measure.

1.4 The Structure of the Thesis

This thesis consists of 8 chapters. The remaining 7 chapter is structured as follows.

In Chapter 2, the studies conducted to determine the system requirements are de-

scribed. The current situation of home health care services in Turkey is stated through

a user study, related clinical home care service softwares are discussed and clinical

recommendation systems in literature are analyzed in detail.

In Chapter 3, some important background information about clinical classification

systems and terminology are explained in order to comprehend the data set used

within the scope of thesis. Clinical classification systems namely ICD-10 classifi-

cation and ATC classification are explained and barcode technology used in health

care in Turkey is presented.

In Chapter 4, ontology and in particular SNOMED-CT are explained in detail. It is

also described that why and how SNOMED-CT is used.

In Chapter 5, recommendation problem is formalized, recommendation techniques

are explained with their pros and cons, and a comparison drawn between recommen-

dation techniques is presented. Besides, some of the similarity measures in literature

are explained. Finally, experimental settings used in literature and most common

4



evaluation metrics are stated.

In Chapter 6, our system, RHCS, is explained in detail. This chapter is divided

into four main subsections. Firstly, the system architecture is presented. Secondly,

data preparation process is explained. Thirdly, it is described how to determine the

similarity in RHCS. Finally, implementation of RHCS is stated.

In Chapter 7, the experimental results and evaluation of RHCS are demonstrated.

The results by different evaluation metrics are compared and discussed.

In Chapter 8, the thesis is concluded and the possible future work to improve the

system is addressed.
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CHAPTER 2

RELATED WORK

This chapter represents the preliminary research conducted before implementing the

system, RHCS. RHCS is a clinical recommendation system implemented for home-

care service. Firstly, in order to fully-understand the system requirements, it is looked

through the current situation of health care services in Turkey through a user experi-

ence study. Then, related home care service solutions / end products are analyzed. Fi-

nally, a detailed study on clinical recommendation systems in literature is conducted.

2.1 Current Situation of Home Care Services in Turkey

User Experience study is an important task to comprehend the problem and the re-

quirements. An interview with home-care services health professionals worked in

Ankara Numune Hospital is carried out in order to gather user requirements and un-

derstand the current situation of Home-Care Services in Turkey. The system, RHCS,

is explained and their feedback and suggestions are asked. Their contributions can be

listed as follow:

• In Turkey, there is no single software supported by Ministry of Health used for

home care services. There are only some business related products ([9],[10]).

• The information about home care patients are stored in hand-written docu-

ments. There is no clinical data repository in electronic environment [14].

• There are eight standard forms (i.e. "Home Care Service Application Form",

"Home Care Service Information Form", "Home Care Service Patient Evalua-
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tion Form", "Home Care Service Patient Treatment Plan Form", "Home Care

Service Medical Analysis Request Form", "Home Care Service Medical Con-

sultation Request Form", "Home Care Service Patient Transfer Form", "Home

Care Service Service Termination Form") which are used for all home-care ser-

vice providers. These forms are all available online [15].

• These forms consist of valuable information for home care patients consisting

demographic information, epicrisis, vital signs, complaints, addictions, physi-

cal examinations, laboratory procedures, surgical procedures, treatment plans

and consultation reports.

• There is a clinical data repository for the geriatric patients who are inmates

in Ankara Numune Hospital. The data in this repository can be used for our

system, RHCS.

• Clinical data repository does not include all features stored in forms used for

home care patients. The mutual features can be considered more important for

RHCS.

2.2 Related Products

The crucial reason to work on related products is determining user needs and system

requirements of our medical recommendation system for home care services. There

are several national and international home care services. Some of the products /

solutions are described in the following:

• Acıbadem Mobile Chronic Healthcare Services:

This software [9] provides remote follow-up of patients with chronic diseases

like diabetes, heart conditions, hypertension and hypotension etc. The patients

who benefit from this service are able to use the devices like electrocardiogra-

phy (ECG or EKG), digital scales, digital sphygmomanometers (device used

to measure blood pressure) and glucometers (device to monitor glycaemia)

at home. The measurement values taken from these devices are sent to data

transfer module automatically and they are transferred from this module to the

healthcare professionals.
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• Kardelen Home Care Service:

This product [10] is developed for medical home care providers and it basi-

cally helps proper professionals appoint to the treatment and/or care tasks and

follow-up the patients. Besides, this solution includes a variety of features,

including patient admission, establishing a diagnosis, consultation request, pa-

tient referral, presenting medical reports, treatment-purpose processes, nursing

processes and appointment scheduling. It is possible to transfer data between

hospitals using this service via a secure server.

• Horizon:

Horizon [16] is developed by McKesson Company and it can be integrated

with other products of the company. It comprises both clinical and financial

operations related to home care processes. Home care providers are able to

use Horizon either by setting up it with obtaining a license (on-promise) or

by accessing it on web (on-demand). System stakeholders including patients,

patient relatives and healthcare professionals can access information about care

and treatment plan and get involved in the system according to their roles. It

also includes patient education materials and a dataset for drug interactions.

• Agencycore:

Agencycore [17] is a home health software developed by Axxess Technology

Solutions. It enables home health agencies to manage their workflow to deliver

quality care to their patients. It serves different purposes such as administra-

tion, billing, scheduling and human resources. It also contains several proper-

ties, including automatic generation of care plans from assessments, integrated

drug-drug and allergy interaction check and integrated medication and diagno-

sis lookups.

• AxisCare Total Homecare Management:

AxisCare [18] is developed in accordance with the requirements of home care

agencies and it includes a marketing module that agencies can manage and/or

coordinate current clients and marketing activities. It provides different fa-

cilities, including organizing workflows, scheduling appointments, patient ad-

mission, billing and salary payment. It provides a "telephony" functionality

which enables health professionals to communicate patients and patient rela-
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tives. Health professionals can share the changes and/or updates with patients

via SMS or voice call. AxisCare is 100% web-based.

• Health Care First:

HealthcareFirst [19] is a company which works in the field of home care soft-

ware solutions. HealthcareFirst home care is a web-based and mobile-based

software including several functionalities and modules like scheduling of the

appointments, human resources, patient follow-up and billing. It stores patient

medical records which include the demographic information of the patients and

care and treatment plans applied to the patients.

• Allscripts Homecare:

Allscripts Homecare software [20] is developed for home care agencies to pro-

vide a quality care. It automates clinical, administrative and financial processes

of both large home care organizations and small home care companies. It is

a fully-integrated system comprises several modules including patient admis-

sion, scheduling appointments, planning treatments and billing. It is a web-

based system and it supports industry requirements like transaction standards

and code sets to work with different systems.

As the current home care services are analyzed, the common approaches listed below

can be examined:

1. These systems are all web-based. It is important to make system easily acces-

sible for the stakeholders.

2. Applications are not patient-based in general. Only a small amount of them

contains patients and patient relatives (Acıbadem [9] and Horizon [16]). Oth-

ers are standard automation systems which models administrative and financial

affairs.

3. It can be also inferred that for home care systems being able to be integrated

with different systems is prominent.

4. Almost all of them keep up with the changes in health industry (new procedures,

new approaches and new technologies).
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5. Some of them contains rule-based decision systems particularly for drug inter-

actions.

6. None of them includes a clinical recommendation system.

7. Applications are generally hosted by a service provider and made available to

users over a network which is Software as a Service (SaaS) software distribu-

tion model.

8. All systems keep medical records of patients which include their demographic

information, their chronic diseases, their medical allergies and the drugs they

used.

2.3 Related Research

In the literature, there are several studies for generating clinical recommendation sys-

tem.

In "Drug-Recommendation System for Patients with Infectious Diseases" Shimadaa

et. al. developed a clinical decision support system in order to recommend drugs for

patients who have infectious diseases. It aimed to help health professionals particu-

larly doctors to select a drug appropriately [21].

Meisamshabanpoor and Mahdavi studied medical decisions for disease recognition,

treatment and time of period needed for recovery. In their article "Implementation

of a Recommender System on Medical Recognition and Treatment", their proposed

system is explained. They used classification techniques and collaborative filtering

recommendation approach [22].

Duan, Street and Lu generated nursing care plan recommender system which is ex-

plained in their article "A Nursing care plan recommender system using a Data Min-

ing Approach". They proposed a recommender system to provide a ranked list of

nursing plans based on historical data and the list is updated as new items are entered.

Association-rule measures (support and confidence) and a novel approach named as

"information value" that expects which selections may improve the future rankings

are used [23].
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Hoens, Blanton and Chawla have a research on generating a reliable medical recom-

mender system considering privacy. In their article "Reliable Medical Recommenda-

tion Systems with Patient Privacy", they explain a physician recommending system.

Patients can rate physicians based on their satisfactions and the system considers these

ratings to generate a recommendation. Two important features of their research are

secure processing architecture and anonymous contributions architecture. Secure pro-

cessing architecture provides patients to contribute encrypted ratings and the recom-

mendations are generated over encrypted data. Anonymous contributions architecture

provides patient to submit their ratings anonymously. In order to have a more reliable

system, dishonest users and physicians cannot tamper with ratings. They evaluated

their recommendation system in terms of reliability of recommendations and system

performance [24].

Rodriguez et. al. explained their medical recommendation system SemMed in their

article "SemMed: Applying Semantic Web to Medical Recommendation System".

They aimed to assist health professionals by recommending possible drugs or medi-

cations by using Semantic Web Technologies. They used a ontology in OWL format

with three main related classes which are diseases, allergies and medicines. The sys-

tem generates drug recommendations by using information about diagnosis, drugs

already taken and allergies. The recommendable drugs for a patient PM are deter-

mined by the given formula 2.1 where AM represents a set of all drugs which can be

used to treat diseases of the patient, DM represents a set of drugs which associated

with the patient, IMDM represents a set of drugs which interacts with the currently

prescribed to the patient, IMA represents a set of drugs which interacts with allergies

of the patient [25].

PM = AM − (DM ∪ IMDM ∪ IMA) (2.1)

Lim, Husain and Zakaria described their personalized recommender system in the ar-

ticle named "Recommender System for Personalized Wellness Therapy". Their sys-

tem generated personalized wellness treatment recommendations using an Artificial

Intelligence technique, hybrid case-based reasoning. They proposed an online con-

sultation form to users. Users state their wellness concerns on consultation form and
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the system tries to find similar cases by case-based reasoning. If there is no suitable

similar cases, the system provides recommendations by rule-based reasoning [26].

In "IAServ: An Intelligent Home Care Web Services Platform in a Cloud for Aging-

in-Place", Su and Chiang described IAServ as a personalized health-care service im-

plemented as a web service and deployed in a cloud computing setting. IAServ cannot

be directly classified as a medical recommendation system, rather it is a clinical deci-

sion support system. IAServ generates personalized care plan by using the patient’s

ontological profile and formulated rules. [27].

Our proposed medical recommendation system is different from others in some as-

pects. The comparison between related studies and RHCS can be seen in Table 2.1.

Table 2.1: Comparison of RHCS and other proposed systems.

Reference Features

Shimada et al.,

2005 [21]

• Topic:

– Drug Recommendation

– To patients

– Infectious Diseases

• Methodology:

– Decision Tree Classifier

• Personalization: Yes

• Ontology Usage: No
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Table 2.1: Continued

Reference Features

Meisamshabanpoor

and Mahdavi, 2012 [22]

• Topic:

– Diagnosis Recommendation

– Treatment Recommendation

– Prediction of length of treatment

– To Patients

• Methodology:

– Classification

– Collaborative filtering

– Pearson Correlation Coefficient

• Personalization: Yes

• Ontology Usage: No

Duan, Street and Lu,

2008 [23]

• Topic:

– Nursing care plan recommendation

– To health professionals

• Methodology:

– Association-rule measures

– "Information value"

• Personalization: No

• Ontology Usage: No
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Table 2.1: Continued

Reference Features

Hoens, Blanton and Chawla,

2010 [24]

• Topic:

– Physician recommendation

– To patients

– Considering Privacy & Reliability

• Methodology:

– Collaborative Filtering

– Encrypted data

• Personalization: Yes

• Ontology Usage: No

Rodriguez et al.,

2009 [25]

• Topic:

– Drug recommendation

– To health professionals

• Methodology:

– Web Semantic Techniques

– Ontologies

• Personalization: No

• Ontology Usage: Yes
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Table 2.1: Continued

Reference Features

Lim, Husain and Zakaria,

2013 [26]

• Topic:

– Welness therapy recommendation

– To patients

• Methodology:

– Hybrid case-based reasoning

– Weighted Average Near

Neighbour algorithm

• Personalization: Yes

• Ontology Usage: No

Su and Chiang,

2013 [27]

• Topic:

– Intelligent Home-care Web Services

– Cloud Computing

• Methodology:

– Decision Support System

– Intelligent Agent

• Personalization: Yes

• Ontology Usage: Yes
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Table 2.1: Continued

Reference Features

RHCS

• Topic:

– ATC code Recommendation

– To health professionals

• Methodology:

– Collaborative Filtering

– Weighted Hamming Distance

• Personalization: No

• Ontology Usage: Yes
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CHAPTER 3

CLINICAL CLASSIFICATION AND TERMINOLOGY

In this chapter, ICD-10 classification, barcode technology in healthcare in Turkey and

ATC classification system are presented. Since in the proposed system RHCS, these

clinical classification systems and terminologies are used, they are explained in detail.

3.1 Barcode Technology in Healthcare in Turkey

Barcode is a unique code in the form of numbers to identify the products, namely

drugs in healthcare. The European Article Numbering (EAN) Association, now

known as GS1, is established as an international standards organization for barcode

technology [28]. Turkey is one of the countries which uses the barcode standards set

by GS1 [29]. GS1 defines different barcoding standards which are EAN-8, EAN-12,

EAN-13, EAN-14 and EAN-128 for different purposes. The Health Industry Business

Communications Council (HIBCC) is to facilitate barcode technology in healthcare.

HIBCC is more specialized than GS1 [30]. The barcode technology principals in

healthcare in Turkey can be listed as follows [29] [31]:

• All of the drugs that will be reimbursed by the Social Security Institution must

have a unique barcode and register to "Republic of Turkey Medical Devices

and Drugs Databank".

• Drugs can use either GS1 EAN-13 or HICC barcode standards.

• Barcodes of drugs can be started with "868", "869" or "550".
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• Barcodes starting with "868" and "869" are assigned for Turkey by GS1 EAN-

13.

• Barcodes of drugs starting with "550" are produced in that hospital. In general,

they are used for dermatological disorders.

3.2 ATC classification system

ATC classification system is used for classifying drugs according to their active in-

gredients. ATC classification system is controlled by the World Health Organization

Collaborating Centre for Drug Statistics Methodology (WHOCC). Activecingredients

are divided into different groups "according to the organ or system on which they act

and their therapeutic, pharmacological and chemical properties" [32]. Principals for

ATC classification can be listed as follows [33] [32] [34]:

• Drugs are classified in groups at five different levels. As an example, the com-

plete classifications of metformin and cetirizine are illustrated in Table 3.1.

• Plain medicinal products are products with one active substance or products

which in addition to one active component contain auxiliary substances. Plain

medicinal products of same active substance have same ATC code. Thus, in the

ATC system, all plain metformin preparations are given the code "A10BA02"

and all plain cetirizine preparations are given the code "R06AE07".

• Medicinal products containing two or more active ingredients can be consid-

ered as combination products. As an example, Table 3.2 illustrates a combi-

nation product, combinations of lidocaine and prilocaine, and corresponding

ATC code for this combination product.

• A medicinal product can be given more than one ATC code if it has clearly

different therapeutic uses. For instance; Acetylsalicylic acid (aspirin) is used

amongst other for pain and for cardiovascular disease. Aspirin is classified

as cardiovascular medicine in ATC code "B01AC06", for pain as ATC code

"N02BA01".
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Table 3.1: The ATC classifications of metformin and cetirizine.

(a) The classification of metformin.

A
Alimentary tract and metabolism
(1st level, anatomical main group)

A10
Drugs used in diabetes
(2nd level, therapeutic subgroup)

A10B
Blood glucose lowering drugs, excl. insulins
(3rd level, pharmacological subgroup)

A10BA
Biguanides
(4th level, chemical subgroup)

A10BA02
Metformin
(5th level, chemical substance)

(b) The classification of cetirizine.

R
Respiratory System
(1st level, anatomical main group)

R06
Antihistamines for Systemic Use
(2nd level, therapeutic subgroup)

R06A
Antihistamines for Systemic Use
(3rd level, pharmacological subgroup)

R06AE
Piperazine derivatives
(4th level, chemical subgroup)

R06AE07
Cetirizine
(5th level, chemical substance)

Table 3.2: The example of ATC codes for combination product.

N01BB02 lidocaine
N01BB04 prilocaine
N01BB20 combinations of lidocaine and prilocaine
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• Each medicinal product has a corresponding barcode and each barcode has a

corresponding ATC code.

In Table 3.3, barcode "8699525092366" is "HITRIZIN 10 MG 10 TABLET" and

it corresponds to ATC code "R06AE07".

Barcode "8699546080274" corresponding to "TALCID 500 MG 40 ÇİĞNEME

TABLETİ" and barcode "8699546700288" corresponding to "TALCID SÜS-

PANSİYON 500 MG/5ML 200 ML" are considered as almost the same by health

professionals. They correspond to the same ATC code "A02AD04" and so these

medicinal products are similar to each other by ATC classification system as

well.

Barcode "8699788751406" corresponding to "RANIVER 50 MG/2 ML 10 AM-

PUL" and barcode "8699518750402" corresponding to "ULCURAN 50 MG 10

AMPUL" are considered as same by health professionals. They correspond to

the same ATC code "A02BA02" and so these medicinal products are similar to

each other by ATC classification system as well.

Table 3.3: The example of medicinal product barcodes and corresponding ATC codes.

Barcode Product ATC_Code
8699525092366 HITRIZIN 10 MG 10 TABLET R06AE07

8699546080274 TALCID 500 MG 40 ÇİĞNEME TABLETİ A02AD04
8699546700288 TALCID SÜSPANSİYON 500 MG/5ML 200 ML A02AD04

8699788751406 RANIVER 50 MG/2 ML 10 AMPUL A02BA02
8699518750402 ULCURAN 50 MG 10 AMPUL A02BA02

• In order to treat a certain disease, health professionals can use different drugs

with same or similar active ingredients. Different drugs with same ingredients

have similar effects on treatment. Medicinal products having ATC codes same

until 3rd level. For instance, lidocaine with ATC code "N01BB02" and prilo-

caine with ATC code "N01BB04" can be considered as similar.
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3.3 ICD-10 Classification System

The International Classification of Diseases (ICD) is a standard classification sys-

tem developed by World Health Organization. It is "the standard diagnostic tool for

epidemiology, health management and clinical purposes" [35]. 117 countries used

ICD-10 standards and Turkey is one of these countries. ICD-10 was purchased from

WHO in 1995 by the Health Project Coordination Unit of Health Ministry in Turkey

and then translated into Turkish by a professional committee. ICD-10 Turkish ver-

sion has been developed by including the updates of WHO until 2005. Since 2005,

in health institutions affiliated to Ministry of Health, it has been obligatory to use

ICD-10 [36].

Table 3.4 illustrates an example of diagnoses determined by health professionals and

corresponding ICD-10 codes as diagnosis codes.

Table 3.4: The example of diagnoses and corresponding diagnosis codes as ICD-10
codes.

Diagnosis name Diagnosis code
Esansiyel (primer) hipertansiyon I10
Hipertansif kalp hastalığı I11
Hipertansif kalp hastalığı,
kalp yetmezliği (konjestif) ile birlikte

I11.0

Hipertansif kalp hastalığı,
kalp yetmezliği (konjestif) olmaksızın

I11.9
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CHAPTER 4

ONTOLOGY

In this chapter, the details of the ontology, SNOMED-CT, were given. The reason

behind why to use SNOMED-CT and the structure of SNOMED-CT are explained in

detail.

4.1 Definition of Ontology

In computer science "ontology" has a different meaning than philosophy and meta-

physics. Tom Gruber, a researcher at Stanford University, defines "ontology" as "an

explicit specification of conceptualization". It is used for knowledge sharing and

reuse [37]. Ontology is an agreed-upon vocabulary compromising set of semantically

related "concepts" in order to exchange information in a domain. Instead of creating

a new ontology, SNOMED-CT is used as clinical terminology.

4.2 SNOMED-CT

Systematized Nomenclature of Medicine was created by the College of American

Pathologists (CAP) in 1975. SNOMED was combined with Clinical Terms Version

3 (CTV3) in 2002. The merged product was called SNOMED Clinical Terms, which

was shortened to SNOMED CT. The International Health Terminology Standards De-

velopment Organisation (IHTSDO) distributes SNOMED-CT around the world until

2007. According to United States National Library of Medicine (NIH), SNOMED-

CT is one of the required standards in interoperability specifications of the United

25



States Healthcare Information Technology Standards Panel. SNOMED-CT is also

accepted as a common global language for health terms within other IHTSDO Mem-

ber countries which are Australia, Canada, Denmark, Lithuania, Sweden, the Nether-

lands, New Zealand, the United Kingdom and the United States [38].

Electronic Health Records (EHR) include clinical contents of patients and SNOMED-

CT helps to interpret these EHRs through a standardized way. The use of SNOMED-

CT benefits individuals, populations and healthcare in several ways including "reduc-

ing costly duplications and errors", "removing language barriers", "raising quality of

care" and so on [39].

4.2.1 The structure of SNOMED-CT

SNOMED CT is a clinical healthcare terminology file that includes three main types

of components which are concepts, descriptions and relationships [40].

• Concepts are unique clinical definitions which are organized into hierarchies.

Related concepts range from general to spesific within a hierarchy.

• Descriptions are textual explanations of concepts in order to make concepts

human readable.

• Relationships are links between related concepts.

Figure 4.1 illustrates general SNOMED CT design and development. Every concept

has a unique identifier and concepts are organized into hierarchies by means of |is-a|

relations. "Body structure", "Clinical finding", "Event" and "Substance" are some of

the top-level hierarchies. |is-a|, |due to|, |causative agent|, |finding site| and |has active

ingredient| are some of the types of relationships.

In order to make the usage of SNOMED CT more understandable, an example can be

given [40]:

The concepts described in "Descriptions" as |bacterial pneumonia| and |viral pneumo-

nia| both are linked with |is a| relationship to |infective pneumonia| concept. |infective
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pneumonia| concept has an |is a| relationship to the more general concept |pneumo-

nia|. Hence, |bacterial pneumonia| and |viral pneumonia| concepts are also linked with

general concept |pneumonia| by |is-a| relationship.

Figure 4.1: SNOMED CT Design and Development.
[40]

Within SNOMED-CT Release, it can be reached maps to other code systems and

classifications including ICD-10. In ICD-10 mapping file, there are mapping be-

tween SNOMED CT concept ids and ICD10 codes. There are also SNOMED-CT

descriptions of concepts and ICD descriptions as textual data.

Table 4.1 illustrates an example mapping between SNOMED-CT and ICD-10. "Pneu-

monia in mycosis" is coded as "J17.2" in ICD-10 classification. The correspond-

ing SNOMED-CT concept is |Pneumonia in aspergillosis (disorder)| and the corre-

sponding concept id is "111900000". Different ICD-10 codes can map into same

SNOMED-CT concept ids since they have different classification methodologies.
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CHAPTER 5

RECOMMENDATION SYSTEM

In computer science, the term "recommendation (recommender) system" can be de-

fined in many ways. Some of the possible definitions are as the following:

• "Recommender systems are software tools and techniques providing sugges-

tions for items to be of use to a user" [41].

• "Recommender systems are personalized information filtering technology used

to either predict whether a particular user will like a particular item (prediction

problem) or to identify a set of N items that will be of interest to a certain user

(top-N recommendation problem)" [42].

These definitions can be varied by domain specific recommendation systems. In the

scope of the thesis, only medical recommendation systems are considered. By nar-

rowing the scope, it can be had a more clear understanding for the problem and the

proposed system RHCS.

Clinical databases consists of different health states of patients, like laboratory results,

diagnosis codes, treatment plans and health reports. With the rapid increase in data

have been collected in clinical databases, the size of search space has become dramat-

ically large. Thus, medical recommendation systems become more important to deal

with the information overload problem in clinical databases. The task of medical rec-

ommendation systems is recommending different medical information like diagnosis

and treatment plans.

In this chapter, firstly, the medical recommendation problem is defined. Secondly,
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some of the significant problems related to recommendation approaches are stated.

Thirdly, main recommendation approaches along with the limitations are explained.

Finally, different similarity measures in literature are described.

5.1 Medical Recommendation Problem Definition

Our aim to develop a medical recommendation system is generating a recommenda-

tion list of care and treatment plans to health professionals. It is a guide for the health

professionals and it is an input for the clinical decision support system. In literature,

recommender systems can be categorized into two: Prediction problem and top-N

recommendation problem. In this thesis, it is primarily focused on top-N recommen-

dation problem rather than the prediction problem.

5.2 Problems of Recommendation Systems

In this section, some of the common problems of recommendation systems are ex-

plained.

5.2.1 Cold-start Problem

Cold-start problem (early rate problem [43], first rater problem [44]) is the problem

caused by "giving recommendations to novel users who have no preference on any

items" [45]. Patients not having medical records can cause cold-start problem.

5.2.2 Gray sheep Problem

Claypool et al. [43] first used the term "gray sheep". This problem refers to users,

in our case patients, who do not "consistently agree or disagree with any group of

people". Hence, they cannot be put into a group easily and such patients cannot

"benefit from collaborative fltering" recommendation approach.

McCrae et al. [46] used the term "black sheep" to refer users, in our case patients,
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who are "opposite group". They are totally different from others. For such patients, it

is impossible to generate recommendations by using collaborative filtering approach.

5.2.3 Stability - Plasticity Problem

Stability - plasticity problem is used commonly in artificial intelligence. It is basicly

that once a system trained on a given data, it cannot learn anything new [47]. For

particularly recommendation systems using content-based and collaborative filtering

approaches, it is difficult to adapt them to changes in preferences [48].

5.3 Recommendation Techniques

The techniques that are used in recommendation systems are mainly divided into

six categories which are non-personalized recommendation, collaborative recommen-

dation, content-based recommendation, knowledge-based recommendation, demo-

graphic recommendation, utility-based recommendation and hybrid recommendation

techniques. In this section, these recommendation system techniques are explained in

detail.

5.3.1 Non-personalized Recommendation

Non-personalized recommendation is one of the simplest recommendation approaches.

For each patient, the proposed recommendation is identical with the others indepen-

dent from the patients. The recommendation list can be determined based on the

popularity of the treatment plans. The most popular treatment plan can be defined as

the most frequent one. As it is illustrated in Figure 5.1, there are six patients, three of

them are treated with plan TreatmentA, two of them are treated with plan TreatmentB

and one of them is treated with plan TreatmentC. So, the most frequent treatment plan

is TreatmentA. The system recommends TreatmentA to the target patient PatientN.

The advantage of this method is that it is easy to implement compared to other rec-

ommendation approaches. However, the recommendations for all users are identical
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and might not appeal to everyone in the system because of lack personalization [49].

5.3.2 Collaborative Recommendation

The Collaborative Filtering (CF) approach is one of the most widely used recom-

mendation approaches. It is a process of filtering or selecting information from the

dataset. The system generates recommendations to target patient based on the other

similar patients. As it is illustrated in Figure 5.2, there are three patients, Patient1

is treated with treatment plans TreatmentA and TreatmentD, Patient2 is treated with

treatment plan TreatmentB and Patient3 is treated with treatment plans TreatmentC

and TreatmentD. Assume according to the similarity metric defined by the recom-

mendation system, PatientN is similar to Patient1. So, the system recommends the

treatment plans of Patient1 which are TreatmentA and TreatmentD to target patient

PatientN.

The collaborative filtering recommendation approach can be categorized in to two

categories as memory-based and model-based [50].

5.3.2.1 Memory-based Collaborative Filtering

Memory-based collaborative filtering uses the entire set or a sample set of the patient-

treatment plan matrix to generate a recommendation. There are two different types

for memory-based collaborative filtering: user-based collaborative filtering and item-

based collaborative filtering.

5.3.2.1.1 User-based Collaborative Filtering

In user-based collaborative filtering that is also known as neighborhood-based algo-

rithm, every patient is a part of a group of similar patients (neighbors). The recom-

mendation generated for target patient is based on the recommendation lists of the

neighbor patients of the target patient. According to Hiralall and Kowalczyk [49],

the general algorithm used for this approach can be summarized into three following

steps:
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Figure 5.1: Non-personalized recommendation based on popularity.

Figure 5.2: Collaborative recommendation based on user similarity.
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1. Assign a weight to all patients with respect to similarity with the target patient.

2. Select k neighbor patients which have highest weights.

3. Generate a recommendation list as a weighted combination of the selected

neighbors’ treatment plans.

Table 5.1 summarizes how to generate the recommendation list for PatientN (target

patient), RN , by means of User-based Collaborative Filtering. It is tried to find the K

nearest neigbor patients which have highest similarity measures su,N . The value su,N

is a similarity measure between the patient Patientu and the target patient PatientN.

There are different similarity measures which are described in detail in Chapter 5.5.

K is a predefined number which can be determined as a certain value or can be deter-

mined empirically.

Table 5.1: User Based Collaborative Filtering Algorithm to generate recommenda-
tions for PatientN.

P← set of all patients

T ← set of all treatments for each patient.

P = {Patient1, Patient2, ..., PatientN} where PatientN is target patient.

T = {T1,T2, ...,TN − 1} where T1 is the treatment applied for Patient1.

N ∈ R>0 where N is the size of P.

S ← set of similarity measures.

S 1,N ← similarity measure between Patient1 and PatientN .

S = {S 1,N , S 2,N , ..., S N−1,N}

K ∈ R>0 where K, a predefined number, is the size for recommendation.

S highestK = {S 1,N , S 2,N , ..., S K,N} set of highest K similarity measures where
S 1,N > S 2,N > ... > S N−1,N > 0.

RN = {T1,T2, ...,TK} recommendation list for PatientN .

5.3.2.1.2 Item-based Collaborative Filtering

Linden et al. [51] proposed item-based collaborative filtering as an alternative to user-

based collaborative filtering in which they match similar treatment plans, rather than
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matching similar patients. In this approach, similarities between pairs of treatment

plans Ti and Tj can be computed with different similarity methods.

In Table 5.2, there are list of patients and lists of recommendable treatment plans. It

can be thought patients as users and treatment plans as items. The values can be "0"

or "1" or "?". "0" means that the patient did not treated with that treatment plan. "1"

means that patient treated with treatment plan. "?" means that there is no information

about that patient and treatment plan correlation. The similarity between treatment

plans can be determined by using the patient-treatment plan matrix. Alternatively,

domain knowledge about treatment plans can be used as well. Domain experts can

generate a utility function for the similarity between treatment plans. Utility function

is explained in Chapter 5.3.5.

Table 5.2: Example of Patient-Treatment Plan Matrix.

T1 T2 · · · Ti · · · Tj · · · TN

Patient1 0 0 1 1 1
Patient2 0 1 0 1 1
...

PatientL 1 1 1 ? 1
...

PatientN-1 0 1 ? 0 0
PatientN 1 0 ? ? 0

5.3.2.2 Model-based Collaborative Filtering

Memory-based collaborative filtering systems may have problems in terms of speed

and scalability. Particularly for the systems generating real-time recommendations on

very large datasets, memory-based collaborative filtering approach can be more prob-

lematic [49]. Model-based approach uses information to build a model to generate

recommendations and there is no need to use whole dataset every time [52]. Thus, it

is beneficial in terms of speed and scalability. There are different approaches to learn

a model. It can be grouped these approaches into three:

1. Probabilistic approach: In the perspective of probabilistic approach, the col-

laborative filtering can be defined as calculating a probability score for a patient-
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treatment plan pair, given the target patient profile or the previous scores. Bayesian

networks and clustering use this approach [53].

2. Enhancement to memory-based algorithms: In memory-based recommen-

dation, similarity scores for patients and/or treatment plans are calculated and

used to generate recommendations. The same idea can be enhanced by using

in model-based recommendation approach. The similarity scores can be stored

as a model and these stored scores can be used to generate recommendations.

Only some of the most similar entities can be stored so the size of the dataset

can be limited. According to research conducted by Sarwar et al. [52], stor-

ing a limited number of entities does not affect so much the accuracy of the

recommendations.

3. Linear algebra problem: Generating recommendations can be defined as per-

forming linear algebra operations on a patient-treatment plan matrices. Singular

Value Decomposition can be used to reduce the dimensionality of the dataset.

According to Sarwar et al. [52], the reduced space can improve accuracy of the

recommendations.

One of the advantages of collaborative filtering is that there is no need to knowledge

about domain, so it is domain-independent. The memory-based approach is more ad-

vantageous than model-based approach since the implementation of the algorithm is

simpler, updating the database is easier and the quality of recommendations are gen-

erally better [54]. On the other hand, the model-based approach requires low memory

and CPU-time . There are several drawbacks of the approach. It has cold-start, gray

sheep and the stability or plasticity problems. The quality of the recommendations is

affected by the size and the quality of the dataset [48].

5.3.3 Content-based Recommendation

The main idea behind content-based filtering is that treatment plans with similar fea-

tures can be recommended similarly. It requires additional information about treat-

ment plans such as features of them and how these features related to each other to

define the similarity measure. The relevance between treatment plans and patients are
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also needed. The relevance can be obtained by means of historical medical data of

the patients. For instance, in order to recommend a treatment plan to a target patient

PatientN, the content-based recommendation system examines the similarities among

the treatment plans PatientN has treated in the past. Only the treatment plans that have

a high similarity to historical medical records of PatientN would be recommended. A

simple example is illustrated in Figure 5.3. Target patient PatientN has two historical

medical records which are TreatmentA and TreatmentB. Since TreatmentD is more

similar to historical records, it is recommended to PatientN.

Figure 5.3: Content-based recommendation.

The medical records of the patients can be stored as vectors of keywords. The main

work to classify vectors is using Information Retrieval classification techniques like

Rocchio [55] and Winnow [56].

The content-based filtering approach does not require any knowledge about domain, it

is domain-independent. It works well if the recommendable treatment plans are repre-

sented as a set of features properly. There are some crucial drawbacks of the approach.

Assigning features to treatment plans is a hard task, the features are sometimes man-

ually assigned. The content of the features effects the quality of the recommendation

and it would be problematic. If the dataset includes unique recommendable treatment

plans which are not similar to each other, the approach will be unsuccessful to gen-

erate a proper recommendation. It also suffers from the cold-start problem and the

stability or plasticity problem [48].
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5.3.4 Knowledge-based Recommendation

Knowledge-based recommendation systems generate recommendations based on knowl-

edge about patients and treatment / care plans. As it is shown in Figure 5.4, recom-

mender has a knowledge on relationship between need and/or preference of patients

and possible recommendations. It makes inference on this knowledge and reasons out

which recommendation meet the patient’s needs. The structure of knowledge can be

in any type.

Figure 5.4: The diagram of the knowledge-based recommendation systems.

For instance, in [48], EntreeC, which is a recommender system for restaurants, uses

cascaded hybrid recommendation system with knowledge based and collaborative

filtering recommenders. EntreeC generates restaurant recommendations by using its

knowledge base and preferences of users. EntreeC may recommend the top-rated

vegetarian restaurants for a new user preferring to eat vegetarian.

As it is illustrated in Figure 5.5, there is a domain knowledge about the target pa-

tient PatientN. PatientN has allergic asthma and uses the medicine named Proventil.

There are three different treatment plans and there are knowledge about their compat-

ibility with different allergies and medicines. PatientN needs a treatment plan which

is compatible with allergic asthma and the medicine named Proventil. The medical

recommender system looks for the treatment plans that match these needs. In this

system, the treatment plan that matches the patient’s need is TreatmentB.

Knowledge-based recommendation technique avoids cold-start and sparsity problems
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because it does not depends on the historical data of the patients [49]. This system

does not need to store any medical records, it is solely use domain knowledge. The

needs and/or preferences for each patients should be provided to generate recommen-

dations. It is easy to make new recommendations when the needs of patients changes,

it avoids "stability or plasticity" problem. The disadvantage of the knowledge-based

recommendation technique is the need of domain knowledge. There are three types

of domain knowledge required for a knowledge-based recommender: Catalog knowl-

edge which is knowledge about recommendation items and their features, functional

knowledge which is the knowledge about how to map patient’s needs and recommen-

dation items and user knowledge which is some knowledge about the patient. It could

be hard to provide the domain knowledge for all patients. Inference part may be also

difficult. Finding the best recommendation requires some knowledge engineering

[48].

5.3.5 Utility-based Recommendation

Formalization of our recommendation problem can be done as follows: P is the set of

all patients and T is the set of all treatments and/or care plans in the recommendation

system. Both the space T , which is the set of all treatment plans, and P, which is

the set of all patients, can be very large. The utility function ut is a measure for

relatedness of treatment plant t to patient p is defined as given in Equation 5.1.

ut : P × T → R (5.1)

R is a set to define relatedness which contains non-negative integers or real numbers

within a certain range. In order to recommend a treatment plan for a target patient

t ∈ T , a recommendation system tries to find such a treatment plan t′ that maximizes

the utility of the patient p. Therefore, for each patient p ∈ P, the system tries to

recommend t′ as given in Equation 5.2.

∀p ∈ P, t′ = arg max
t∈T

ut(p, t) (5.2)
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In Table 5.3, there are list of patients, lists of symptoms and the recommendable treat-

ment plans. It can be thought patients as users and treatment plans as items. The val-

ues can be "0" or "1". "0" means that the patient do not have that symptom. "1" means

that patient have that symptom. In the proposed recommendation systems, in which

the utility function is represented by the score determined by the symptoms. Some

of the treatment plans of the patients are missing. The recommendation system tries

to make predictions on the missing treatment plans by using the utility function. The

data known are manually entered by health professionals. Our aim is recommend-

ing a new treatment plan for the usage of health professionals. The problem can be

described as making treatment plan recommendation for unknown patient-treatment

plan pairs. For example in Table 5.3, element at the fifth row and fifth column of the

matrix is "?" which means that for "Patient4 the treatment plan has not entered.

Table 5.3: Example of Patient-Treatment Plan Matrix.

Patients Symptom1 Symptom2 · · · Symptomn Treatment Plans
Patient1 0 0 1 TreatmentA

Patient2 1 1 1 TreatmentB

Patient3 1 0 0 TreatmentA
...

PatientM 1 0 1 ?

P = {Patient1, Patient2, ..., PatientM} of patients, T = {T1,T2, ...,TN} of treatment

plans.

Scores in a recommendation system can be represented by a matrix which is called

patient-treatment plan matrix. In a m-by-n patient-treatment plan score matrix, m

rows represent the patients and n columns represent the treatment plans. An example

of matrix used for recommendation is illustrated in Table 5.4. Scores are calculated

by using utility function. In Table 5.4, the score values are not calculated as a real

example, they are random numbers used only for illustration reason. The recom-

mender system recommend treatment plans to the target patient based on the calcu-

lated scores. Recommendation system recommend a list of treatment plans that have

the highest scores among the calculated scores of the target patient. For example, in

the given Patient-Treatment Plan Score Matrix in Table 5.4, PatientN is the target pa-

tient. First, the system calculates scores of the PatientN for each treatment plans (e.g.
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TreatmentA, TreatmentB, TreatmentC, TreatmentD and TreatmentE). Suppose that in

our example, the number of the items in recommendation list is 2. Therefore, the

recommendation list consists of TreatmentE and TreatmentB. There can be no prede-

fined size for the recommendation list. It can be a threshold value. Suppose that the

threshold score in our example is 3. In other words, if the score is above 3, it means

that the patient can be treated by the corresponding treatment plan. In this case, the

recommendation list for PatientN consists of TreatmentE, TreatmentB and TreatmentA.

Table 5.4: Patient-Treatment Plan Score Matrix Example.

TreatmentA TreatmentB TreatmentC TreatmentD TreatmentE

Patient1 4.7 3.2 3.2 2.0 1.6
Patient2 3.0 4.5 1.4 3.0 1.9
Patient3 4.7 3.1 1.8 1.8 2.6
...

PatientN 3.2 4.1 2.4 2.4 4.5

Utility-based recommendation techniques are very similar to knowledge-based tech-

niques. In several studies [57] [49], there is no separate technique named as utility-

based, they consider utility-based as knowledge-based. Both knowledge-base and

utility-based recommendation systems do not generate recommendations based on

generalizations about users, but rather they make inference on the match between a

patient’s need and the set of recommendation options available. However, knowledge-

based recommendation systems and utility-based recommendation systems differ from

each other. Knowledge-based recommendation systems require background knowl-

edge of how recommendation items meet the patient’s needs and descriptions of pa-

tient’s needs or interests. However, utility-based recommendation systems require

utility-functions over recommendation items that describe patient’s needs. In utility-

based technique, there is no need for knowledge engineering.

Utility-based recommendation systems make recommendations based on a compu-

tation named utility function related to each treatment plans for the patients. Tête-

à-Tête and PersonaLogic use utility-based recommendation techniques. Each use

different ways to create patient-specific utility functions [58]. The profile of patients

are these patient-specific utility functions and the recommender system aims to find

the best match accordingly.
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Utility-based recommendation techniques avoid ramp-up (cold-start) and sparsity prob-

lem because they do not generate their recommendations on historical records of the

patients. One of the most important benefits of this technique is that it can factor

many different features apart from recommendation item-specific features, such as

reliability of a treatment plan, availability of a medicine and delivery schedule of

a medicine in order to contribute to the value of treatment. Learner-based recom-

mendation systems (demographic, collaborative and content-based) have stability or

plasticity problem, whereas utility-based recommendation systems are sensitive to

changes of patient’s needs. The main problem of this technique is how to create a

utility function for each patient is a difficult task. It is not learner-based so its ability

for suggestion is static (system does not learn)[48].

5.3.6 Demographic Recommendation

Michael Pazzani researched the demographic-based recommendation approach in his

article named "A Framework for Collaborative, Content-Based and Demographic Fil-

tering" [59]. Patients are classified according to their demographic data. The aim is

to learn a "pattern" between demographic data and treatment plans. As it is illustrated

in Figure 5.6, the recommendation systems tries to make recommendations based on

demographic information on the gender, height, weight etc. of patients. Demographic

information of PatientN (target patient) is similar to the demographic information of

patient in the category for TreatmentA. Hence, the system recommends TreatmentA

to PatientN.

The advantage of a demographic recommendation technique is that the system can

make recommendations without any other data like symptoms and medical records.

Knowledge about the treatment plans is not needed; so the technique is domain-

independent. The disadvantage is that demographic classification could be erroneous.

Since medical decisions depends on several different attributes, it cannot be relied on

only demographic data. For example not all females whose weight and height are

the same can be treated with the same plan. Patients with unusual demographic data

result in low correlation coefficient with other patients. Recommendations for them

are very difficult to find and they also cause odd (weird) recommendations for their
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Figure 5.5: Knowledge-based recommendation.

Figure 5.6: Demographic-based recommendation based on popularity.
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correlated users, this problem is called the gray sheep problem and is discussed in

[43]. Another challenge is the difficulty to change a created profile of a patient once

the taste of the customer changes. This is called the stability or plasticity problem

[48].

5.3.7 Hybrid Recommendation

Hybrid recommendation is referred as a recommendation approach that utilizes mul-

tiple recommendation approaches in order to generate recommendations. Each of the

techniques described above has known shortcomings or limitations. Hybrid recom-

mendation systems are generally implemented by combining multiple techniques to

cope with the limitations of these techniques. There are mainly seven hybridization

techniques which are described briefly below [60].

• Weighted: In this hybridization technique, the recommendation approaches

used have initial weights. These weights are initially equal and changed over

time with observations of the system. Evaluation results or errors can be such

observations. The independent recommendation systems are combined to pro-

duce a single recommendation system according to their final weights. P-Tango

[43], Pazzani’s combination hybrid [59] and Towle & Quinn’s hybrid system

[61] are example recommendation systems which use weighted hybridization

technique.

• Switching: In this hybridization technique, hybrid recommendation system

switches among recommendation approaches used. The selection is based on a

switching criterion. For instance, a switching hybrid medical recommendation

system generates recommendations using different approaches for different pa-

tients by using switching criterion and analyzing the profiles of the patients.

DailyLearner system [62] and Tran & Cohen’s hybrid recommender system

[63] are example recommendation systems which use swithcing hybridization

technique.

• Mixed: A mixed hybrid recommendation system presents all recommendations

which are generated by different recommendation systems in a single combined
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list. The PTV system [64] and autonomous agent ProfBuilder [65] are example

recommendation systems which use mixed hybridization technique.

• Feature Combination: In this hybridization technique, the features derived

from independent recommenders are combined to produce a single recommen-

dation. For instance, Basu proposed a hybrid system in their article [66], this

system which combines collaborative features, ratings of the users, with the

content features improves the performance of pure collaborative recommenda-

tion approach in terms of precision.

Condliff et al. [67] proposes an example recommendation system which use

both feature combination and meta-level hybridization techniques in their study.

• Feature Augmentation: In feature augmentation hybridization technique, the

output of one recommendation approach is used as a part of the input to an-

other approach. In [68], a content boosted collaborative filtering system which

uses feature augmentation hybrid approach is proposed. In this system, first

content-based recommendation predicts unknown ratings. Then, collaborative

filtering uses the results provided by content based recommender as input to

make predictions about ratings of users.

Libra system [69] and the GroupLens research system [70] are example recom-

mendation systems which use feature augmentation hybridization technique.

• Cascade: In cascade hybridization technique, recommendation systems are

strictly prioritized, one recommender which has worse results cannot modify

decisions made by a stronger one, but can only refine them. After primary rec-

ommendation approach processes on data and produces an output, secondary

approach can only change the score (ranking) of this output but cannot make

changes on its content. Also, in cascade hybrid systems, if the prior recom-

mender has very good results, there is no need to run the other recommendation

systems.

In [58], EntreeC, which is a recommender system for restaurants, uses cascaded

hybrid recommendation system with knowledge based and collaborative filter-

ing recommendation systems. EntreeC generates restaurant recommendations

by using its knowledge base and preferences of users. Collaborative filtering
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is used to break the ties and further generate restaurant recommendations after

knowledge-based recommender.

• Meta-level: In meta-level hybridization technique, one recommendation tech-

nique is used to construct some sort of model, then this model is used by other

recommendation techniques as input. It is kind of similar to the feature aug-

mentation hybridization technique, but they differ. In meta-level hybridization

technique, one recommender produces a model by using learning algorithms

and the other recommender uses this model. In feature augmentation hybridiza-

tion technique, the output of one recommender is used as a part of an input to

another recommender.

Fab [71] [72], a document recommender, uses a meta-level hybrid system with

"collaboration via content" structure. Content-based recommender constructs

user profiles as vectors of weights for the terms/keywords. Collaborative fil-

tering recommender then uses these user profiles to determine the similarity

between users. Fab also uses cascade technique.

LaboUr system [73] is another meta-level hybrid recommendation system ex-

ample.

Hybrid recommendation systems are advantageous since they try to overcome the

limitations of the other recommendation techniques. Hybrid recommendation sys-

tems combine two or more recommendations to have better results. The disadvantage

is that such systems could be hard to implement and use.

One of the most popular hybrid system is the combination of content-based and col-

laborative filtering. The comparisons of the different hybridization techniques is dif-

ficult to handle. Which hybridization technique should be used depends on the char-

acteristics of the recommendation systems being combined. A small distinction can

be helpful in order to establish the trade-offs between hybridization techniques. Two

cases can be set which are uniform case and non-uniform case. In uniform cases, one

recommender performs better than another over the whole space of recommendation,

and in non-uniform cases, recommenders have different strengths and weaknesses

in different parts of the space. For the uniform cases, cascade hybridization, fea-

ture augmentation hybridization, feature combination hybridization and meta-level
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hybridization can be more advantageous than the others. For the non-uniform cases,

switching hybridization could be more preferable.

Burke [48] [60] summarizes some of the studies in hybrid recommender system in

the Figure 5.7. There are some remarks about the table. It is for personalized-

recommendation techniques. Since utility-based recommendation technique is a spe-

cial case of knowledge-based recommendation technique, knowledge-based and utility-

based techniques are combined.

Figure 5.7: Example hybrid recommendation systems.
[48] [60]

The gray fields illustrate the redundant combinations. There are four order-insensitive

hybridization techniques: Weighted, Mixed, Switching and Feature Combination.

The order in which the recommendation techniques applied makes no difference with

these hybridization approaches. For instance, a CN/CF weighted system is not differ-

ent from a CF/CN one. There are 24 redundant spaces in the table.

Apart from redundant spaces, there are some combinations are not possible. For fea-

ture combination hybridization technique, knowledge-based recommendation tech-

nique does not represent a possible hybrid because knowledge-base can take into

47



account any kind of data. The demographic recommendation technique is similar to

collaborative filtering technique since they only differ in terms of the features they

used. Hence, there is no need to distinguish content-based/demographic (CN/DM)

meta-level hybrid from a content-based/collaborative (CN/CF) one.

5.4 Comparison of Recommendation Techniques

As it is described in Table 5.5, all recommendation approaches have some strengths

and weaknesses.

Table 5.5: Comparison of Recommendation Techniques.

Technique Strengths Weaknesses

Non-personalized
- Easy to implement

- No need to complex data
- Lack of personalization

Collaborative

- Domain-independent

- Quality can be improved

over time

- Low CPU time for

model-based

- Quality is dependent on

dataset size

- Cold-start

- Gray sheep

- Stability vs. plasticity

- Lots of memory and high

CPU-time for memory-based

Content-based

- Domain-independent

- Quality can be improved

over time

- Quality is dependent on

dataset size

- Cold-start

- Stability vs. plasticity

Knowledge-based

- No cold-start

- No need to historical data

- Sensitive to changes on data

- Knowledge engineering

required

- Not learn

Utility-based

- No cold-start

- No need to historical data

- Sensitive to changes on data

- Need to formulize

a utility function

- Not learn

48



Table 5.5: Continued

Technique Strengths Weaknesses

Demographic

- Domain-independent

- Quality can be improved

over time

- Need to gather

demographic information

- Quality is dependent

on dataset size

- Cold-start

- Gray sheep

- Stability vs. plasticity

5.5 Similarity Measures

Determining similarity is one of the key tasks for content-based and collaborative fil-

tering recommendation systems. In literature, there are several similarity measures.

In our case, we need to find similarity between patients. Each patient can be rep-

resented as a vector. Each of the attributes of patient data can be considered as a

dimension of the vector. This is neither classification nor clustering problem. Simi-

larity is basically defined as "closeness". When two patient vectors are closer to each

other, then these patients are similar. In this section, some of the prominent similarity

measures which can be used in medical recommendation systems are explained.
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Table 5.6: Formulas used to determine similarity.

Definitions:

P← patient vector space

~v(pm)← vectorial representation of patientm

~v(pn)← vectorial representation of patientn

~v(pm) = {m1,m2, ...,mk}

~v(pn) = {n1, n2, ..., nk}

mi ← the value for ith attribute for patientm where 0 < i < k

ni ← the value for ith attribute for patientn where 0 < i < k

wi ← weight for ith attribute where 0 < i < k

~v(pm),~v(pn) ∈ P

0 < i < k; mi, ni,wi ∈ R>0

Formulas

dManhattan ←Manhattan distance

dManhattan =
∑k

1 |mi − ni|

dWeightedManhattan ←Weighted Manhattan distance

dWeightedManhattan =
∑k

1 wi × |mi − ni|

dEuclidean ← Euclidean distance

dEuclidean =

√∑k
1 |mi − ni|

2

dWeightedEuclidean ←Weighted Euclidean distance

dWeightedEuclidean =

√∑k
1 wi|mi − ni|

2

dS quaredEuclidean ← Squared Euclidean distance

dS quaredEuclidean =
∑k

1 |mi − ni|
2

dWeightedS quaredEuclidean ←Weighted Squared Euclidean distance

dWeightedS quaredEuclidean =
∑k

1 wi|mi − ni|
2
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Table 5.6: Continued

dMinkowski ←Minkowski distance

dMinkowski =

√∑k
1 |mi − ni|

k

dWeightedMinkowski ←Weighted Minkowski distance

dWeightedMinkowski =
k
√∑k

1 wi|mi − ni|
k

dChebyshev ← Chebyshev distance

dChebyshev = max
1≤i≤k
|mi − ni|

dHamming ← Hamming distance, # ⊗ is bitwise XOR;

dHamming =
∑k

1 mi ⊗ ni

dWeightedHamming ←Weighted Hamming distance

dWeightedHamming =
∑k

1 wi × (mi ⊗ ni)

simCosinus ← Cosinus similarity

simCosinus =

∑k
1 mi × ni√∑k

1 m2
i ×

√∑k
1 n2

i

simWeightedCosinus ←Weighted Cosinus similarity

simWeightedCosinus =

∑k
1 wi × mi × ni√∑k

1 wi × m2
i ×

√∑k
1 wi × n2

i

simJaccard ← Jaccard Coefficient similarity

simJaccard =
~v(pm)

⋂
~v(pn)

~v(pm)
⋃
~v(pn)

simPearsonCorrelation ← Pearson Correlation Coefficient similarity

simPearsonCorrelation =

∑k
1(mi − m̄) × (ni − n̄)√∑k

1(mi − m̄)2 ×

√∑k
1(ni − n̄2

; where m̄ and n̄ are

respective means.
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In Table 5.6, formulas for two vectors which have all non-negative real number values

are used. Distance and/or similarity functions provide a way to measure how close

two elements are, where elements do not have to be numbers but can also be different

arbitrary objects. A typical distance for real number vectors is absolute difference.

5.6 Evaluating Recommendation Systems

Evaluation is "a structured process of assessing the success of a project in meeting its

goals" [74]. After implementation process, evaluation is one of the crucial tasks in

almost every study. It is needed to evaluate the algorithms used in the system, RHCS.

In this chapter, first the experimental settings are introduced. Shani and Gunawardana

[75] classified experiments in three which are offline experiments, user studies, and

online experiments. It is also discussed how to draw conclusions from the conducted

experiments by explaining some of the well-known evaluation metrics.

5.6.1 Experimental Settings

In this section, three different experimental settings that can be used for evaluation

are described.

5.6.1.1 Offline Experiments

Offline experiments are performed by simulating the behavior of users interacting

with the system through using historical dataset [75]. Historical dataset is a pre-

collected dataset. It can be assumed that user behavior after implementing system

will be similar enough to the user behavior on historical data. Hence, trustworthy

conclusions based on this simulation can be drawn. Offline experiments are advan-

tageous over other experimental settings with requiring no interaction with real users

and being a cost-effective solution. However, the assumption which users’ behavior

when interacting with a system will be similar to the users’ behavior prior to that

system’s deployment can be erroneous in some cases. Thus, the results by offline

experiments can be insufficient and misleading for a reliable evaluation.
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5.6.1.2 User Studies

User studies are research studies conducted by a set of test users in order to under-

stand user behaviors and information needs [75]. Test users are real (end) users which

interact with the system to perform several predetermined tasks. While the test users

interacting with system, their behavior is observed and some quantitative measure-

ments are collected. There can be several different quantitative measurements such as

the time taken to perform each task and what portion of the tasks are completed. User

studies also enable us to ask test users qualitative questions via powerful question-

naires such as whether the test user perceived the task as easy to complete, whether

the test user perceive the task as understandable, or whether the test user thought the

recommendations were relevant. These type of qualitative questions are very impor-

tant to interpret user behavior and quantitative results.

User study is the only experimental setting enables us to collect qualitative data. This

is the most important advantage of this approach.

User study has also some drawbacks:

• Collecting test users is a hard task.

• Test users can be volunteers or paid. Compensation of paid test users can be

expensive.

• Test users are asked to perform several tasks. These tasks may be repeatedly

performed in order to compare user behavior on successive usages and on first

usage. It is almost impossible to test all possible usage scenarios and this testing

process requires time. Therefore, it may be needed to conduct user studies with

a small set of test users and a small set of tasks.

• It can be come to the conclusion that user studies may be disadvantageous both

in terms of time and monetary value.

• There is one more prominent challenge that it should be considered whether the

test users represent the real system users properly or not. Even when test users

represent the true population of real users adequately, the results of experiments

may still be biased as test users do not interact with system unconsciously, they
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are aware that they are participating in an experiment and they may provide

some misleading information.

Although there are negative aspects of user study method, it is still really beneficial

to evaluate systems.

5.6.1.3 Online Experiments

Online experiments are conducted with real system users that perform real tasks.

This type of experiment provides the most trustworthy results. Hence, many real

world systems like Google, Microsoft, Amazon, Ebay/Paypal and Facebook employ

online testing systems. There are different types of online experiments such as A/B

testing, Multifactor experiments, Conditional execution and so on. A/B testing is one

of the most common approaches in online experiments which is "randomly assigning

real users to one of two variations of a service" [76]. Multifactor experiments are

experiments including more than one factor which are evaluated independently [77].

Conditional execution are conducted when there is a dependency on a condition. For

instance, when a case is valid only if another case is occurred [76].

Online experiment is superior to other types of experiments by providing more realis-

tic inferences. In online experiments, a sample set of real users performed some real

tasks. Users should be selected randomly in order to have a fair evaluation. Providing

randomness is a challenging process. Other extrinsic factors like user interface and

underlying algorithms which may affect user behaviors should be fixed [75].

This type of experiments cannot be conducted before system deployment and so it

is risky to cause user dissatisfaction which is an undesirable case particularly for

commercial systems. For these reasons, it is more acceptable to perform an online

experiment after an offline study and/or user study [76].

5.6.2 Evaluation Metrics

After conducting experiments, the results are interpreted by means of some evaluation

metrics. In this section, some evaluation metrics that are commonly used in literature
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are explained.

Sarwar et. al categorize evaluation metrics in to two [52]:

• Statistical accuracy metrics

• Decision-support accuracy metrics

Statistical accuracy metrics are known as predictive accuracy metrics. As the name

implies, these metrics are used to evaluate recommenders which focus on prediction

problem. Predictive accuracy metrics are used to measure how close the recommender

system’s predicted rating scores are to the eventual user rating scores [78]. The most

commonly used ones are mean absolute error (MAE), mean squared error (MSE) and

root mean squared error (RMSE).

MAE, MSE and RMSE are calculated as in Table 5.7 where N is the number of

predictions, pi is the predicted rating for item i and ri is the eventual user rating for

item i.

Table 5.7: Formula for MAE, MSE and RMSE.

MAE =

∑N
i=1 |pi − ri|

N

MS E =

∑N
i=1 |pi − ri|

2

N

RMS E =

√∑N
i=1 |pi − ri|

2

N

Decision-support accuracy metrics are known as classification accuracy metrics [78].

They are used to measure how effective a recommender system generates relevant

or irrelevant recommendations [52]. These accuracy metrics are generally used to

evaluate recommenders which focus on top-N recommendation problem. The most

commonly used ones are precision, recall and f-measure.

The relevant and irrelevant recommendations generated by a recommender system

can be displayed in a two-by-two confusion matrix as shown in Table 5.8.
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Table 5.8: Confusion Matrix.

Recommended
Relevant Irrelevant

Actual
Relevant True Positive (tp) False Negative (fn)
Irrelevant False Positive (fp) True Negative (tn)

Precision (Equation 5.3) is to measure that within all recommendations how many is

relevant.

precision =
True positives

True positives + False positives
(5.3)

Recall (Equation 5.4) is to measure that within all recommendable or relevant items

how many is recommended.

recall =
True positives

True positives + False negatives
(5.4)

F-measure also known as balanced F-score or F1 score (Equation 5.5) is the harmonic

mean of precision and recall.

f − measure =
2 × precision × recall

precision + recall
(5.5)
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CHAPTER 6

RHCS: A MEDICAL RECOMMENDATION SYSTEM FOR

HOME HEALTH CARE SERVICE

In this chapter, the medical recommendation system named as RHCS is explained

in detail. Firstly, the system architecture is presented. Secondly, it is talked about

how to prepare the data. Then, it is clarified how to determine similarity. Finally, the

implementation details are stated.

6.1 System Architecture

Figure 6.1 is a sample representation of the system architecture for the medical rec-

ommendation system, RHCS.

Figure 6.1: System architecture for RHCS.

There are two major modules which are "Electronic Health Record Module" and
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"Main" module. Electronic Health Record Module used to prepare patient data used.

Main module is used to generate recommendation list. It generates top-N treatment

plans as ATC codes. It is stated how to decide the size of recommendation list (N) in

Chapter 7. This decision is made empirically after some logical statements.

6.2 Data Preparation

The main dataset named "Clinical Data Repository" is a patient database of Ankara

Numune Hospital taken between 10-03-2015 and 15-05-2015 which include the data

of inmate patients who are older than 65 (geriatrics). Figure 6.2 is a sample represen-

tation of this clinical database.

Figure 6.2: The structure of the Clinical Data Repository.

In our clinical data repository, there are six related tables. The basic information

about the tables is given below:

patient-registration: This table stores general information about patients. It mainly

stores patient registration id (registration_id), age, sex, hospital department which

they admit to (service_name), the hospitalization duration and the type of discharge.

patient-epicrisis: This table stores epicrises and the summary of the procedures ap-

plied to patients. It is related with the table patient-registration on registration_id
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attribute.

patient-treatment: This table stores information about treatment plans such as drugs

and drug dosages used. It is related with the table patient-registration on registra-

tion_id attribute.

patient-diagnosis: This table stores diagnosis information of patients. It is related

with the table patient-registration on registration_id attribute.

patient-procedure: This table includes information about all procedures applied to

the patients during their hospitalization. It is related with the table patient-registration

on registration_id attribute.

patient-lab: This table includes information about laboratory procedures applied to

patients during their hospitalization. Results of laboratory procedures and the nu-

meric values used to determine whether patients fall within the normal range or not

are also stored. It is related with the table patient-registration on registration_id at-

tribute and the table patient-procedure on procedure_id attribute.

In this study, it is not used any artificial data in order to have a platform being suitable

to real-life scenarios. There are two explicit important knowledge sources which are

a drug database taken from SSI and a medical ontology (SNOMED-CT).

The clinical data repository is a large real-world database which has several inaccurate

(noisy), incomplete and inconsistent data entries, so the data should be preprocessed.

The major tasks used in data preprocessing can be seen in Figure 6.3.

The first task for data preparation is data cleaning. The second task is data integration

which is used to integrate different data sources to work together. The final task is

data reduction and transformation. In this task, the important attributes used for the

medical recommendation system, RHCS, are selected and transformed into a more

convenient format.

The data preparation process including data cleaning, data integration, and data re-

duction and data transformation can be explained in seven phases.
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Figure 6.3: Data mining techniques used for RHCS.

6.2.1 Phase 1: Preparing patient-registration table

Ignoring the tuple with missing some prominent features is a common way to get rid

of incomplete data. In our case, we ignored the tuples with missing registration_id

which is a unique id given to each patients at their first registration. We eliminated

such data since filling these features can cause some erroneous situations.

In Turkey, patients can admit to any hospital department. After physical examination,

health professionals can transfer patients to any other hospital department. The ser-

vice information in our dataset are related to the hospital departments where patients

first admitted to. Therefore, service information is not very meaningful for our usage

and we do not use these information in RHCS.

The numeric values about this phase can be seen in Table 6.1.

Table 6.1: Patient registration data information.

Before Phase-1 After Phase-1
Number of patient-registration data 2866 2854
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6.2.2 Phase 2: Preparing patient-epicrisis table

Epicrisis is a medical case history which is used by health professionals to diagnose.

Epicrisis information includes complaints and/or syndromes of patients. Patient com-

plaint is a proper metric for our medical recommendation system. The patient com-

plaint data are all textual and manually entered by health professionals, so there are

many misspellings and noisy data. We corrected these misspellings and grouped the

similar complaints into one. From the patient_epicrisis table, we selected only com-

plaint field. For each selected complaints, seperate fields were created. If a complaint

is made by a patient, the corresponding value is entered as "1". "0" is entered, other-

wise.

The numeric values about this phase can be seen in Table 6.2.

Table 6.2: Epicrisis data information.

Before Phase-2 After Phase-2
Number of patient-epicrisis data 6125 6002
Number of different complaints 527 367

6.2.3 Phase 3: Preparing patient-diagnosis data

In our recommendation system RHCS, we used diagnosis_code information. We

ignored the tuples with missing diagnosis_code which is an indispensable attribute

for our recommendation system. There are some inconsistencies between diagnosis

codes and diagnosis names. Although the names of the diagnoses are the same, the

codes of them are different. Such data are also eliminated.

After data cleaning, we integrated SNOMED-CT ontology to determine the rela-

tionship between diagnoses. Diagnosis_codes are in the form of ICD-10. In order

to determine the relationship between diagnoses, we need to use the clinical ontol-

ogy SNOMED-CT. In SNOMED-CT, as we explained in Chapter 4, there are con-

cepts, descriptions and relationships. In the release of SNOMED-CT, we have also

SNOMED-CT to ICD-10 mapping. We converted diagnosis_codes to corresponding

SNOMED-CT codes. By means of these SNOMED-CT concept codes, we can state

the relationships between different diagnoses.
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While joining the tables on registration_id, we also removed patient-registration data

not including diagnosis_code information.

The numeric values about this phase can be seen in Table 6.3.

Table 6.3: Diagnosis data information.

Before Phase-3 After Phase-3
Number of patient-diagnosis data 5088 5041
Number of different diagnosis_codes 654 343
Number of patient data 2854 2453

6.2.4 Phase 4: Preparing patient-procedures data

Patients underwent several surgical and laboratory procedures. Information about

these procedures can be helpful to generate a more proper recommendation list. For

the surgical procedures, we do not have any result information. We only know

whether a patient underwent the surgical procedure or not. However, for labora-

tory procedures, we have detailed result data in patient-lab table. Therefore, in order

to prepare the procedures data, we first looked through the list of surgical proce-

dures. Because we used patient-laboratory table for the laboratory procedures, we

eliminated these procedures from patient-procedure data. After eliminating labora-

tory procedures, we eliminated the surgical procedures which are unnecessary for our

context. Table 6.4 illustrates an example of unnecessary surgical procedures, since

being an intensive-care patient or not is not worth to consider for our system.

We also grouped the similar procedures into one. Table 6.5 illustrates an example of

such similar surgical procedures. By having less number of procedures, we can deal

with the sparsity problem.

The numeric values about this phase can be seen in Table 6.6.

For each selected surgical procedures, separate fields were created. If a surgical pro-

cedure is applied to a patient, the corresponding value is entered as "1". "0" is entered,

otherwise.
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Table 6.4: Example of Unnecessary Surgical Procedures taken from Clinical Data
Repository.

procedure_code procedure_name
552.001 Birinci Basamak Yoğun Bakım Hastası
P552001 (P*) Birinci basamak yoğun bakım hastası
P552002 (P*) İkinci basamak yoğun bakım hastası
P552003 (P*) ÜÇüncü basamak yoğun bakım hastası
704.230 Acil hemodiyaliz/yoğun bakım ve hasta başında hemodiyaliz
552.001-1 Birinci Basamak Yoğun Bakım Viziti
552.002 İkinci Basamak Yoğun Bakım Hastası
552.002-2 İkinci Basamak Yoğun Bakım Viziti
552.003 ÜÇüncü Basamak Yoğun Bakım Hastası
552.003-3 ÜÇüncü Basamak Yoğun Bakım Viziti
510.090 Yoğun bakım

Table 6.5: A Grouping Example for Similar Surgical Procedures taken from Clinical
Data Repository.

procedure_code procedure_name
801.750 Eklem grafisi (İki yön) mukayeseli
801.770-11 Eklem grafisi (Tek yön) tek eklem
801.770-2 Eklem grafisi (Tek yön) tek eklem
801.770-9 Eklem grafisi (Tek yön) tek eklem
801.770-8 Eklem grafisi (Tek yön) tek eklem
801.770-13 Eklem grafisi (Tek yön) tek eklem
801.780-4 Eklem grafisi (İki yön) tek eklem
801.780-7 Eklem grafisi (İki yön) tek eklem
801.780-5 Eklem grafisi (İki yön) tek eklem
801.780 Eklem grafisi (İki yön) tek eklem
801.780-3 Eklem grafisi (İki yön) tek eklem
801.780-8 Eklem grafisi (İki yön) tek eklem

Table 6.6: Procedure data information.

Before Phase-4 After Phase-4
Number of patient-procedure data 24500 19884
Number of different surgical procedures 910 653

63



6.2.5 Phase 5: Preparing patient-laboratory data

In patient-lab table, there are detailed information about laboratory procedures. We

eliminated some unnecessary laboratory procedures and we grouped the similar pro-

cedures into one. The numeric values about this phase can be seen in Table 6.7.

Table 6.7: Laboratory Procedure data information.

Before Phase-5 After Phase-5
Number of patient-laboratory data 59766 47014
Number of different laboratory procedures 550 372

For each selected laboratory procedures, seperate fields were created. These newly

created fields were filled with the numbers, from 1 to 5, according to the situation

of the patients. For each laboratory procedures, there are five different fields re-

quired to evaluate the situation of patients which are result, min_value, max_value,

min_panic_value and max_panic_value. If these fields are all numeric data and there

are no missing value, Algorithm 6.1 is used to calculate the value for each corre-

sponding laboratory procedures. For each selected laboratory procedures p, if it is

not applied to a patient, we set "0" to the corresponding value v. If result (r) is

between minvalue and maxvalue, in other words if it is in normal range, we set

"1" to the corresponding value v. If result (r) is smaller than minvalue and big-

ger than minpanicvalue, in other words if it is in low - critical range, we set "2"

to the corresponding value v. If result (r) is bigger than maxvalue and smaller than

maxpanicvalue, in other words if it is in high - critical range, we set "3" to the cor-

responding value v. If result (r) is smaller than minpanicvalue, in other words if it is

in low - panic range, we set "4" to the corresponding value v. Finally, if result (r) is

bigger than maxpanicvalue, in other words if it is in high - panic range, we set "5" to

the corresponding value v.

For some patient-laboratory correlations, some of the required fields to calculate the

value for laboratory data are missing and/or they are textual data. We manually

evaluated such laboratory procedures. Table 6.8 is an example for manual evalua-

tion. In this example, there is no information about the fields which are min_value,

max_value, min_panic_value and max_panic_value. We have only textual result data.

"Negatif" and "-" result values mean there is no bacteria and/or infection in urinary
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Algorithm 6.1 Pseudo code for the algorithm to state the values for laboratory pro-

cedures data.
p← set of selected laboratory procedures

r ← result for corresponding laboratory procedures

minvalue← min_value information for corresponding laboratory procedures

maxvalue← max_value information for corresponding laboratory procedures

minpanicvalue← min_panic_value information for corresponding laboratory pro-

cedures

maxpanicvalue ← max_panic_value information for corresponding laboratory

procedures

v← calculated value for corresponding lab procedure

0← N/A situation (there is no result value for the corresponding lab procedure)

1← normal range situation (result value is in reference range)

2 ← low - critical range situation (result value is not in reference range, it is less

than min_value and does not go beyond the panic values)

3← high - critical range situation (result value is not in reference range, it is more

than max_value and does not go beyond the panic values)

4← low - panic range situation (result value exceeds the min_panic_value)

5← high - panic range situation (result value exceeds the max_panic_value)

for all p do

if r = NULL then

v = 0

else if (r > minvalue) and (r < maxvalue) then

v = 1

else if (r > minpanicvalue) and (r < minvalue) then

v = 2

else if (r > maxvalue) and (r < maxpanicvalue) then

v = 3

else if (r < minpanicvalue) then

v = 4

else

v = 5

end if

end for
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culture, so we set v as 1. "Positif" and "+" result values mean there is an bacteria

and/or infection in urinary culture, so we set v as 3. "Berrak" and "Normal" result

values mean the colour/transparency of the urine is clear and transparent, so we set v

as 1. "Az Bulanık" result value means the urine has low-turbitidy, so we set v as 3.

"Çok Bulanık" result value means the urine has high-turbitidy, so we set v as 5.

Table 6.8: A Manual Evaluation Example for Laboratory Procedures taken from Clin-
ical Data Repository.

test_name result
İdrar Tetkiki Tam Otomatik Negatif
İdrar Tetkiki Tam Otomatik Pozitif
İdrar Tetkiki Tam Otomatik Berrak
İdrar Tetkiki Tam Otomatik Az Bulanık
İdrar Tetkiki Tam Otomatik Çok Bulanık
İdrar Tetkiki Tam Otomatik Normal
İdrar Tetkiki Tam Otomatik +

İdrar Tetkiki Tam Otomatik -

6.2.6 Phase 6: Preparing patient-treatment data

In patient-treatment table, there are information about drugs used. First, we elimi-

nated the data without barcode information. Chapter 3.1 consists of detailed informa-

tion about barcode system in Turkey.

In clinical data repository, there are information about both drugs and consumable

materials used in treatment phase. We only used the drugs, therefore we cleaned the

consumable material data.

Recommending name of drugs is not a proper way for medical recommendation sys-

tems, because there are many equivalent drugs. Although the equivalent drugs have

the same active ingredients, they have different names. Instead of recommending

drug names, we recommended the active ingredients of drugs. In order to determine

the active ingredients of drugs, we used a drug database taken from Social Security

Institution (SSI). In drug database, there are drug barcodes and the corresponding

active ingredients. We integrated drug database as an additional data source. The

barcode information we had were mapped with active ingredients in drug database.
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We created a field named ingredient to store these mapped active ingredients.

The numeric values about this phase can be seen in Table 6.9.

Table 6.9: Treatment data information.

Before Phase-6 After Phase-6
Number of patient-treatment data 199999 129856
Number of different drugs 1628 1157
Number of different ATC codes - 197

6.2.7 Phase 7: Transformation phase.

Transformation phase is one of the most challenging and time-consuming parts of our

data preparation process. In order to understand why do we need to transform data,

we have to fully comprehend our data and its weaknesses. After each of these six

phases, we have almost prepared (clean, meaningful and structured) data. For each

patient, we have information about complaints, diagnoses, surgical and laboratory

procedures and the active ingredients of the drugs (ingredient) used.

Assume we use collaborative filtering algorithm and want to generate a top-N recom-

mendation list to a target patient (PatientN) by using the data provided after these six

phases. Then, it is generally enough to find only few similar patients to that target

patient. It is because the average number of drugs used for each patient is approx-

imately 6 and N should be selected as near to this average number in order to have

better evaluation results. This situation restricts RHCS to generate diverse treatment

recommendations and also decrease the success of RHCS. Hence, we need to trans-

form our data into a more convenient format.

We know all drugs given to patients during their stays in hospital, however we do

not know the direct reason behind usage of these drugs. The reason could be based

on a diagnosis or a complaint or the result of a laboratory procedure. In order to

determine the reason to use of drugs, we used different sources which are clinical

diagnosis and treatment guidelines and books [79][80][81][82][83][84]. By referring

these guidelines and books, we manually determined the causes (complaints or diag-

noses or laboratory procedures) which can be correlated to each drug used for each
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cause.

In these clinical guidelines and books, the process to decide treatment plans is di-

rectly related to make a diagnosis. Even in many cases, diagnosis is enough to make a

decision on treatment plans. The problematic part is that, in our database, health pro-

fessionals entered only one major diagnosis to each patient. Other secondary ilnesses

and causes are not entered as diagnoses. However, in this transformation phase, we

created one attribute; namely "cause"; by transforming diagnosis, complaints and

laboratory procedures and "cause" attribute can be considered like "diagnosis".

Table 6.10 is an illustrative example for patient data before transformation phase. In

this example, a patient have complaints (Hipertansiyon, Halsizlik, Ateş, Öksürük, Bu-

run Tıkanıklığı), is diagnosed as Akut Sinüzit, have laboratory results being outside

of reference range (Glikoz-3 and Albumin-2) which 3 corresponds to high-critical

range and 2 corresponds to low-critical range and have used drugs which are listed

according to their ATC codes. ATC codes are listed according to alphabetical order,

there is no other ordering mechanism used before transformation phase.

Table 6.10: An Example of Patient Data Before Transformation Phase.

Complaints Diagnosis Lab - Value ATC

Hipertansiyon, Halsizlik,
Ateş, Öksürük,
Burun Tıkanıklığı

Akut Sinüzit
Glikoz - 3,
Albumin - 2

A10A, B05A, C09C,
J01C, J01E, J01F,
M01A, N02B, R01A,
R05C, R05D

In transformation phase, we manually determined the direct correlation between causes

and ATC codes. We also calculated priority score (%) for ATC codes. Table 6.11

illustrates the patient data used in Table 6.10 after transformation phase. In this ex-

ample, complaints, diagnosis and laboratory procedures are all considered as causes.

We tried to find the correlation between causes and ATC codes. Some of the causes

do not have a corresponding ATC code and some of the causes can have more than

one corresponding ATC codes. There can be some overlapping conditions as well, for

instance "R05C" and "R05D" ATC codes can be used for both "Öksürük" and "Akut

Sinüzit".

The numeric values about this phase can be seen in Table 6.12.
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Table 6.11: An Example of Patient Data After Transformation Phase.

Cause ATC Priority (%)

Akut Sinüzit

J01C 70
J01E 30
J01F 10
M01A 20
R01A 60
R05C 60
R05D 40

Albumin düşüklüğü B05A 90
Ateş N02B 90
Burun Tıkanıklığı R01A 95
Glikoz yüksekliği A10A 30
Hipertansiyon C09C 20

Öksürük
R05C 70
R05D 70

Table 6.12: Transformation phase numeric information.

Before Phase-7 After Phase-7
Number of different causes - 561
Number of different ATC codes - 197

Priority score (Equation 6.1) is measured according to frequency, basically. In the

example table Table 6.11, for "Akut Sinüzit", there are 7 different ATC codes used

as treatment plans. For each of these ATC codes, priority scores are calculated. For

instance, the priority score of "J01C" ATC code is to measure that within all patients

diagnosed as "Akut Sinüzit", how many uses drugs with "J01C" ATC code.

priority − scored,ATC =
# o f patients with d using ATC

# o f patients with d
(6.1)

In priority-score calculation, there is an exceptional case. Some ATC codes can be

used for more than one cause. For example "R05C" ATC code is used for both "Ök-

sürük" complaint and "Akut Sinüzit" diagnosis. First, we decided the main cause

correlated with this ATC code. In this case, main cause in order to use "R05C" is "Ök-

sürük" complaint. Hence, priority − scoreOksuruk,R05C is calculated as in Equation 6.1.

However, for "Akut Sinüzit" diagnosis, the calculation differs. In such exceptional
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cases, the priority score of ATC code ATC for cause d is calculated as in Equation

6.2 where c is main cause to use ATC. For instance, for priority− scoreAkut S inuzit,R05C,

c is "Öksürük".

priority − scored,ATC =
# o f patients with d not having c who use ATC

# o f patients with d not having c
(6.2)

This transformation phase is prominent in order to determine the purpose of usage

of these drugs. After this phase, we have some causes and their corresponding ATC

values independent of patients’ other data.

6.3 Similarity Measures

Finding similarity is one of the major tasks for content-based and collaborative fil-

tering recommendation systems. In our medical recommendation system RHCS, we

used collaborative filtering recommendation approach. We explained the details about

our recommendation approaches in Implementation part (Chapter 6.4). In clinical

recommendation systems using collaborative filtering technique, we need to measure

similarities between patients (users) in the clinical data repository. In this section, the

data processing we did and the similarity measure used in our medical recommenda-

tion system are explained in detail.

6.3.1 Data Processing

First, we have studied on how to determine the similarity measure used in RHCS.

As in clarified in Data Preparation section (Chapter 6.2), we have several causes of

different illnesses and corresponding treatment plans as ATC codes to these causes.

Such entries can be considered as "patient entries" since these cause-ATC mappings

are belongs to patients and more than one entry can be related to a patient.

Our aim is finding similarity between target patient (PatientN) and different patient

entries in database. The data structure of target patient (PatientN) is different from
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other patient entries in database because target patient data is like patient data before

Phase 7 which is transformation phase.

We represented each patient entry in database as vector and clinical data repository

as a common vector space. Table 6.13 is used to define the vectorial representation of

patient entries in our database.

Table 6.13: Pseudo code for the algorithm to define vectorial representation for pa-
tient entries in database.

P← patient vector space

~v(pm)← vectorial representation of patient-entrym

~v(pm) ∈ P

diagnosis_codem ← corresponding SNOMED-CT concept code if cause
information of patient-entrym is related to diagnosis. "null" if cause is not
diagnosis-related.

complaintim
← the information about patient-entrym whether it is related to

complainti or not.

labin
← corresponding value information if cause information of patient-

entrym is related to laboratory procedure labi. "0" if cause is not related.

diagnosis_code← string

complainti ∈ 0, 1, where 0 < i < 368

procedurei = 0, where 0 < i < 654

labi ∈ 0, 1, 2, 3, 4, 5, where 0 < i < 373

~v(pm) = {diagnosis_codem, complaint1m
, ..., complaint367m

, procedure1m , ...,

procedure653m , lab1m , ..., lab372m}

We also represented target patient (PatientN) as vector. Table 6.14 shows how to

define the vectorial representation of target patient.

Vectorial representation makes our similarity problem more understandable and sim-

pler. Since our aim is recommending a treatment plan, namely active ingredients of

the drugs, ingredient attribute is our class. We use diagnosis, complaint and lab as

attributes to determine the similarity. Surgical procedures are not used to generate

recommendations, they are used to inform health professionals.
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Table 6.14: Pseudo code for the algorithm to define target patient vector.

~v(pn)← vectorial representation of target patient PatientN

diagnosis_coden ← corresponding SNOMED-CT concept code for diagno-
sis code of PatientN

complaintin
← the information about PatientN whether s/he has complainti

or not.

procedurein
← the information about PatientN whether s/he was underwent

to surgical procedure procedurei or not.

labin
← the result of PatientN for laboratory procedure labi.

diagnosis_coden ← string

complaintin
∈ 0, 1, where 0 < i < 368

procedurein ∈ 0, 1, where 0 < i < 654

labin
∈ 0, 1, 2, 3, 4, 5, where 0 < i < 373

~v(pn) = {diagnosis_coden, complaint1n
, ..., complaint367n

, procedure1n , ...,

procedure653n , lab1n , ..., lab372n}

Patient-entry vectors are multidimensional vectors, but only one of these dimensions

is used. For instance, if cause is related to diagnosis, diagnosiscode is the only di-

mension which has a value different than "0" or "null".

Target patient vector is a multidimensional vector as well. Each of its attributes can

be considered as a dimension of the vector.

6.3.2 Algorithms

In Table 5.6, different similarity measures are formulated. These measures are for

vectors which have all non-negative real number values. In our case, patient vectors

have non-numeric attribute values thus instead of using absolute difference metric, we

used a different metric. In order to calculate distance between patient entry Patientm

and target patient (Patientn), we generated a specialized weighted Hamming distance
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measure as given in Equation 6.3.

d −Weighted Hammingm,n = (w1 × �mn) +

k∑
i=2

wi × (ni ⊗ mi) (6.3)

where mi is the value for ith attribute for patientm, ni is the value for ith attribute for

patientn and wi is the weight for ith attribute. �mn is a distance value used in order

to determine distance between diagnosis codes of patientm and patientn. �mn is "1"

if diagnosis codes are the same. �mn is "0.5" if diagnosis codes are related to each

other. We used SNOMED-CT ontology to decide whether diagnosis codes are related

to each other or not. Diagnosis codes are all SNOMED-CT concept identifiers (IDs).

If there is a relation between two diagnosis codes stated in "Relationship" table in

SNOMED-CT, these two diagnosis codes are considered as related to each other. If

not, they are different and the value of �mn is "0".

The similarity, simWeightedHamming, between target patient (Patientn), ~v(pn) and the pa-

tient entry in database (patient m), ~v(pm), is calculated by the formula given in Equa-

tion 6.4.

sim −Weighted Hammingm,n =
1

d −Weighted Hammingm,n
(6.4)

,

Similarity is measured according to three major attributes which are diagnosis, com-

plaints and laboratory procedures. We have to determine whether these attributes are

equally important or not. If not, we also have to find a way that how determine the

importance of these attributes. There is no straight-forward way to do it. In Equation

6.3, wi is used as the weight for ith attribute of target patient. Weight can be considered

as importance of the attribute.

A metric related to frequency score was used to determine the weights of each at-

tribute. This metric is named as "priority score" and the formula is given in Equation

6.1 and Equation 6.2. We calculated "priority score" for each cause. Weights wi are

equal to this priority score.
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6.4 Implementation

Our RHCS system takes target patient data as input and generates a treatment plan

list as ATC codes accordingly.

In Chapter 5, different recommendation approaches were explained with their pros

and cons. We used collaborative recommendation technique which is commonly used

in clinical recommendation systems in our RHCS system. The reasons behind the

usage of collaborative filtering are related both our dataset and our aim of this study.

These reasons can be listed as follows:

• Our dataset is not appropriate for the usage of demographic, knowledge-based,

utility and content-based recommendation techniques.

• Non-personalized recommendation technique is very simple technique and it

is not proper for our aim. It generates recommendation lists independent from

patient data.

We used user-based collaborative-filtering recommendation technique. The general

algorithm used for this approach can be summarized into three following steps:

1. Group patient entries into three (diagnosis or complaint or laboratory proce-

dure) according to their attributes.

2. For each patient, measure similarity with the target patient.

3. Until we have "K" patient entries,

(a) For each group, select patient entries with the highest similarity scores.

4. If size of selected patient entries bigger than "K", remove patient entries with

minimum similarity scores until we have "K" patient entries.

5. Generate a recommendation list consisting of ATC codes of the selected patient

entries.

Algorithm 6.2 is used to determine the recommendation list for PatientN (target pa-

tient), RN , by means of User-based Collaborative Filtering. We categorized patient
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entries into three according to type of their attributes. We have set of diagnosis related

patient entries (Pd), set of complaint related patient entries (Pc) and set of laboratory

procedures related patient entries (Pl). For each group, we tried to find total K nearest

neighbor patient entries which have highest similarity measures su,N . The value su,N is

a similarity measure between the patient Patientu and the target patient PatientN. We

explained our similarity measure in detail in Chapter 6.3. K is a predefined number

which can be determined as a certain value or can be determined empirically. We

determined it according to the results we get in evaluation step.

Algorithm 6.2 Pseudo code for the User-based Collaborative Filtering algorithm used

in RHCS to generate top-K recommendation list for PatientN.
P← set of all patient entries.

T ← set of all treatment plans for each patient entry.

PatientN ← target patient data.

Pd ← set of all patient entries whose causes are diagnoses.

Pc ← set of all patient entries whose causes are complaints.

Pl ← set of all patient entries whose causes are laboratory procedures.

P = {Patient1, Patient2, ..., PatientM}

T = {T1,T2, ...,TM} where TM is the treatment applied for PatientM.

M ∈ R>0 where M is the size of P.

S 1,N ← similarity measure between Patient1 and target patient PatientN .

for i=1 to M+1 do

calculate similarity scores S i,N

end for

K ∈ R>0 where K, a predefined number, is the size for recommendation.

S selectedK set of selected K similarity scores.

temp = 1
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Algorithm 6.3 Pseudo code for the User-based Collaborative Filtering algorithm used

in RHCS to generate top-K recommendation list for PatientN (Continued).
repeat

find patient entry tempd in Pd with maximum similarity score

if tempd > 0 then

add tempd to S selectedK

add 1 to temp

end if

find patient entry tempc in Pc with maximum similarity score

if tempc > 0 then

add tempc to S selectedK

add 1 to temp

end if

find patient entry templ in Pl with maximum similarity score

if templ > 0 then

add templ to S selectedK

add 1 to temp

end if

until temp = K

size← size of set S selectedK .

for i=0 to K-size do

find minimum similarity score min in S selectedK

remove min from S selectedK

end for

Assume S selectedK = {S 1,N , S 2,N , ..., S K,N}

RN = {T1,T2, ...,TK} recommendation list for PatientN .
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CHAPTER 7

RESULTS AND EVALUATION

In this chapter, the evaluation results of offline experiments and user study are illus-

trated and a detailed discussion about results is given.

7.1 Evaluation Results of Offline Experiments

First, we evaluated RHCS by offline experiments (as explained in Chapter 5.6.1.1).

We used patients in our dataset (pre-collected data) as test users (target patients).

Table 7.1 shows numeric information about Offline Experiments.

Table 7.1: The Numeric Information about Offline Experiments.

Number of patients before data preprocessing 2866
Number of patients used after data preprocessing 2453

Number of patients tested 2453
Number of all ATC codes recommended 14817

Average number of ATC codes used per patient 6.04

Before data preprocessing, we had 2866 patients and 413 of them removed while

data processed. We have 2453 patients used in RHCS and we tested all of these 2453

patients. For each of these test patients, we aimed to generate top-K recommendation

plans. We tried to determine K which is number of ATC codes generated empirically.

The average number of ATC codes used per patient is measured as 6.04 and so it is

6 approximately. As a logical interpretation, we picked two close numbers to this

average number 6 as K which are 5 and 10. Hence, we evaluated RHCS both K=5

and K=10. We generated both top-5 and top-10 treatment plans as ATC codes and
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we evaluated the results according to three different evaluation metrics which are

precision, recall and f-measure. The approximate evaluation results are illustrated in

table 7.2.

Table 7.2: The Evaluation Results of Offline Experiments.

TP FP TN FN precision
(%)

recall
(%)

f-measure
(%)

K=5 11438 827 447973 3379 93.26 77.19 84.47
K=10 14804 9726 439074 13 60.35 99.91 75.25

In our dataset, number of ATC codes used per patient is varied from 3 to 10. As a more

detailed evaluation, we also looked through the evaluation results for patients grouped

by number of ATC codes per them. Figure 7.1, Figure 7.2 and Figure 7.3 illustrates

the results for precision, recall and f-measure metrics accordingly. A detailed analysis

about evaluation results is given in Chapter 7.3.1.

Figure 7.1: Precision for K=5 and K=10.
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Figure 7.2: Recall for K=5 and K=10.

Figure 7.3: F-measure for K=5 and K=10.
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7.2 Evaluation Results of User Study

User study is conducted with real system users (medical doctors) that perform some

predetermined tasks. As it is illustrated in Table 7.3, there are 13 doctors participated

in user study. These doctors are asked to evaluate 8 recommendation lists each having

10 ATC codes generated by RHCS for 8 different patient data.

In offline experiments, we showed that number of ATC codes per patient affects eval-

uation results. For instance, precision measured for patients with 10 ATC-codes is

higher than precision for patients with 3 ATC-codes. Therefore, selecting random

patients without considering number of ATC codes used for them may result biased

evaluation results. In order to build a more reliable experiment set, we randomly se-

lect one patient from each of 8 different groups classified by number of ATC codes.

Hence, we have 8 patients in total.

Doctors evaluated ATC codes generated for these 8 patients one by one picking scores

between "1" to "5". "1" means not-related and "5" means very related. This scoring

mechanism enable doctors to scale relatedness of ATC codes. The decision-support

accuracy metrics we used in Chapter 7.1 do not allow such a scoring mechanism.

Instead, they evaluated RHCS by categorizing the generated ATC codes as related or

not related.

Table 7.3: The Numeric Information about User Study.

Number of patients used for user study 8
Number of doctors participated in user study 13

We generated a formula (Equation 7.1) to evaluate online experiment. Our aim is to

measure relavancy of generated ATC codes for a given patient. "1" is 0% relevant

and 2 means 25% relevant, 3 means 50%, 4 means 75% and 5 means 100% relevant.

For each doctor and patient pair a relevancy score is calculated by the Equation 7.1

where # o f 5 scoresdoctor,patient is the number of "5" scores given by doctor doctor to

generated ATC codes for patient patient and K is the number of ATC codes generated
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which are 5 and 10 respectively.

rdoctor,patient,K(%) =
1
K
∗ (# o f 5 scoresdoctor,patient ∗ 100

+ # o f 4 scoresdoctor,patient ∗ 75

+ # o f 3 scoresdoctor,patient ∗ 50

+ # o f 2 scoresdoctor,patient ∗ 25

+ # o f 1 scoresdoctor,patient ∗ 0)

(7.1)

We have 104 scores in total given by 13 doctors for each K=5 and K=10. Table 7.4

illustrates the relevancy scores calculated for K=5. Table 7.5 illustrates the relevancy

scores calculated for K=10.

Table 7.4: Relevancy Scores calculated for K=5.

P1 P2 P3 P4 P5 P6 P7 P8
D1 100 100 100 100 100 100 100 100
D2 95 100 95 100 100 100 100 95
D3 100 100 100 100 100 100 100 100
D4 100 100 100 100 100 100 100 100
D5 100 100 100 100 100 100 100 100
D6 100 100 100 100 100 100 100 100
D7 100 100 100 100 100 100 100 100
D8 95 100 95 95 100 95 100 100
D9 100 100 100 95 100 100 100 100
D10 90 100 100 100 100 95 100 100
D11 100 100 100 100 100 100 100 100
D12 100 100 100 100 100 100 100 100
D13 100 100 100 90 100 100 100 95

The success of RHCS according to a doctor is determined by Equation 7.2 which is

mean of relevancy scores related to that doctor. Table 7.6 illustrates the relevancy

score of system RHCS according to different doctors participated in user study when

K is equal to 5 and Table 7.7 illustrates the doctor-based relevancy scores of RHCS

when K is equal to 10.

relevancy − scoreDi,K (%) =

∑8
j=1 rDi,P j,K

8
(7.2)
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Table 7.5: Relevancy Scores calculated for K=10.

P1 P2 P3 P4 P5 P6 P7 P8
D1 100 100 100 100 100 100 100 100
D2 95 100 97.5 97.5 100 97.5 100 92.5
D3 92.5 95 100 100 100 100 100 100
D4 95 100 100 100 100 100 100 100
D5 100 100 100 100 100 100 100 100
D6 92.5 95 100 92.5 100 100 100 100
D7 100 100 100 100 100 100 100 100
D8 92.5 100 92.5 97.5 100 95 100 87.5
D9 100 100 100 97.5 100 100 100 100
D10 87.5 92.5 100 100 100 95 100 100
D11 100 100 100 100 100 100 100 100
D12 95 100 92.5 100 100 100 100 100
D13 100 95 100 95 100 100 100 97.5

In order to evaluate the overall relevancy of RHCS, we use Equation 7.3 which is

mean of relevancy scores measured for each doctor. Table 7.8 shows the relevancy

score we calculated for K=5 and K=10.

relevancy − scoreK (%) =

∑13
i=1 relevancy − scoreDi,K

13
(7.3)

7.3 Discussion

RHCS generates treatment plan list as ATC codes for patients. We evaluated RHCS

by means of offline experiments and user studies. In this section, we discussed the

evaluation results.

7.3.1 Discussion on Offline Experiment

We use three different evaluation metrics which are precision, recall and f-measure.

We measured the percentages for both K=5 and K=10.
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Table 7.6: Relevancy Scores for each doctor calculated for K=5.

Doctor Relevancy Score
D1 100
D2 98.125
D3 100
D4 100
D5 100
D6 100
D7 100
D8 97.5
D9 99.375
D10 98.125
D11 100
D12 100
D13 98.125

Table 7.7: Relevancy Scores for each doctor calculated for K=10.

Doctor Relevancy Score
D1 100
D2 97.5
D3 98.4375
D4 98.4375
D5 100
D6 97.5
D7 100
D8 95.625
D9 99.6875
D10 96.875
D11 100
D12 98.4375
D13 98.4375

Table 7.8: Relevancy Score for overall system RHCS for K=5 and K=10.

Relevancy Score
K=5 99.32692308
K=10 98.60576923
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7.3.1.1 Precision Results

Precision is the percentage of relevant recommendations within all recommendations.

Recall is an important metrics in order to find out whether generated ATC codes are

relevant or not.

Figure 7.1 is the precision vs. number of ATC codes used per patient graph. For both

K=5 and K=10, the precision values getting higher with the number of ATC codes per

patient is increased as it is expected. When we generate a recommendation list with

the size of 5, we can get 60% as the maximum precision value for a patient who uses

3 ATC codes. However, for a patient who uses more than 5 ATC codes, the precision

value can reach to 100%.

Precision scores we get for K=5 are greater than the scores for K=10. This is also

an expected situation as K (number of recommendations) is denominator to measure

precision and higher denominator results in lower ratio.

The precision values for overall system RHCS are illustrated in Table 7.2. Precision

for K=5 is approximately 93.26% and precision for K=10 is approximately 60.35%.

7.3.1.2 Recall Results

Recall is the percentage of having truely recommended ATC codes within all relevant

or recommendable ATC codes. It is an important metrics in order to find out whether

there is an ATC code being not generated when it is should be.

Figure 7.2 is the recall vs. number of ATC codes used per patient graph. For K=5,

patients who use 5 or more ATC codes have lower recall values than those using 3

or 4 ATC codes. This is because number of ATC codes per patient is denominator to

measure recall. When we generate a recommendation list with the size of 5, we can

get 50% as the maximum recall value for a patient who uses 10 ATC codes. However,

for a patient who uses 5 or less ATC codes, this value can reach to 100%.

For K=10, the numbers of ATC codes used per patient do not affect recall values too

much since there is no patient who uses more than 10 ATC codes.
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In general, recall scores we get for K=10 are greater than the scores for K=5. For

recall, we are not interested in denominator part which is number of ATC codes per

patient because we cannot change these number. In order to have higher recall values,

we have to increase nominator part which is the number of truely recommended ATC

codes (true-positive). For K=10, we have a higher chance to have more truly recom-

mended ATC codes. Hence, it is expected to have higher recall scores for K=10.

The recall values for overall system RHCS are illustrated in Table 7.2. Recall for K=5

is approximately 77.2% and recall for K=10 is approximately 99.9%.

7.3.1.3 F-measure Results

F-measure is the harmonic mean of precision and recall.

Figure 7.3 is the f-measure vs. number of ATC codes used per patient graph. F-

measure is a measure to make use of both precision and recall evaluation metrics and

so it is difficult to find a direct correlation between f-measure values and number of

ATC codes used per patient.

The f-measure values for overall system RHCS are illustrated in Table 7.2. F-measure

for K=5 is approximately 84.47% and f-measure for K=10 is approximately 75.25%.

7.3.2 Discussion on User Study

We provided an user study set with 8 different patients and 13 different medical doc-

tors. We are asked that doctors to evaluate recommendation lists generated for these

8 patients. Doctors selected scores from 1 to 5 to determine the relevancy of ATC

codes.

Table 7.4 is the doctor-patient matrix for K=5 and Table 7.5 is the doctor-patient

matrix for K=10. The elements of matrices are relevancy scores. For instance, the el-

ement at second row and second column is the relevancy score of patient P1 according

to doctor D1.

We cannot make a decision on that K=5 or K=10 results in better relevancy scores.
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While generating recommendation list, we used a priority score mechanism which is

explained in Chapter 6.4. Priority score mechanism is not a natural ordering so we

cannot state that first ATC code in recommendation list must be more relevant than

second recommendation. There are 4 cases that K=10 is better than K=5 in terms of

relevancy scores. K=5 is better in other 100 cases.

Table 7.6 shows the mean of relevancy scores of all patients according to each doctor

for K=5 and these scores between 98.125% and 100%. Table 7.7 shows the mean of

relevancy scores of all patients according to each doctor for K=10 and these scores

are between 95.625% and 100%.

Table 7.8 illustrates the mean of relevancy scores which we calculated for each doctor.

For K=5, this score is 99.327% and for K=10, this score is 98.606%. These values

are too close to each other, so it is not obvious that K=5 is superior than K=10 in

terms of relevancy score.

7.3.3 Overall Analysis

We can summarize our findings as follows:

• In offline experiment, we assume that only ATC codes used for patient are rec-

ommendable. If generated ATC codes are not used by patients, we classified

them as falsely recommended (FP). However, this assumption is not totally ac-

curate. ATC codes generated by RHCS can be relevant in spite of not using

in our clinical dataset. Hence, our precision percentages measured on offline

experiment set may be under presented so it may be misleading.

• User study has some drawbacks. First problem is that it is not an objective

method as the success related to personal decisions of doctors. Second draw-

back is that we can evaluate the relevancy, however we cannot learn whether

there is a missing ATC code in recommendation list or not. So we cannot eval-

uate system by a metric like recall.

• Determining which K is more preferable depends on our aim. If we want to

have a greater precision value than K should be selected as 5. If recall value is
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more important for us, than K should be 10. We prefered K as 10 and there are

three main reasons behing this preference:

– Because one of our motivation point is guiding health professionals in

terms of reminding ATC codes, recall is an important metric for us.

– Precision measured on offline experiment set can be misleading.

– According to user study results, it is not worth to consider the difference

between scores for K=5 and 10, both are acceptable.

• For K=10 on offline experiment set; precision is approximately 60.35%, recall

is approximately 99.91% and f-measure is approximately 75.25%. For K=10

on online experiment set; the relevancy score is approximately 98.6%.
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CHAPTER 8

CONCLUSION AND FUTURE WORK

Within this thesis study, a medical recommendation system named RHCS has been

presented. RHCS is developed as a part of home health care service for geriatric

patients. Some of the major contributions of this study can be listed as follows:

• We determined our system requirements through a user study conducted with

health professionals who work in Numune Hospital.

• We did not use any virtual data. Patients data were taken from Numune Hospi-

tal.

• We followed standardizations of Minister of Health of the Republic of Turkey.

RHCS is compatible with drug barcode standards and ICD-10 classification

system.

• RHCS is ontology-based and it makes system advantageous in terms of inter-

operability, scalability and expandability.

• RHCS follows the international standard, ATC classification system, to provide

interaction with different health care systems.

• RHCS can work for different patients outside of our clinical data repository.

• RHCS uses user-based collaborative filtering recommendation approach and it

is empowered by historical data of patients.

• We conducted both offline experiments and a user study. Offline experiments

are evaluated by precision, recall and f-measure. Offline evaluation results are
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all higher than 60% and it demonstrates that RHCS is a successful recommen-

dation system.

• 13 medical doctors are participated in user study. We evaluated user study

through generating a relevancy score. We measured this relevancy score as

approximately 98% and it shows an evidence that according to 13 medical doc-

tors, RHCS generates relevant recommendations.

As a future work, we will use RHCS as a part of an integrated patient based home

health care service. Some of the significant characteristics of this home health care

service which we will develop can be stated as follows:

• Home health care service will involve all healthcare actors including patients

and patient relatives to care, assessment and treatment process. System stake-

holders will access information and get involved in the system according to

their roles. Since it will be patient-based, patients can be actively involved in

treatment and nursing period.

• In Turkey, currently there is no standard Electronic Health Record system. This

study aims to develop an internationally standardised electronic health record

to keep patient medical records in a more systematic way. It will follow some

international standards to provide interaction with different systems.

• It will provide a platform to gather metrics or parameters about some illnesses

and share them to the stakeholders with regard to their roles.

• It will provide an alert systems which makes automatic reminding and/or in-

forming to stakeholders.

• It will provide a rule-based decision support system which enables high-quality

service by simulating the decision-making ability of a health professional.

• This system will provide to access information regardless of time and place

through web based platform-independent application.

• It will be compatible with mobile devices.
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• It will be able to work with different hospital management systems and third

party system or applications via API supports.

Besides, RHCS can be adapted to work with instantaneous data measurements of

patients. We can obtain data by means of different biomedical sensors and med-

ical devices like electrocardiography (ECG or EKG), digital scales, digital sphyg-

momanometers (device used to measure blood pressure) and glucometers (device to

monitor glycaemia).
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