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ABSTRACT

DUAL CURRENT INJECTION-MAGNETIC RESONANCE ELECTRICAL
IMPEDANCE TOMOGRAPHY USING SPATIAL MODULATION OF

MAGNETIZATION

Naji, Nashwan

M.S., Department of Electrical and Electronics Engineering

Supervisor : Prof. Dr. Murat Eyüboğlu

September 2016, 93 pages

Electrical conductivity of biological tissues provides valuable information on physi-
ological and pathological state of tissues. This may provide conductivity imaging a
great potential to have diagnostic applications in clinical field. Developing a method
that is able to recognize conductivity variations inside human body has received a
great attention over the last decades. Magnetic Resonance Electrical Impedance
Tomography (MREIT) is an imaging modality that utilizes current injection during
magnetic resonance imaging to visualize conductivity distributions. In conventional
MREIT pulse sequence, current is injected once in each repetition time (TR), which
makes scan time quite long. Reducing imaging time helps in avoiding motion artifacts
and reducing patient discomfort. In addition, a shorter scan time facilitates improving
Signal-to-Noise Ratio (SNR) by averaging, and obtaining 3D images. In this thesis, a
novel MREIT pulse sequence is proposed to reduce scan time by injecting two current
profiles in each TR. This pulse sequence utilizes Spatial Modulation of Magnetization
(SPAMM) technique to make recovering magnetic flux information due to each in-
jected current profile achievable. This concept is implemented in two different pulse
sequences, Spin-Echo (SE) and Gradient-Echo (GE), and evaluated using simulation
models and phantom experiments. The performance of the proposed method is in-
vestigated in SNR, minimum measurable current and T ∗2 relaxation effect. Obtained
results demonstrated that the proposed method is able to collect data twice faster with
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retained resolution, in comparison with the conventional MREIT.

Keywords: conductivity imaging, magnetic resonance, pulse sequence, spatial mod-
ulation of magnetization
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ÖZ

MANYETİZASYONUN UZAYSAL MODÜLASYONU KULLANILARAK İKİLİ
AKIM ENJEKSİYONLU -MANYETİK REZONANS ELEKTRİKSEL

EMPEDANS TOMOGRAFİ

Naji, Nashwan

Yüksek Lisans, Elektrik ve Elektronik Mühendisliği Bölümü

Tez Yöneticisi : Prof. Dr. Murat Eyüboğlu

Eylül 2016 , 93 sayfa

Biyolojik dokuların elektriksel iletkenliği dokunun fizyolojik ve patolojik durumu
hakkında değerli bilgiler vermektedir. Bu da iletkenlik görüntülemeye, klinik ortamda
tanı uygulamalarında kullanılmak üzere büyük bir potansiyel oluşturmaktadır. İnsan
vücudu içerisinde iletkenlik değişimlerini fark edebilen bir yöntem geliştirmek son
yıllarda yoğun bir ilgi çekmiştir. Manyetik Rezonans Elektriksel Empedans Tomogra-
fisi (MREET) manyetik rezonans görüntüleme sırasında uygulanan akımından yarar-
lanarak iletkenlik dağılımını görselleştiren bir görüntüleme yöntemidir. Alışılagelmiş
MREET darbe diziliminde, akım tekrarlanma süresinde (TS) bir defa uygulanır, bu da
görüntüleme süresinin oldukça uzun hale getirir. Görüntüleme süresinin kısaltılması
hareketten kaynaklanan artefaktlerin engellenmesine ve hastanın cihaz içindeki ra-
hatsızlığının azalmasına yardımcı olur. Buna ek olarak, daha kısa görüntüleme süresi,
daha fazla averajlama ile Sinyal-Gürültü-Oranının(SGO) iyileştirilmesine ve 3B gö-
rüntüler alınmasına imkan sağlar. Bu tezde, her TS’te iki akım uygulama profili yön-
temiyle görüntüleme süresini kısaltan yeni bir MREET darbe dizilimi önerilmiştir.
Bu darbe dizilimi Manyetizasyonun Uzaysal Modülasyonu (MUM) tekniğinden fay-
dalanarak akım uygulama bilgisini farklı bir biçimde muhafaza eder. Bu yolla farklı
profillerden uygulanan akım bilgisinin tek seferde elde edilebilmesine olanak sağ-
lar. Bu konsept iki farklı darbe dizilimi kullanılarak uygulanmıştır: Spin Echo (SE)
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ve Gradient Echo (GE). Bu yöntem simulasyon modelleri ve fantom deneyleriyle
değerlendirilmiş, önerilen yöntemin Sinyal Gürültü Oranı, ölçülebilen en düşük akım
değeri ve T ∗2 relaksasyon etkisi performansı incelenmiştir. Elde edilen sonuçların gös-
terdiği üzere önerilen yöntem alışılagelmiş MREET yöntemine kıyasla çözünürlüğü
korurken iki kat daha hızlı veri toplayabilmektedir.

Anahtar Kelimeler: iletkenlik görüntüleme, manyetik rezonans, darbe dizilimi,manyetizasyonun
uzaysal modülasyonu
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CHAPTER 1

INTRODUCTION

1.1 Electrical Conductivity of Tissues

Tissue electrical conductivity is a quantitative measure that describes the easiness of

electrical current passage through biological tissues. Conductivity of tissues has been

shown to be inhomogeneous and anisotropic, giving valuable information about the

internal ionic contents and structure of tissues [1, 2]. Conductivity of a tissue is also

related to its pathological state [3], meaning that conductivity can be used to differ-

entiate between healthy and unhealthy tissues. Therefore, measuring conductivity

receives a decent interest from researchers investigating the possible clinical applica-

tions, of specially in the area of diagnosing diseased tissues and tumors [4, 5]. Tissue

impedance variations on some human organs like lungs, breast and brain have been

used in recognizing pathologies [6]. Furthermore, imaging techniques such as elec-

troencephalogram (EEG) and magnetoencephalogram (MEG) require the knowledge

of conductivity distribution for more precise source localization [7]. Knowing con-

ductivity distribution is also needed in designing some medical devices such as pace-

makers, defibrillators, and electrical stimulation and electro-surgery devices [8, 9].

Conductivity values show a tight dependency on frequency, as a result of the dom-

ination of different structural elements at different frequencies. In the range of fre-

quencies below 100 MHz for instance, ions face resistance in the motion across cell

membrane, and thus overall conductivity is mainly dominated by the structures of cell

membrane. However, in high-frequencies range above 100 MHz the overall conduc-

tivity is mainly affected by the concentrations of ions. In biological tissues, frequency
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of electrical activities is within the range of 0 - 1000 Hz [10]. Therefore, imaging con-

ductivity distribution at this range is of more interest for clinical applications. In the

last decades, several imaging modalities for electrical conductivity at low frequency

range have been developed. These imaging techniques are discussed in the following

sections.

1.2 Electrical Conductivity Imaging

By the need for a technique to image tissue conductivity non-invasively, Electrical

Impedance Tomography (EIT) was developed at the end of 1970s by Handerson et

al. [11]. In EIT, voltage measurements from surface electrodes are used to compute

the conductivity distribution of a volume conductor, by using specific reconstruction

algorithms. Several electrodes are placed around the surface of the object being im-

aged, and then small current in order of few mA is injected through a pair of these

electrodes. Boundary potential measurements recorded simultaneously through the

remaining electrodes are then used to infer the conductivity of the object [12].

One of the shortcomings of EIT is that its only able to obtain images with low spatial

resolution, because of the limitation on the number of electrodes that can be attached

to the object surface [13]. Besides, it has a position-dependent sensitivity to the con-

ductivity variations inside the object. This means that this method is not reliable for

measuring conductivity of deeper regions far from object surface. Another issue is

the errors in boundary measurements arising from the high uncontrollable skin con-

tact impedance. However, benefiting from its low-cost simple design, EIT has found

its road to clinical applications and several products have been already available in

the market. Recently, EIT devices are being used to measure lungs resistivity for the

purpose of monitoring respiratory cycle [14].

1.3 Magnetic Resonance Electrical Impedance Tomography

To overcome the mentioned drawbacks of EIT, another imaging modality has been de-

veloped based on Magnetic Resonance Imaging (MRI). MRI is a non-invasive imag-

2



ing technique used to produce high-resolution images of internal body organs, by

utilizing strong magnetic fields and radio frequency waves. Magnetic Resonance

Electrical Impedance Tomography (MREIT) is a high-resolution conductivity imag-

ing method that benefits from the resolution and the uniform sensitivity of imaging

using Magnetic Resonance (MR) scanners. In this method, current is injected through

surface electrodes to the object being imaged using MR scanner. This applied cur-

rent generates a magnetic flux that influences MR phase images. This magnetic flux

carries information about conductivity distribution inside the object, and can be ex-

tracted from the obtained MR phase images. After recovering magnetic flux density

data, it can be fed to proper algorithms to reconstruct conductivity distribution [9].

Thus in MREIT, data is measured using MR scanner without the need for surface

measurements. This way, boundary fault measurements are avoided, as well as the

resolution and the sensitivity of the imaging method are significantly improved.

MREIT shares the same forward problem with Magnetic Resonance Current Density

Imaging (MRCDI), as both of them utilize the same magnetic flux density measured

using MR system as an input for their reconstruction algorithms. MRCDI is an imag-

ing modality used to visualize current density distribution inside a conductive volume.

As MREIT, MRCDI uses MR scanner to measure magnetic flux density generated in-

side imaged object due to current applied to the object through surface electrodes [15].

Therefore, these two imaging techniques use the same MR pulse sequences needed

to operate MR scanner during imaging process. Furthermore, many MREIT recon-

struction algorithms rely on first finding current density distribution using MRCDI

and then recovering conductivity using this current density information [16, 17].

MREIT was first proposed at the beginning of 1990s by Zhang [16], and since then

it has been developed among several aspects. MREIT developments can be classified

into two main categories: MR pulse sequences and reconstruction algorithms. In the

former, pulse sequences used to operate MR scanner are optimized with the purpose

to reduce imaging time and improving the Signal to Noise Ratio (SNR) of obtained

MR images. While in the latter, the quality of the produced conductivity images

is aimed to be improved with respect to noise and resolution by developing more

sophisticated reconstruction algorithms. A review through the literature of these two

development areas are presented in the following two subsections.
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1.3.1 MREIT Pulse Sequences

Before going through MREIT pulse sequences found in the literature, a short review

of MR pulse sequence basics and associated terminology is given first. An MR pulse

sequence is a set of instructions that operates an MR scanner and controls the changes

in gradient fields and Radio Frequency (RF) signals during the imaging process. This

pulse sequence is typically represented in a diagram composed of four time lines.

These four lines are used to illustrate the shape and the time order of the applied sig-

nals by RF coil, slice-selection gradient field Gz, frequency-encoding gradient field

Gx, and phase-encoding gradient field Gy respectively, as shown in Figure 1.1. RF

pulses are used to excite and flip the net magnetization of the imaged object by a

specific angle, called flip-angle. Produced MR signal is then collected frequency by

frequency using RF coil. Encoding the frequencies to be collected is done by the

gradient fields that spatially vary the frequency of magnetization [18].

The MR signal is collected in the same time duration of a Gx gradient lobe, called

read-out gradient. Echo time TE is the time duration between the middle of the first

applied RF pulse ( known as excitation RF pulse) and the middle of the read-out gra-

dient. The longer the echo time, the weaker the strength of the collected MR signal.

Repetition time TR is the time between two successive excitation RF pulses, in which

pulse sequence is repeated again. A long TR is usually used to allow the magneti-

zation recovery to its initial state before a new excitation RF pulse is applied. The

necessary time for magnetization recovery is known as T1 relaxation time, in which a

full recovery takes about 5T1. In some pulse sequences, a 180◦ RF pulse ( known as

refocusing RF pulse) is applied at TE/2 to cancel the accumulated phase dispersion in

magnetization due to magnetic field inhomogeneity. This phase dispersion is known

as T ∗2 relaxation. The 180◦ RF pulse eliminates the T ∗2 effect by reversing the sign of

the T ∗2 phase accumulated until TE/2, which then get canceled by the T ∗2 phase accu-

mulated during the other half of TE [18]. A pulse sequence that contains an excitation

and a refocusing RF pulses is known as Spin-Echo (SE) pulse sequence, as the pulse

sequence shown in Figure 1.1.

Optimizing MREIT pulse sequence has drawn the attention of many researchers for

obtaining better SNR and reducing the needed imaging scan time. Enhancing SNR in
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MREIT can be achieved either by reducing noise level in the collected phase images,

or by accumulating more current-related phase and thus getting better magnetic flux

density data. Better SNR means better quality of recovered conductivity information.

Higher SNR also allows obtaining magnetic flux information with lower levels of

current being injected. Reducing the level of current used in MREIT plays a major

role in making MREIT feasible clinically. Save application of direct current (DC)

pulses on human requires the level of current to not exceed 100 µA [19].

Furthermore, reducing signal acquisition time helps in avoiding motion artifacts. Hu-

man body is vulnerable to involuntary movements caused by circulatory and respira-

tion systems. Such movements during MR imaging introduce artifacts in the obtained

images, specially for organs like heart or lungs. Pulse sequences of long scan time

make images more susceptible to these undesired distortions. Motion also troubles

improving image SNR by averaging, as even a slight shift in object position during

imaging results in a blurring in the averaged image [20].

One of the pulse sequences that aim to improve SNR is illustrated in Figure 1.1,

which was used first by Scott et al. for MRCDI in 1991 [15]. This pulse sequence

is basically a SE pulse sequence operated simultaneously with bipolar current pulses.

Positive pulses of bipolar current are applied before the 180◦ RF pulses and negative

pulses are applied after the 180◦ RF pulses. Each of these current pulses introduces

a phase amount in the MR complex image. Since the 180◦ RF pulse reveres the sign

of the accumulated phase, the phases from the two current pulses are added rather

than canceling each other. Accumulating more phase by injecting current pulses with

longer durations has been shown as a way to improve SNR [21]. SE based pulse se-

quences have a merit of canceling the phase dispersion caused by T ∗2 relaxation, as

mentioned above. If this phase dispersion is not avoided, MR signal decays quickly

resulting in a lower SNR. Furthermore, SE is a standard MR imaging pulse sequence

provided with many MR scanners. These features of SE-based MREIT pulse se-

quence made it widely used in MREIT studies.

This pulse sequence has been extended to be used for imaging the current density of

alternating current (AC), by using multiple bipolar current cycles along with multiple

180◦ RF pulses [22]. The 180◦ RF pulses are centred at the zero-crossing of each
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RF Acquire

Gz

Gx

Gy

Current

 Tc 

90 180 90

TE

TE/2

TR

Figure 1.1: MR pulse sequence used by Scott et al. and given in [15].

current pulse cycle to accumulate the phases introduced by each current pulse, as

shown in Figure 1.2. This pulse sequence was used by Mikac et al. in 2001 to

compare the density distribution of current at different frequencies: 50, 150, 250, 1 K

and 100 MHz.

With the aim to further enhance the SNR of MREIT measurements, in 2007 Park et al.

introduced the idea of injecting current for a longer duration till the end of the read-

out gradient pulse [23], as shown in Figure 1.3. This way, more current-related phase

is accumulated without increasing echo time TE , and thus without lowering the SNR

level. However, applying current during the read-out time affects the linearity of the

frequency encoding gradient, leading to phase artifacts in obtained MR images. To

eliminate these artifacts, they introduced a new way to extract magnetic flux density

information from the obtained phase images using their proposed pulse sequence.

This pulse sequence is named as Injecting Current with Non linear Encoding (ICNE).
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RF

 TE 

Acquire

Gz

Gx

Gy

Current

 Tc 

90x 180x 180-x 180x 180x 180-x 180x

...

...

...

...

...

Figure 1.2: MR pulse sequence used by Mikac et al. and given in [22]. 180◦ RF

pulses are placed at the zero-crossing of injected AC pulses.

In 2009, Minhas et al. proposed the usage of Balanced Steady State Free Precession

(b-SSFP) pulse sequence for MREIT, depicted in Figure 1.4. In a simulation study,

they showed that a b-SSFP pulse sequence is sensitive even to small variations in

magnetization phase. Thus, employing this pulse sequence for MREIT would im-

prove SNR and would make injecting current of lower levels possible [24]. However,

utilizing this pulse sequence requires the pre-knowledge of T ∗2 value at each imaging

voxel, and thus additional pre-scans are required. b-SSFP pulse sequence is also sen-

sitive to magnetic field inhomogeneities, leading to ringing artifacts in the acquired

images [24]. Later in 2010, the same author demonstrated using simulation results

that this pulse sequence can be used for functional MREIT to recognize small varia-

tion in conductivity over time [25].
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RF Acquire

Gx

Gy

Gz

Current

 Tc 

90 180

Figure 1.3: ICNE pulse sequence used by Park et al. for MREIT [23]. To enhance

SNR, current duration is extended till the end of readout period.

RF Acquire

Gx

Gy

Gz

Current  Tc 

90

Figure 1.4: b-SSFP pulse sequence proposed by Minhas et al. for MREIT [24].

In 2010, the ICNE technique has been extended by Han et al. to inject current along

several echo signals. As illustrated in Figure 1.5, bipolar current was applied along

three spin-echoes of the same phase encoding line [26]. This way, each acquired echo

signal carries a different amount of current-related phase, with the last echo signal
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RF Acquire Acquire Acquire

Gz

Gx

Gy

Current

90 180 180 180

Figure 1.5: ICNE multi-echo pulse sequence proposed by Han et al. for MREIT

[26]. In the reference, only a partial illustration of the pulse sequence is presented.

being carrying the most. Extracted magnetic flux density information from each echo

signal are combined using proper weighting coefficients. Using this method, SNR

is improved by the prolonged current injection, and the required scan time is also

reduced in the sense that signal averaging is done by collecting three versions of the

same signal in the same repetition time TR.

In 2015, Lee et al. demonstrated experimentally the possibility of using non-balanced

Steady State Free Precession (SSFP) pulse sequence for imaging conductivity. This

pulse sequence has the merit of being high sensitive to small phase changes, and also

requiring short scan time [27]. In their study, four different configurations of SSFP-

MREIT technique were evaluated: the combinations of two pulse sequence versions

and two current injection patterns. As shown in Figure 1.6(a), the first version is a

Free Induction Decay (FID) SSFP pulse sequence, SSPF-FID. The other version is

named SSFP-ECHO, which differs from the former by having Gz and Gx gradient

signals being reversed with respect to time, as illustrated in Figure 1.6(b).
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RF

TR

TE

Acquire Acquire

Gz

Gx

Gy

I  Tc 
 Tc 

II  Tc 
 Tc 

α α α

(a)

RF

TR

TE

Acquire Acquire

Gz

Gx

Gy

I  Tc 
 Tc 

II  Tc 
 Tc 

α α α

(b)

Figure 1.6: Non-balanced SSFP pulse sequence versions proposed by Lee et al. for

MREIT [27]. (a) SSFP-FID and (b) SSFP-ECHO. Each of these two pulse

sequences is tested with two different current injection patterns, I and II, resulting in

four versions. α refers to the flip angle of the RF pulses.
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Each of these two pulse sequences was tested with two different bipolar current pat-

terns: (I) applied after the RF pulse, or (II) applied after the readout gradient. Ob-

tained results showed that the best SNR was achieved by using SSPF-FID pulse se-

quence with current being injected immediately after the RF pulses (pattern I). This

pulse sequence promises higher SNR using shorter scan time. However, its opera-

tion is limited with short TR, and thus current can be injected for only short time

duration. In addition, utilizing this pulse sequence assumes that T1, T2 and flip-angle

values are known at each imaging voxel, which necessitates additional acquisitions,

and therefore longer imaging time. Furthermore, with this pulse sequence the relation

between the acquired phase image and magnetic flux density becomes non-linear and

thus sophisticated algorithms are needed for recovering magnetic flux density data

[27].

Later in 2016, another version of SSFP pulse sequence was proposed for MREIT by

Lee et al. In this new version, both Gz and Gy gradient are used for phase-encoding

along kz and ky direction respectively. Gx is used for frequency-encoding but with

reversed readout polarity, as shown in Figure 1.7. This way, two echo signals are col-

lected in each TR: SSFP-ECHO before readout duration, and SSFP-FID after read-

out duration. Current pulses are injected in-between these two echo signals [28].

This pulse sequence was given the name reversed dual-echo-steady-state (rDESS).

According to the authors, these two signals can be used to estimate current-related

magnetic flux density, as well as T1 and T2 information. In comparison with the pulse

sequence introduced in [27], this method eliminates the need for pre-scans to estimate

T1 and T2 information. However, rDESS still need prior knowledge of flip-angle map

at each imaging voxel. The duration of the injected current is also limited by the

very-short TR associated with SSFP pulse sequences.

From another perspective, several studies have proposed pulse sequences for reduc-

ing imaging scan time in MREIT, to avoid possible motion-related distortions in the

obtained images. In 2003, DeMonte et al. used Fast Gradient Recalled Echo (FGRE)

pulse sequence for rapid MRCDI imaging of animal heart tissues [29]. As shown in

Figure 1.8, this pulse sequence is a typical Gradient-Echo (GE) based pulse sequence

accompanied with current pulse injected after excitation RF pulses. GE based pulse

sequences are typically used for fast imaging, where minimal echo time TE is de-
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RF

TR

Acquire Acquire Acquire Acquire

Gz

Gx

Gy

Current     Tc
   Tc

α α α

TEECHO

TEFID

Figure 1.7: rDESS pulse sequence proposed by Lee et al. for MREIT [28].

sired. In GE pulse sequences, no 180 RF pulse is used and thus echo signal can be

collected immediately after the de-phasing frequency-encoding gradient lobe. Fur-

thermore, low flip-angle is usually used in GE-based pulse sequences to allow faster

recovery for magnetization and thus shorter TR can be used. However, reducing flip-

angle reduces the SNR of the acquired MR signal. In their study, they injected current

pulses of 4 ms duration to minimize TE and to avoid possible distortions due to heart

beating. However, they used a large amplitude for current pulses, 150 mA, to improve

the quality of extracted magnetic flux density data.

Another study that aimed to reduce the scan time in MREIT was conducted by Hama-

mura and Müftüler in 2008. They proposed obtaining MREIT data in a single acqui-

sition using Single-Shot Spin-Echo Echo-Planar Imaging (SS-SEPI) pulse sequence

[20]. This pulse sequence is illustrated in Figure 1.9, where bipolar current is injected

around the 180◦ RF pulse, and then the whole k-space signal is collected using Echo-

Planar trajectory in a single TR. However, images obtained using SS-SEPI pulse

sequence suffered from artifacts like ghosting and geometric distortions, and fixing

these artifacts required additional image acquisitions.

The concept of ICNE has also been implemented with GE based pulse sequence for

fast imaging applications of MREIT. As shown in Figure 1.10, ICNE method is uti-
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lized with Spoiled Multi Gradient Echo (SPMGE), such that current is injected along

several acquisitions of the same frequency encoding line of k-space signal. As a re-

sult, multiple versions of the signal are acquired, and each phase image has a different

RF Acquire

Gx

Gy

Gz

Current  Tc 

90

Figure 1.8: FGRE pulse sequence used by DeMonte et al and given in [29]. In FGRE

pulse sequence, spoiler lobes appear in all gradient axes after the readout period.

RF Acquire

Gx

Gy

Gz

Current
 Ta 

 Tb 

90 180

Figure 1.9: SS-SEPI pulse sequence used by Hamamura and Müftüler for MREIT

[20]. To reduce scan time, several k-space lines are collected in a single TR.
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RF

Gz

Gx

Gy

Current

 Tc 

ADC

90

...

...

...

...

...

Figure 1.10: SPMGE pulse sequence used by Oh et al. for MREIT [30]. Current is

injected for the duration of multiple readout lobes.

magnetic flux density information. These density data can be extracted and combined

using proper weights [30]. Compared with the pulse sequence shown in Figure 1.5,

this pulse sequence further reduces scan time by excluding the needed time for 180◦

RF pulses. The ability of this pulse sequence for fast imaging was demonstrated ex-

perimentally in [31], in which this pulse sequence was utilized for monitoring RF

ablation treatment on an ex-vivo bovine muscle tissue. In their study, obtained con-

ductivity distribution was updated every 10.24 s [31].

Recently, Sümser et al. have proposed a new pulse sequence based on Spatial Modu-

lation of Magnetization (SPAMM) with the purpose to further reduce image acquisi-

tion time [32]. In SPAMM, a combination of RF pulses and gradient lobes are used to

modulate the intensity of MR images along predefined direction. The pulse sequence

proposed by Sümser et al. is shown in Figure 1.11, in which current is injected within

a SPAMM preparation module that is theoretically can be combined with any imaging

pulse sequence. Injecting current in a preparation module before the beginning of the

actual imaging pulse sequence is what gives this method a potential for fast imaging.
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RF
90 180

Acquire

Gx

Gy

Gz

Current Tc

Current injection within SPAMM Any MRI pulse sequence for data acquisition

θ θ

Gtag

Ttag

Figure 1.11: SPAMM-MREIT pulse sequence used by Sümser at al. Current is

injected between the two hard RF pulses of SPAMM preparation module [32].

In their study, the concept was tested with SE and GE pulse sequences, with better

performance was observed from the SE version. This method results in two signal

replicas in k-space, each of them carries a current-related phase information. These

two signals are transformed separately into spatial domain, and then magnetic flux

density data are extracted from their phases.

A summary of MREIT pulse sequences related studies is given in Table 1.1, in

chronological order. In this Table, B0 refers to the main magnetic field strength of

the used MR scanner, measured in Tesla (T). Ic refers to the amplitude of the injected

current in each of the listed studies.
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Table 1.1: Summary of MREIT pulse sequences found in literature, listed chronologically.

Year 1st Author Used for Features PS Type B0 Ic Tc Measurement Notes

1991
Scott
[15]

MRCDI No T2* effect SE 2 T 30 mA 100 ms Phantom

2001
Mikac
[22]

MRCDI
AC-CDI
imaging

SE multiple
180◦ RF pulses

2.35 T
100 mA
50 mA

20 ms
Phantom &
wood twig

2003
DeMonte

[29]
MRCDI

Reduced TE
for cardiac app.

FGRE 1.5 T 150 mA 4 ms
Phantom &

animal
Post-mortem

animal

2007
Park
[23]

MREIT improved SNR SE ICNE 3 T 20 mA
?21 ms
?25 ms

Simulation &
phantom

Special algorithm
for extracting Bz

2008
Hamamura

[20]
MREIT

Reduced
scan time

SS-SEPI 4 T 4 mA 29.9 ms Phantom
More scans to Fix

EPI artifacts

2009
Minhas

[24]
MREIT improved SNR b-SSFP - - - Simulation

Sensitive to field
inhomogeneities

2010
Han
[26]

MREIT
improved SNR
& reduced scan

time

Multi echo
ICNE

3 T 20 mA

?42 ms
?59 ms
?94 ms

Animal

2014
Oh
[30]

MREIT improved SNR SPMGE ICNE 3 T 10 mA
?35.2 ms
?70.4 ms

Phantom

2015
Lee
[27]

MREIT
SNR& Reduced

scan time
SSFP-FID

& SSFP-ECHO
3 T 10 mA 10 ms

Simulation
& Phantom

Pre-scans needed
to find T1, T2, α

2016
Lee
[28]

MREIT
SNR& Reduced

scan time
rDESS 3 T 10 mA 10 ms

Simulation
& Phantom

Pre-scan for α
& short Tc

2016
Sümser

[32]
MREIT

Potential for red-
ucing scan time

SPAMM-SE
& SPAMM-GE

3 T 20 mA 17 ms Phantom

?This value is not stated in the corresponding study, but calculated from the material presented in the study.
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1.3.2 MREIT Reconstruction Algorithms

Conductivity reconstruction in MREIT is another research area of which many stud-

ies have been devoted to enhance. The first reconstruction algorithm was introduced

by Zhang in 1992. In his study, Zhang proposed combining EIT and Current Den-

sity Imaging (CDI) to produce conductivity maps. Surface measurements of voltages

from electrodes along with current density data collected using CDI are used to re-

construct conductivity distribution [16]. The resolution of the recovered conductivity

in his simulation study was limited by the number of voltage measurements.

Another work that utilized CDI data for recovering conductivity, with no need for

surface measurements, was introduced by Woo et al. in a simulation study. In the

work that was published in 1994, the conductivity was recovered by employing the

sensitivity relation that maps conductivity variations into changes in current density

[17]. Reconstructing conductivity from current density information is known as J-

based reconstruction. In J-based methods, current density distribution is found first,

which requires the knowledge of all the components of current-generated magnetic

flux density
−→
B = (Bx, By, Bz). Imaging these three components requires rotating the

object being imaged inside MR scanner twice. This is because only the
−→
B component

that is along the direction of the main field can be imaged. In the past two decades,

several J-based algorithms have been developed, some of them require multiple volt-

age measurements from the object surface [33, 34, 35, 36], while others need only a

single measurement [37, 38, 39, 40]. Some algorithms are iterative [33, 34, 37, 38],

and others are not [35, 36, 39]. A J-based algorithm that omits the need for object

rotation has also been introduced in [40], in which only one
−→
B component is used

to estimate current density in an iterative manner. Then, estimated current density

information is used to recover conductivity.

The other class of MREIT algorithms does not require finding current density infor-

mation, but instead recovers conductivity directly from the measured magnetic flux

density data. This class of algorithms is known as B-based algorithms, relying on

measuring only one component of
−→
B . This component is conventionally Bz; the

component that is in the direction of the main magnetic field. In 1998, first B-based

algorithm was introduced by Ider and Birgül. Their algorithm utilizes the sensitiv-
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ity of magnetic flux density to conductivity variations [41]. This sensitivity relation

was linearized for conductivity variations around an initial value, and the equations

that describe this relation were formulated in a matrix form, named as sensitivity

matrix. This matrix for a specific shaped object can be calculated numerically on a

simulation model. This matrix along with magnetic flux measurements are then used

to recover conductivity map. This method was given the name Sensitivity Matrix

Method (SMM), and it has been used in several studies for recovering conductivity

from simulated and experimental data [20, 32, 42, 43, 44].

Another B-based algorithm that relies only on one component of magnetic field dis-

tribution was published by Oh et al. in 2003. This method, named Harmonic Bz,

utilizes the concept of layer potential integral to recover the distribution of absolute

conductivity in an iterative manner [45]. The iterative nature of this method was not

effective against noise presented in the measured magnetic flux density distribution.

Later in 2011, a modified version of Harmonic Bz algorithm was proposed by Seo

et al. in which the need for iterations was avoided in the new algorithm [46]. Be-

side simulation models and phantoms, Harmonic Bz algorithms have been used for

reconstructing conductivity distributions of animal organs and human knee [47].

The performance of the SMM and the Harmonic Bz algorithms were compared using

experimental measurements by Arpinar et al. in 2012. In their study, two current

levels were used for injection: 200 µA and 5mA. Obtained results showed that SMM

is more tolerant to noisy magnetic flux measurements than Harmonic Bz [19].

In all above mentioned studies, conductivity was assumed to be isotropic: meaning

that it was treated as a scalar quantity, which is not true for all biological tissues.

Many tissues show anisotropic conductivity that should be represented as a tensor

having directional components, rather than a scalar. First anisotropic conductivity

reconstruction algorithm was introduced by Seo et al. in 2004. In their simulation

study, 12 electrodes were used for injecting current and obtaining multiple Bz data.

The conductivity tensor in their study was assumed to have nine components. Ob-

tained results demonstrated that this algorithm is highly sensitive to noisy data, due

to the multiple spatial differentiation of Bz data [48].
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In 2007, Değirmenci and Eyüboğlu proposed another algorithm for recovering con-

ductivity tensor based on equipotential projection method. In their study, a four-

component conductivity tensor was assumed for a 2D numerical phantom, and two

current injection profiles were sufficient for uniquely reconstructing conductivity ten-

sor [49]. Later on, Değirmenci adopted other isotropic conductivity reconstruction

algorithms found in literature for recovering conductivity tensor. These algorithms

are J-substitution, hybrid J-substitution, SMM and Harmonic Bz [50, 51].

In 2014, Kwon et al. introduced a new method for reconstruction anisotropic conduc-

tivity by utilizing the relation between conductivity tensor and water diffusion tensor.

In their method, the eigenvalues of conductivity tensor were related to those of water

diffusion tensor by a position-dependent scalar. Therefore, conductivity tensor can

be found by first obtaining diffusion tensor using Diffusion Tensor Imaging (DTI)

technique, and then this tensor is scaled by a scalar array found using MREIT [52].

The performance of this method was demonstrated using simulated and experimental

measurements.

1.4 Induced-Current Based Conductivity Imaging Techniques

Another class of MR-based conductivity imaging methods utilizes electrical current

induction to produce magnetic flux inside the imaging volume. The usage of current

induction eliminates the need for the electrodes to be attached on the surface of the

object being imaged. Although methods of this class are beyond the scope of this

thesis, two of these methods are reviewed in this section. In the method named In-

duced Current-Magnetic Resonance Electrical Impedance Tomography (IC-MREIT),

rapid switching of gradient field signals is utilized to induce eddy currents inside a

conductive volume [53]. This way, there is no need for external hardware to produce

current pulses, as eddy currents are induced using the built-in MR gradient coils. This

method is useful for imaging application in the frequency range below 1 KHz, due

to the limitation imposed by the maximum achievable slew rate of the gradient field

signals. Although many studies have reported the realization of IC-MREIT experi-

mentally [53, 54, 55, 56], its feasibility still under investigation [57, 58, 59].
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Recently, a new method has been emerged to image electrical conductivity, as well

as relative permittivity, using MRI at higher frequencies. This method is known as

Magnetic Resonance-based Electrical Properties Tomography (MREPT), in which

conductivity and relative permittivity information are recovered from the RF field

generated by the RF pulses used in MR pulse sequences [60]. MREPT has been

experimentally realized, and also using MREPT, electrical properties (EP) images

of human brain have been obtained [61, 62]. However, this technique is limited to

only the operation frequency of the used MR scanner. This means that imaging EPs

at different frequencies requires using different MR scanners, and thus the freedom

of selecting the frequency is very restricted. Despite this limitation, MREPT has the

potential to help in monitoring the level of RF-field-introduced energy that is absorbed

by body tissues during imaging. The rate of this energy absorption represents an

important safety issue in high-field MR systems [60].

1.5 Thesis Objectives

The research on the area of conductivity imaging is encouraged by its potential for

diagnostic applications, as well as by the need for conductivity information in the

design process of some medical devices. MREIT has demonstrated the ability to

provide high-resolution conductivity images for animal’s organs [47, 63], and human

knee [64]. However, MREIT still needs to be optimized in several issues before

being introduced clinically. One issue is reducing the level of injected current to the

safety level for human application, while sustaining decent quality of the obtained

conductivity images. Current levels aimed to be used in MREIT for humans should

not be above 100 µA [19]. Another issue is further reducing the acquisition time to

avoid artifacts arising from object involuntary motion. Short scan times also reduce

patient discomfort during imaging. Furthermore, SNR needs to be improved against

unavoidable system noise.

This study focuses on investigating the possibility of further reducing the scan time in

MREIT. Based on SPAMM-MREIT pulse sequence introduced in [32], a new pulse

sequence is proposed in this study. This pulse sequence reduces the scan time to the

half by collecting magnetic flux data for two current injections in one acquisition. To
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the best of our knowledge, all pulse sequences in the literature measure only one mag-

netic flux density data in each acquisition. Therefore, this is the first time in which

two independent current injections are applied in the same repetition time, and vali-

dating this method represents the main objective of this thesis. Another objective for

this study is to describe the mathematical foundation of the proposed pulse sequence.

In this part, equations required to separate the two current-related magnetic flux den-

sity data are to be derived. The concept is then needed to be verified on simulation

environment and realized using phantom experiments. Experimentally, the proposed

method will be implemented on two pulse sequences: SE and GE. Extracted magnetic

flux data using the proposed technique then will be used to reconstruct conductivity

image by using SMM algorithm. Critical issues related to the proposed method in-

cluding possible limitations, achievable spatial resolution and signal to noise ratio are

also needed to be discussed.

1.6 Thesis Outline

Chapter 2 starts by explaining SPAMM theory and pulse sequence. Then, the forward

problem of MREIT and its conventional pulse sequence are introduced. Afterwards,

the proposed method is described along with its mathematics and its magnetic flux

density extraction process. Then, considerations about spatial resolution, T ∗2 effects

and SNR related to the proposed technique are discussed. Finally, SMM reconstruc-

tion algorithm is explained.

In Chapter 3, numerical models and software used for simulations along with imaging

objects used in experiments are described. This chapter also introduces the used

MRI scanner and the pulse sequence parameters used during data acquisition process

of this study. Chapter 4 presents the obtained simulation and experimental results,

including phase images, magnetic flux density images, reconstructed conductivity and

numerical comparisons. Finally, conclusions and future work are given in Chapter 5.
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CHAPTER 2

METHODOLOGY

This chapter starts with two sections devoted to explain SPAMM and MREIT, num-

bered 2.1 and 2.2 respectively. Afterwards, the pulse sequences used for acquiring

magnetic flux density data as well as the methods used for extracting them from MR

phase images for both the conventional and the proposed techniques are described

in detail in sections 2.3 and 2.4 respectively. Some issues, regarding spatial reso-

lution, possible limitations and achievable SNR, related to the proposed method are

also discussed from a theoretical prospective in subsections 2.4.3, 2.4.4 and 2.4.5 re-

spectively. Finally in section 2.5, the inverse problem of MREIT is introduced and

the used conductivity reconstruction algorithm is explained.

2.1 Spatial Modulation of Magnetization

Modulating magnetization spatially means producing a series of high and low inten-

sity lines in MR images along a predefined spatial direction. This series of stripes are

used generally for tagging purposes. In tagging, the deviation of these stripes from

the uniform pattern at specific spatial locations reflects the variation of some proper-

ties associated with the magnetic fields or the imaged object. Magnetic field related

properties that can be recognized using tagging include magnetic field inhomogene-

ity and gradient fields non-linearities, while those properties related to imaged object

include fluid flow and object motion [18]. For instance, tagging has been used for

perfusion measurements in which water protons in blood stream are tagged before

reaching the imaged slice. As these tagged protons reach the slice of interest, MR
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intensity changes, and by taking the difference between this obtained intensity image

and a reference image without tagging, the change in the intensity can be determined.

Then, this change can be converted into quantitative measurement of perfusion using

curve-fitting models [18].

Magnetization is modulated using preparation RF pulses applied before a typical

imaging pulse sequence. The desired tagging pattern is controlled by gradient pulses,

called tagging gradient, applied in combination with the preparation RF pulses. The

simple form of SPAMM consists of a gradient lobe applied between two rectangular

RF pulses, as illustrated in Figure 2.1. To mathematically explain the generation of

tags, without losing generality, it is assumed that the rectangular RF pulses are applied

along x axis with a flip angle of 90 degree, and only x gradient is applied between

these RF pulses. Starting from an initial magnetization vector (
−→
M ) with a magnitude

of M0 and pointing towards z axis, the first 90◦ RF pulse flips the magnetization vec-

tor into the transversal plane. The three components of
−→
M are then expressed in the

rotating frame as: 
Mx

My

Mz

 =


0

M0

0

 (2.1)

The applied x gradient with Gtag amplitude and Ttag duration causes a phase disper-

sion in magnetization along x direction, with the amount of

ϕ(x) = γx

∫ Ttag

0

Gtag(t) dt (2.2)

where γ is the Gyromagnetic ratio. After the dispersion of the introduced phase,
−→
M

becomes


Mx

My

Mz

 =


M0sinϕ(x)

M0cosϕ(x)

0

 (2.3)
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Then, the second 90◦ RF pulse flipsMy into−z, and thus the longitudinal component

of
−→
M at the beginning of the imaging pulse sequence becomes

Mz(x) = −M0cosϕ(x) (2.4)

This means that the equilibrium magnetization is no more M0 everywhere, but rather

it is spatially modulated along x axis. For instance,Mz has a value ofM0 at x = 0, but

a value of 0 when x = π/2γTtagGtag. The result is a periodic intensity composed of

parallel stripes along y axis, as illustrated in Figure 2.2(a). The distribution of an MR

signal in frequency domain is known as the k-space of the MR signal. Transforming

the MR signal in (2.4) into frequency domain results the k-space shown in Figure 2.2

(b). As it is shown, the k-space is composed of two signals located symmetrically

around vertical axis. This is due to the modulating term, cosϕ(x), that produces two

signal replicas in the k-space centered at −ftag and +ftag respectively.

RF      

Gx Ttag

Gy

Gz

90 90

Gtag

TB

Figure 2.1: Simple SPAMM preparation module. TB is the time gap between the two

90◦ RF pulses. Gtag and Ttag are the amplitude and the duration of the tagging

gradient lobe.
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(a) (b)

Figure 2.2: Illustration of (a) the magnitude image, and (b) the magnitude of the

k-space image produced using SPAMM.

Assuming a rectangular gradient pulse and integrating (2.2), this tagging frequency

can be defined as

ftag =
γTtagGtag

2π
(2.5)

This frequency identifies the locations of the two signals in the k-space. According to

(2.5), increasing Gtag or Ttag increases the tagging frequency and thus the space gap

between the two signal replicas.

SPAMM technique has been used generally for producing a series of parallel stripes,

of which any change in their uniformity localizes the location of the underneath

change in some system or object properties. However, in this study, the ability of

SPAMM to produce two separated signal replicas in k-space is utilized to store dif-

ferent magnetic flux density data in each of these two signal replicas. This idea will

be explained in detail in section 2.4.

2.2 Forward Problem of MREIT

In MREIT, electrical conductivity distribution is reconstructed from a magnetic flux

density image obtained using an MR scanner. This magnetic flux is generated due

to an injected current to the volume being imaged. The forward problem of MREIT

describes the relation between the externally applied current and the produced mag-
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netic flux, and how the latter can be computed from a known current density. In this

section, the forward problem of MREIT is formulated for 2D isotropic medium re-

ferred to here as Ω. Such a formulation is useful for producing simulated data using

numerical models. In a 2D object, the conductivity distribution σ(x, y) can be related

to the distribution of the electrical potential Φ(x, y) through Poisson’s equation as

∇ · (σ(x, y)∇Φ(x, y)) = 0 (x, y) ∈ Ω (2.6)

At boundaries, the relation is defined as

σ(x, y)
∂Φ(x, y)

∂−→n
=


+J on D+

−J on D−

0 elsewhere

(2.7)

where D+ and D− are the electrodes of which positive and negative currents are

passing through respectively, J is the magnitude of the applied current density, and
−→n is the outward normal unit vector [9]. For a known σ(x, y), equations (2.6) and

(2.7) can be solved numerically for Φ(x, y) on a Finite Element solver. Afterwards,

the distribution of current density
−→
J (x, y) can be computed from Φ(x, y) as

−→
J (x, y) = −σ(x, y)∇Φ(x, y) (2.8)

This current density is then used to compute the produced
−→
B (x, y) using Biot-Savart’s

Law

−→
B (x, y) =

µ0

4π

∫ −→
J (x, y)dΩ×−→rR

|
−→
R 2|

(2.9)

where
−→
R is the distance vector pointing from the source point to the field point, −→rR

is the unit vector in that direction, and µ0 is the vacuum permeability. Therefore,

the forward problem of MREIT can be summarized by the following steps. For a

given σ(x, y) distribution, Φ(x, y) is obtained by solving (2.6) and (2.7) using Finite

Element Method (FEM). This potential is then used to calculated
−→
J (x, y) using (2.8).

Finally, (2.9) is used to calculate the introduced
−→
B (x, y).
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2.3 Conventional Magnetic Flux Measurement Technique

Equations (2.8) and (2.9) express that the generated magnetic flux density
−→
B due to

an injected current to an object, carries information about the electrical conductivity

σ of that object. Therefore, acquiring
−→
B distribution represents the first step in the

procedure of reconstructing σ distribution. This
−→
B data can be measured using MR

scanner, by injecting current through the imaging object, placed inside MR scanner,

in synchrony with a specific MR pulse sequence. The introduced
−→
B affects the ho-

mogeneity of the scanner main magnetic field B0. This effect appears in the phase

of MR complex image, and by comparing this phase with a reference, the phase due

to current-introduced magnetic field can be extracted. However, B0 is affected by

only one component of
−→
B = (Bx, By, Bz) that is along B0 direction. Conventionally,

the main magnetic field is along z axis, and thus only the z component of introduced

magnetic flux, Bz, affects B0 and can be recovered. Measuring Bz is sufficient for

reconstructing isotropic conductivity, which is not the case with anisotropic conduc-

tivity reconstruction that requires the knowledge of more than one component of
−→
B

[65].

2.3.1 Pulse Sequence

As discussed in subsection 1.3.1, a pulse sequence that has been used in many studies

of MREIT is developed based on a standard SE pulse sequence. This pulse sequence

is illustrated in Figure 2.3, in which a current is injected between the 90◦ and the 180◦

RF pulses with positive polarity for a duration of Tc/2, and then with a negative polar-

ity for another Tc/2 duration after the 180◦ RF pulse. Thus, the total time duration of

the injected current is Tc. A typical k-space signal obtained using SE pulse sequence

without current injection can be expressed as

S(t) =

∫
M(x, y) ejφo e−jγ(GyTpy+Gxtx) dx dy (2.10)

where M(x, y) represents the magnitude of the complex magnetization in the slice

being imaged, Gy and Tp are the strength and the duration of the phase-encoding
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gradient applied along y axis respectively, and Gx is the strength of the frequency-

encoding gradient applied along x axis. The phase φo refers to the introduced phase

due to the main field inhomogeneities and any other possible sources, and t refers to

time. If positive current is injected as given in the description above, acquired k-space

signal becomes

S+(t) =

∫
M(x, y) ejφo+jγBz(x,y)Tc e−jγ(GyTpy+Gxtx) dx dy (2.11)

Therefore, the applied current introduces a magnetic flux whose z component ap-

pears as an additional phase term in (2.11) defined as φc = γBz(x, y)Tc. This phase

term is desired and should be extracted from the complex MR image. The extraction

procedure is explained in the following subsection.

2.3.2 Bz Extraction

Taking the 2D inverse Fourier Transform (IFT2D) of S+(t) yields,

IFT2D{S+(t)} = M(x, y)ejφo+jφc (2.12)

Figure 2.3: Conventional MREIT pulse sequence, based on SE pulse sequence.
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which is a complex image with a magnitude of M(x, y) and a phase of φo + φc. To

separate the desired phase φc from the other phase term, another MR image obtained

without current injection can be used as a reference. By taking the difference be-

tween the phases of the MR images obtained with and without the presence of current

injection, the phase term solely due to injected current can be extracted. An alterna-

tive method for extracting φc uses the difference between the phase images obtained

with positive and negative polarities for the injected current. After extracting φc, the

magnetic flux density can be calculated as

Bz(x, y) =
φc
γTc

(2.13)

2.4 Proposed Bz Measurement Technique

SPAMM based MREIT pulse sequence has been recently proposed as an alternative

for the conventional MREIT pulse sequence providing fast acquisition capabilities

[32]. Using SPAMM, two or more signal replicas are produced in k-space. These

replicas are extracted individually by windowing in k-space. In [32], current is in-

jected into the imaging volume during the time duration TB between the two RF

pulses of the simple SPAMM described in section 2.1 and illustrated in Figure 2.1.

In this study, a novel SPAMM based technique is proposed to reduce scan time to

the half, by injecting two current profiles successively within each TR. Thus, this

new pulse sequence is capable of collecting data two times faster in comparison with

conventional MREIT pulse sequence. Throughout this study, this newly proposed

method is referred to as Dual Current Injection-MREIT (DCI-MREIT). The proposed

pulse sequence and its mathematical foundation are described in the following two

subsections.

2.4.1 Pulse Sequence

In the proposed pulse sequence shown in Figure 2.4, the SPAMM module consists of

three rectangular RF pulses of 90◦ flip angle. Between the first and the second RF
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pulses, x gradient lobe is applied and the first current profile is injected. This current

profile can be injected through any electrodes pair: vertically, horizontally or in any

possible direction. The second current profile is then applied during the duration

between the second and the third RF pulses along with y gradient lobe. Then, a

typical imaging pulse sequence follows; a SE for example. An illustration of the k-

space signal produced by the proposed pulse sequence is shown in Figure 2.5. There

are four signal replicas in the k-space as a result of the SPAMM preparation module.

In the proposed pulse sequence, two current profiles are injected during one TR, and

thus the time needed to collect data is reduced to the half. However, extracting the

magnetic flux density data is not straightforward, because phases due to first and

second current profiles are mixed and should be separated. The extraction procedure

along with the equations needed to recover magnetic flux data due to each current

injection are derived in the following subsection.

RF
              

Acquire

Gx        

Gy        

Gz

    

    

90 90 90 90 180

TB TB

Gx,tag

Gy,tag

Tx,tag

Ty,tag

IH

IV

Figure 2.4: SPAMM-based proposed MREIT pulse sequence.
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2.4.2 Bz Extraction

In order to understand how the current related phase terms should be extracted from

the collected MR signal, the z component of
−→
M produced after the third rectangular

RF pulse is derived first. For illustration, injected current profiles are assumed to

be horizontal and vertical respectively. All rectangular RF pulses are assumed to be

applied along x axis.

According to section 2.1, the magnetization vector after the second 90◦ RF pulse

becomes


Mx

My

Mz

 = M0


sinϕ1(x)

0

−cosϕ1(x)

 (2.14)

where ϕ1(x) is the summation of the phase due to the applied x gradient and the phase

due the horizontally injected current (φH) expressed as

ϕ1(x) = γTx,tagGx,tagx+ φH (2.15)

In (2.15), tagging gradient pulse is assumed to be rectangular to simplify phase calcu-

lation. Similarly, the phase accumulated between the second and the third RF pulses

can be expressed as

ϕ2(y) = γTy,tagGy,tagy + φV (2.16)

whereGx,tag Tx,tag andGy,tag Ty,tag are the areas of the applied gradient lobes along x

and y directions respectively. While φV is the phase due to the vertical current profile.

The phase given in (2.16) causes dispersion in
−→
M expressed as


Mx

My

Mz

 = M0


sinϕ1(x)cosϕ2(y)

−sinϕ1(x)sinϕ2(y)

−cosϕ1(x)

 (2.17)
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Finally, the third 90◦ RF pulse rotates magnetization once again around x axis, result-

ing


Mx

My

Mz

 = M0


sinϕ1(x)cosϕ2(y)

−cosϕ1(x)

sinϕ1(x)sinϕ2(y)

 (2.18)

As it is seen in (2.18), the z component of
−→
M is given as

Mz(x, y) = M0sinϕ1(x)sinϕ2(y) =
M0

2
[cos(ϕ1 − ϕ2)− cos(ϕ1 + ϕ2)] (2.19)

which is clearly composed from two independent signals, one of them carries the sum

of phases (ϕ1 and ϕ2) and the other carries the difference. the notations of spatial co-

ordinates in (2.19) are omitted for simplicity. The sum and difference of ϕ1 and ϕ2

represent two independent equations of two unknowns that can be solved. However,

these two signals need to be separated first and then their arguments need to be ex-

tracted. Mz in (2.19) represents the equilibrium magnetization that is prepared using

SPAMM module and will be acquired using the follow-up imaging pulse sequence.

Transforming (2.19) into k-space yields

Mz(kr) =
M0

4
[δ(kr+(ϕ1−ϕ2))+δ(kr−(ϕ1−ϕ2))−δ(kr+(ϕ1+ϕ2))−δ(kr−(ϕ1+ϕ2))]

(2.20)

where kr represents the k-space coordinates vector, and δ is the Dirac delta function.

Equation (2.20) states that the k-space of Mz contains four signal replicas centered at

four different locations namely: ϕ1−ϕ2, ϕ2−ϕ1, ϕ1+ϕ2 and−ϕ1−ϕ2, as illustrated

in Figure 2.5. The k-space data shown in Figure 2.5 is collected using an MR system

that uses x-gradient for phase-encoding. To make phase-encoding direction in this

data along the conventional direction (i.e., y-axis), the k-space was rotated by -90◦.

Therefore, k-space coordinates in Figure 2.5 are positive in the bottom left quarter,

rather than the bottom right quarter. It is also worthy to remember that each of ϕ1 and

ϕ2 is composed itself from two components: one due to the applied gradient lobe,
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and the other due to the injected current. The locations of the four signal replicas are

determined and controlled by the strength and duration of the applied gradient lobes,

according to (2.5). Each of the four replicas presented in Figure 2.5 can be separated

by a low-pass windowing, and independently transformed into spatial domain after

being shifted to the center of the k-space. During this low-pass filtering process, the

component due to gradient lobe is removed, and the remaining phase in the recovered

complex image is ideally due to the injected current. Considering the complex image

recovered from the bottom left signal replica for instance, the phase becomes

ϕleft = ϕ1 + ϕ2 ≈ φH + φV (2.21)

Similarly, the phase of the image recovered from the lower right signal replica be-

comes

ϕright = ϕ1 − ϕ2 ≈ φH − φV (2.22)

Figure 2.5: An illustration of the magnitude of the k-space image produced using the

proposed MREIT pulse sequence. The bottom left and the bottom right signal

replicas are indicated by blue-colored and green-colored squares respectively.
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Equations (2.21) and (2.22) say that the phases due to current injections can be recov-

ered using the phases of two signal replicas, as follows

φH =
ϕleft + ϕright

2
(2.23)

φV =
ϕleft − ϕright

2
(2.24)

These two equations conclude the procedure of extracting the injected-current related

phases from the acquired MR image using the proposed pulse sequence. This proce-

dure is summarized as follows: a pair of signal replicas, either the upper or the lower,

are separately windowed in k-space, shifted to the center, and transformed back to

the spatial domain. Then, phases due to horizontal and vertical current injections are

recovered using (2.23) and (2.24) respectively. These phase images are then scaled

using (2.13) to produce the corresponding magnetic flux density images.

2.4.3 Filtering and Spatial Resolution

Extracting the signal replicas from the k-space using a Low-Pass Filter (LPF) is an im-

portant preprocessing step that affects the quality of the recovered magnetic flux and

conductivity distributions. The usage of a sharp LPF introduces undesired artifacts in

the resultant phase images because of its oscillating spatial response. Therefore by

using a LPF of smooth cut-off frequency, better phase quality could be obtained. In

this study, two low pass filters are used for extracting the left and the right replicas

to illustrate the effect of the filter shape. The first filter is a sharp 2D-LPF of square

shape mathematically expressed as:

Hsquare(kx, ky) =

 1 , |kx|, |ky| ≤ |koff |
0 , otherwise.

(2.25)

where koff is the length of the filter side expressed in number of pixels, and kx and

ky are the k-space coordinates along x and y axes respectively. The other filter is a
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2D Gaussian filter of smooth edges given by [66]

Q(kx, ky) = e
−(k2x+k2y)

2%2

Hgauss(kx, ky) =



Q(kx, ky)∑
|nx|≤|kw|

∑
|ny |≤|kw|

Q(nx, ny)
, |kx|, |ky| ≤ |kw|

0, otherwise.

(2.26)

where kw is the width of the filter window and % is a positive scalar representing the

standard deviation of the filter distribution expressed in number of pixels.

The bandwidth of the used filter affects the spatial resolution of the recovered mag-

netic flux density distribution and thus the recovered conductivity. Referring to Figure

2.5, a practical filter bandwidth has to cover less than half the k-space width. This

limit is chosen to avoid any possible interference from the neighbor signal replicas.

In this study, the filter bandwidth is set to be one-third the width of the k-space. This

reduction in frequency information affects the spatial resolution of the recovered Bz

data. The relation between the spatial resolution Res and the signal bandwidth BW

can be expressed as:

Res =
1

2BW
(2.27)

The bandwidth of Hsquare can be calculated as:

BWsquare = koff
1

FOV
(2.28)

where FOV refers to the width of the imaging window known as the Field Of View.

For Hgauss, the bandwidth is defined as the frequency in which the spectrum falls to

half the maximum value. Mathematically, BWgauss can be calculated as:

BWgauss =
√

2 ln(2)%
1

FOV
(2.29)

Equation (2.27) states that reducing the bandwidth by a factor of three would result

in a three-fold loss in the spatial resolution. On the other hand, the number of the
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phase encoded lines can be reduced to one-third of the typically acquired number,

to cover only the frequencies within the filter bandwidth. This additionally reduces

the scan time by a factor of three. This additional gain in speed can be spent in

compensating the loss in the resolution. In more detail, collecting three times more

frequency samples would increase the scan time by a factor of three, and would result

a k-space that is three times wider. Using three-time larger Gx,tag and Gy,tag, signal

replicas will be located three times far away from each other. Therefore, a filter of a

three-time wider bandwidth can be used, and this way the loss in spatial resolution is

compensated. In total, the same spatial resolution is preserved along with the two-fold

gain in speed due to dual current injection.

2.4.4 T∗2 Limitation

In the derivation given in section 2.4.2, only phase terms due to tagging gradients and

current injections were assumed to simplify the illustration of the proposed concept.

However in practice, another phase term is introduced due to T ∗2 relaxation. T ∗2 phase

appears due to local inhomogeneities in the magnetic field that cause spin isochromats

in the transverse plane to de-phase in the time period starting after excitation RF pulse

and until the echo time TE . T ∗2 is known as the apparent T2, the transverse relaxation

time. These relaxation times can be related to each other as

1

T ∗2
∼ 1

T2

+ γ4B (2.30)

where 4B refers to the local field variations in each imaging voxel [18]. Equation

(2.30) states that T ∗2 value at each voxel of the object being imaged depends on both

the object and the imaging system properties. Therefore, T ∗2 values are usually de-

fined for specific tissue at specific main magnetic field strength. MR images obtained

using pulse sequences that do not include refocusing RF pulses, such as GE pulse se-

quence, are weighted by T ∗2 phase dispersion. The longer TE in these pulse sequences,

the larger the loss in the obtained image SNR due to T ∗2 .

In this section, T ∗2 phase is considered in the derivations to describe a more realistic

case. Under the assumption that the time duration between the first and the second

hard RF pulses is identical to the time duration between the second and the third,
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identical T ∗2 phase dispersions occur in these time durations, and should be included

in equations (2.15) and (2.16) as

ϕ1 = γTx,tagGx,tagx+ φH + φT ∗
2

ϕ2 = γTy,tagGy,tagy + φV + φT ∗
2

(2.31)

Accordingly, ϕleft and ϕright are rewritten as

ϕleft = φH + φV + 2φT ∗
2

ϕright = φH − φV
(2.32)

This implies that the right replica will not be affected by the T ∗2 relaxation, like MR

images obtained using SE pulse sequence. However, the left replica will be exposed

to T ∗2 relaxation and will decay quickly, similar to MR images obtained using GE

pulse sequence. This can be seen in Figure 2.5, within the time duration between the

first and the third RF pulses, the left replica is much quickly decayed than the right

replica. Longer durations between RF pulses means more decaying of the left replica

and thus more loss in its SNR. This issue puts a limitation on the length of the period

between the hard RF pulses TB, and thus the duration of the injected current Tc.

Since the duration of the injected current plays a major role in enhancing SNR [21]

and thus the quality of the recovered conductivity images, possible T ∗2 limitation on

the proposed pulse sequence has to be investigated. This means determining an upper

limit for the possible current injection duration for a specific T ∗2 value that guarantees

a good conductivity reconstruction. A relation between T ∗2 and maximum possible

current injection duration would give an insight if the proposed method is applicable

or not at T ∗2 values of human tissues.

2.4.5 Signal to Noise Ratio Considerations

An important criterion in the evaluation of MR imaging techniques is SNR. The ratio

of the acquired MR signal power to the power of the noise presented in the imaging
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system gives a quantitative measure for the quality of the produced MR images. A

theoretical estimation of the power of the signal acquired using the proposed method

can be derived from (2.20). From this equation, it is clear that each signal replica is

divided by a factor of four. This means that the power of each replica is reduced to

one-sixteenth in comparison to a conventionally acquired signal. Defining the power

of conventional MR signal as Pconv, and the power of each signal replica produced

using the proposed method as Preplica, these powers can be related mathematically as

Preplica ≈ (
1

4
)2Pconv (2.33)

However from SNR point of view, this loss in signal power is somehow compensated

by the noise reduction happening during the low-pass filtering process of the signal

replicas in k-space. Since noise power is directly related to the noise bandwidth,

reducing signal bandwidth reduces noise power. Typically the bandwidth of the low-

pass filter is set to be 33% of the width of the k-space, to avoid any possible aliasing

from neighbor signal replicas. If this filter is a square low-pass filter, it would cover

an area of one-ninth that of the signal k-space. Such a filter reduces noise power by

a factor of nine, which implies that the SNR of a signal acquired using the proposed

method can be related to that acquired conventionally as

SNRproposed ≈
9

16
SNRconv = 0.5625SNRconv (2.34)

Thus, the SNR is reduced to almost 56%. However, this can be treated as a lower

bound, as SNR can be further improved by properly choosing the shape of the used

low-pass filter, as well as the pulse sequence used after SPAMM preparation module.

This loss can be even compensated by using short-term averaging (i.e., collecting

four successive signal echoes in the same TR), as SNR enhancement is proportionally

related to the square root of the number of averaging.
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2.5 Inverse Problem of MREIT

Recovering the distribution of electrical conductivity from measured magnetic flux

density data is known as the inverse problem of MREIT. Reconstruction algorithms

used for this inverse problem can be classified into two groups: J-based algorithms

that require the knowledge of at least two
−→
B components as inputs for the algorithm

[65], and B-based algorithms that need only one component of
−→
B , typically Bz, as

an input. The formers rely on first recovering the distribution of current density and

then conductivity distribution, as described in [17]. While in B-based methods, con-

ductivity is recovered without the need for current density data. Several B-based

reconstruction methods have been developed up to today, as explained in [41, 45].

This study is conducted with SMM algorithm that utilizes the relation between the

change in magnetic flux density in accordance to a change in conductivity [41]. In

more detail, a perturbation in the conductivity σ of an object leads to a change in the

density distribution of the injected current. As a consequence, magnetic flux density
−→
B changes. Defining the change in Bz and σ as ∆Bz and ∆σ respectively, these

changes can be related as

∆Bz = S∆σ (2.35)

S represents the sensitivity matrix, from which the name of this reconstruction method

came, and ∆Bz and ∆σ are the change vectors calculated as

∆Bz = Bmeas
z −Binit

z (2.36)

∆σ = σunkown − σinit (2.37)

Assuming conductivity image to have N ×N dimensions, σinit is the initial conduc-

tivity distribution, conventionally uniform, represented in a vector form of N2 × 1

dimensions. Binit
z is the corresponding magnetic flux data with similar dimensions,

and Bmeas
z is the measured Bz data after initial conductivity has been changed.

The sensitivity matrix S is calculated in a simulation environment using perturbations

on an initial uniform conductivity distribution. Each column of S represents the resul-

tant ∆Bz corresponding to a small change, approximately 0.01% of the initial value,

in one element of the initial conductivity map σinit. This matrix is calculated only
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once and then can be used for reconstructing any unknown conductivity. After calcu-

lating S, (2.36) can be used to find ∆Bz, and then using (2.35) ∆σ can be obtained.

Finally, by substituting of ∆σ in (2.37) the unknown conductivity map σunknown can

be reconstructed.

Conductivity information carried on magnetic flux density has a dependency on the

pattern of the injected current. For instance, with a current being applied horizon-

tally, conductivity variations along x-direction does not cause a change in current

distribution and consequently the generated magnetic flux density [41] . Therefore,

recognizing conductivity variations can be improved by utilizing multiple Bz mea-

surements generated by different current injection patterns. Usually, two orthogonal

current profiles, horizontal and vertical, are used for current injection. Each profile

has its own sensitivity and thus two sensitivity matrices should be calculated sep-

arately. Defining the superscripts H and V as indicators referring to the horizontal

and vertical current profiles respectively, measurements from horizontal and vertical

current injections can be used to solve (2.35) as ∆BH
z

∆BV
z

 =

 SH

SV

 ∆σ (2.38)

The new sensitivity matrix SAll produced by vertically concatenating the matrices SH

and SV has the dimensions of 2N2×N2, which is no more a square matrix and thus its

inverse cannot be directly obtained. However, approximated solution for (2.38) with

respect to ∆σ can be calculated using least square method by solving the following

minimization problem

∆̂σ = min
∆σ ∈Ψ2

||SAll∆σ −∆BAll
z ||22 (2.39)

where BAll
z refers to the vector obtained by vertically concatenating ∆BH

z and ∆BV
z

vectors. Ψ refers to the range space of which the solution vector belongs to, and || ||2
is the L2 norm. Produced sensitivity matrices SAll have been shown to have large

condition numbers. For N = 40 and 80, the condition numbers were found to be

1168.8 and 3816 × 1017 respectively. These large condition numbers mean that the

system given in (2.38) is ill-conditioned. Because of this problem as well as the noisy

nature of the magnetic flux measurements, a regularization method is embedded in

41



equation (2.39) as

∆̂σ(λ) = min
∆σ ∈Ψ2

||SAll∆σ −∆BAll
z ||22 + λ2||L(∆σ −∆σ0)||22 (2.40)

This regularization method is known as Tikhonov method, where λ is the parameter

used for regularization and ∆̂σ(λ) is the corresponding solution [67]. ∆σ0 refers here

to any prior knowledge about ∆σ, while L is a constraint matrix used to emphasis or

to damp the contribution of a specific region or a group of pixels. In this study, neither

prior knowledge is assumed (i.e., ∆σ0 = 0), nor a constraint is used (i.e., L is set to

be identity matrix).

The regularization parameter λ is used to control the contributions of the two terms

in (2.40) into the error in the resultant solution ∆̂σ(λ). For instance, a very small

λ makes the resultant error is mainly due to ||SAll∆σ − ∆BAll
z ||22. While large λ

emphasises the error resulting from ||L(∆σ − ∆σ0)||22. Optimal λ can be selected

using the assist of several methods presented in the literature. In this work, λ is

selected using L-curve method [68]. In this method, ||L(∆σ − ∆σ0)||22 is plotted

against ||SAll∆σ −∆BAll
z ||22 at a wide range of λ values. The resultant curve has the

shape of the letter L, from which the method got its name. The value of λ at the acute

corner of the curve represents the optimal value of the regularization parameter.

To conclude SMM reconstruction, given an initial conductivity map σinit the sensitiv-

ity matrix SAll is computed along with initial Bz distributions. Afterwards, ∆BAll
z is

found by substituting experimentalBz measurements in (2.13). Then, equation (2.40)

is solved for ∆̂σ, and final conductivity is computed as ∆̂σ + σinit.
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CHAPTER 3

SIMULATION AND EXPERIMENTAL SETUPS

Results presented in this study are obtained from measurements collected using sim-

ulation models as well as experiments. In this chapter, the methods and the tools used

to produce these measurements are described in detail. First section gives information

about numerical models and software used to produce simulated measurements. Sim-

ulation models required to generate Bz data are described in subsection 3.1.1. Then,

the tool used to design and to simulate the proposed pulse sequence is introduced in

subsection 3.1.2 along with the used imaging parameters.

In addition, the details about the objects designed for imaging experiments, known as

phantoms, as well as the devices and the imaging parameters used during experiments

are given in section 3.2. A brief description of the contents, the dimensions and

the preparation of the experimental phantoms which are used in this study is given

in subsection 3.2.1. Afterwards, the current source used to inject current pulses is

described in subsection 3.2.2. The employed MR scanner to collect experimental

data, and the software used to design the pulse sequences are introduced in subsection

3.2.3. Finally, pulse sequences parameters used during the imaging process are given

in section 3.2.4.

3.1 Simulation Setup

Computer modeling, known as simulation, has been a useful tool to verify the ap-

plicability of concepts before realizing them in real world. Simulating the method

introduced in this study goes through two steps. First, magnetic flux density distri-
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butions should be produced using a magnetic field simulator. Then, these data can

be added into the main magnetic field equation of an MR pulse sequence simulator

( described in subsection 3.1.2) to introduce the effect caused by current injection.

Various software, models and imaging parameters used during these two steps are

described briefly in the following two subsections.

3.1.1 Bz Data Simulation

Three simulation models are used in this study for different purposes. First, a model

with uniform conductivity is needed to produce homogeneous Bz distribution. Two

different Bz data are needed to be produced: with horizontal and with vertical current

injection profiles. These homogeneous Bz data are used as a reference to recognize

what a change could happen in Bz as a response to a change in conductivity. These

data help also in predicting how experimental measurements would look like. In ad-

dition, these simulated data are needed during the reconstruction process of the SMM

algorithm. For these purposes, the model illustrated in Figure 3.1 (a) is implemented

using Finite Element (FE) software (COMSOL Multiphysics). The shape and the size

of this model imitate the shape and the size of the phantom used in the experiments.

This model has 8×8×8 cm3 dimensions with electrodes of 2×2×2 cm3 dimensions.

Model conductivity and relative permeability are set to 0.5S/m and 1 respectively.

The second numerical model has the same dimensions of the first model, but with non-

uniform conductivity distribution. The non-uniformity in conductivity is achieved by

placing a rectangular prism of 1.3S/m conductivity at the center of the model, as

shown in Figure 3.1 (b). The rectangular prism has a top face area of 2 × 2 cm2

and a height of 8 cm. Data generated using this model are useful for quantitatively

evaluating the performance of the SMM reconstruction algorithm.

Another non-uniform model is implemented for evaluating the achievable resolution

using the proposed pulse sequence. At the center of this model, a cylinder of 1.4S/m

conductivity and 8 cm height is placed, as illustrated in Figure 3.1 (c). Multiple Bz

data are produced using this model with different cylinder diameter: 2, 4, 6, 8, 10 and

12 mm. Different shape and conductivity value are used for the non-uniformity object

in this model to test the reconstruction algorithm at a variety of conditions.
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(a) (b)

(c)

Figure 3.1: Numerical models: (a) Uniform Model, (b) Non-uniform Model 1, and

(c) Non-uniform Model 2.

Details about the mesh elements of each model are given in Table 3.1. Extra fine

meshing was used for the third model to ensure producing much precise Bz data,

such that even the conductivity change caused by an object of 2 mm diameter is

recognized. Using each of these numerical models, two Bz data are produced: using

horizontal and vertical current injections. These magnetic flux data are referred to as

BH
z and BV

z , respectively.

Table 3.1: Meshing details of the used numerical models.

Parameter Uniform Model
Non-uniform

Model 1
Non-uniform

Model 2
Vertex elements 40 48 48
Edge elements 468 584 1584
Surface elements 6956 8088 20878
3D elements 123540 121824 393413
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3.1.2 Pulse Sequence Simulation

Before experimentally realizing the proposed pulse sequence, a simulation verifica-

tion was performed using MRiLab software on MATLAB environment. MRiLab is

a free-licensed open source software, running on MATLAB, that provides the ability

to numerically simulate MR signal formation, acquisition, and reconstruction using

interactive Graphical User Interface (GUI) [69]. MRiLab includes a toolbox for de-

signing numerical phantoms to be used for imaging simulation. This toolbox provides

the ability to specify the shape and the size of the numerical phantom, and to assign

the values of the proton density, T1, T2 and T ∗2 for each voxel in the phantom. In

MRiLab, the shape and the size of the used numerical phantom are designed to match

those of the COMSOL model, such that the produced Bz data using COMSOL is

registered without errors on the MRiLab phantom. However, for memory usage and

run time considerations the depth of the MRiLab phantom is reduced to 2 cm, which

is the side length of the recessed electrodes. In addition, uniform values for proton

density, T1, T2 and T ∗2 were used in this numerical phantom: 1, 1 s, 95 ms, and 46.6

ms respectively. These relaxation times were set to the average of those measured in

human brain tissues at 3T, given in [70].

Another toolbox in MRiLab is dedicated for designing pulse sequences, giving the

ability to construct a pulse sequence using prepared RF and gradient pulses available

in the toolbox library, or using customized pulses specified in a MATLAB file. Be-

sides, this toolbox gives the chance to modify the magnetization data at any specific

instant using external MATLAB code file. This facility is used in this part of the

study to incorporate the effect of injected current into the produced MRI image. This

is done by externally adding the simulated Bz data to the signal equation of MRiLab

for a predefined time duration, according to (2.11). This time duration reflects the

duration of the injected current pulses, and can be controlled using external flags.

Figure 3.2 illustrates the diagram of the proposed pulse sequence designed using

MRiLab. The first three lines in the diagram, namely: rfAmp, rfPhase and rfFreq,

describe the RF pulses used in the pulse sequence. These lines illustrate the ampli-

tude, the phase and the frequency of the RF pulses, respectively. Next three lines

are named GzSS, GyPE and GxR respectively. These lines illustrate the shape, the
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Figure 3.2: A diagram of the proposed pulse sequence implemented using MRiLab.

The unit of the time line at the bottom of the diagram is [ms].

strength and the duration of each gradient pulse applied in the slice-selection, the

phase-encoding, and the frequency-encoding gradients, respectively. The next line is

named ADC, and it is used to illustrate the time in which the k-space signal is col-

lected. While in the last line, named Ext, flags are used to indicate the time instants

in which external codes (if any) are executed.

As shown in Figure 3.2, the DCI-MREIT pulse sequence is implemented on a SE-

based pulse sequence. SPAMM module, consisting of three 90◦ hard RF pulses and

two gradient pulses, is inserted before the SE pulse sequence. The time gap between

each successive hard pulses is TB. BH
z data is added to the magnetization phase

component for a duration of Tc between the first and the second hard RF pulses using

external MATLAB code. This duration is marked in the given diagram using the first

pair of flags in the Ext line. Similarly, BV
z data is added for a duration of Tc between

the second and the third hard RF pulses. The pulse sequence parameters used in

MRiLab are summarized in Table 3.2. NPh and NFr in Table 3.2 refer to the number

of the collected phase-encoding and frequency-encoding lines respectively. While

NPh,w refers to the number of the phase-encoding lines covered by the filter window

used to extract signal replicas from the k-space signal. MRiLab is also able to add
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Table 3.2: DCI-MREIT pulse sequence parameters used in MRiLab.

Parameter Value
Slice thickness [mm] 5
FOV [mm] 120
NPh 120
NPh,w 40
NFr 120
Averaging number (NEX) 4
TE [ms] 15
TR [ms] 500
Gx,tag = Gy,tag [mT/m] 2
Tx,tag = Ty,tag [ms] 3.6
TB [ms] 10
Tc [ms] 9

zero-mean Gaussian noise with specific standard deviation to the resultant k-space

data. In this study, the standard deviation of the added noise is set to be 11.78.

To evaluate the spatial resolution of the proposed pulse sequence in comparison with

the conventional MREIT pulse sequence, the latter is also implemented in MRiLab.

As shown in the diagram given in Figure 3.3, Bz data is added to the MRiLab in

the time gap between the 90◦ and the 180◦ RF pulses for a duration of Tc/2, and

then with a reversed sign for another Tc/2 duration after the 180 RF pulse. This is

done individually for each of BH
z and BV

z respectively. The simulation is repeated

for each BH
z and BV

z obtained using the second non-uniform model with different

cylinder diameters, as mentioned before. The simulation is also repeated using the

proposed pulse sequence for each Bz data set (BH
z and BV

z ) obtained in correspond

to different cylinder diameters in the second non-uniform model. Parameters of the

pulse sequences used in the simulations of this part are given in Table 3.3.

3.2 Experimental Setup

A standard MREIT experiment requires phantoms to be imaged, a current source to

inject current pulses, an MR scanner, and designing pulse sequences that are compat-
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ible with the MR scanner being used. These elements are described in the following

subsections.

Figure 3.3: A diagram of the conventional MREIT pulse sequence implemented

using MRiLab. The unit of the time line at the bottom of the diagram is [ms].

Table 3.3: Pulse sequences parameters used in MRiLab to collect the data used for
evaluating the spatial resolution.

Parameter Standard SE Proposed
NPh 60 -
NPh,w - 20
Gx,tag = Gy,tag [mT/m] - 1
Tx,tag = Ty,tag [ms] - 3.6
NFr 60
Slice thickness [mm] 5
FOV [mm] 120
Averaging number (NEX) 4
TE [ms] 25
TR [ms] 500
Tc [ms] 20
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3.2.1 Experimental Phantoms

In this study, two physical phantoms were prepared for experiments to illustrate the

cases of uniform and non-uniform conductivity distributions. The container of both

phantoms is depicted in Figure 3.4. Its cavity has the dimensions of 8×8×8 cm3, and

its walls made from Plexiglas; an MR non-active material. Four Copper electrodes

are recessed on rectangular-shaped cavities of 2 × 2 × 3 cm3 size extruded from the

center of each interior face of the phantom container. These electrodes are connected

using coaxial cables to the current source that will be described in subsection 3.2.2.

The first phantom shown in Figure 3.5 was filled with saline solution having a con-

ductivity value of 0.5 S/m. The saline solution is prepared from mixing Pure Water:

NaCl: CuSO4 with the ratios 100 ml: 0.25 g: 0.1 g respectively. The conductivity

of the prepared solution was measured using Cond 3310 conductivity meter (WTW,

Germany). This phantom is used for measuring uniform Bz data as well as for ac-

quiring magnitude images needed for SNR, T ∗2 and minimum measurable current

calculations.

Figure 3.4: 2D sketch of the used experimental phantom at the plane passing through

the center of all the electrodes.
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The second phantom shown in Figure 3.6 was prepared to demonstrate a non-uniform

conductivity distribution that can be imaged using the proposed pulse sequence.

Figure 3.5: Phantom 1 has a uniform conductivity of 0.5S/m.

Figure 3.6: Phantom 2: An object with σ = 1.44S/m is placed at the center of the

phantom to produce a variation in conductivity distribution.
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The non-uniformity was made by placing a square-shaped object that has a different

conductivity value at the center of the phantom container, as illustrated in Figure 3.6.

The dimensions of this object are 2.5 × 2.5 × 2 cm3. In order to prevent dissolving

the object inside the background solution it was solidified by adding agar material to

its mixture with a ratio of 1 g for each 100 ml of pure water. Conductivity values in

this phantom were varied by changing the ratio of NaCl in the mixtures, as described

in Table 3.4. To prepare the Agarose object, the mixture should be heated for a cou-

ple of minutes while mixing. When agar is completely dissolved, solution becomes

transparent, and at that moment heating has to be stopped. This process takes less

than 30 minutes. The prepared solution is then poured into a mold and it takes half

an hour for the mixture to become solid.

Table 3.4: Conductivity values and NaCl ratios in Phantom 2.

Background Object
σ [S/m] 0.5 1.44
NaCl [g] for 100 ml water 0.25 0.75

3.2.2 Current Source

During experiments, current was injected using the current source designed by Eroğlu

[71]. This current source is programmable, providing the ability to adjust the ampli-

tude and the duration of the current pulses to be injected. This device has four current

injection channels, of which one or more of these channels can be selected for cur-

rent injection. However, in this study current is needed to be switched between two

channels automatically and immediately after the execution of the second hard RF

pulse in the proposed pulse sequence. Therefore, an external switching circuit was

designed and implemented such that it is capable of switching the injected current

between two separated channels in a response to a command from the current source

Micro-Controller Unit (MCU).

A schematic diagram for this circuit is shown in Figure 3.7. It is basically composed

of four parallel blocks, each of them contains an operation amplifier in voltage fol-

lower configuration and a Solid State Relay (SSR). Blocks of each pair (either upper
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Figure 3.7: Schematic diagram of external current switching circuit.

or lower pair) are controlled by the same MCU signal to make a closed loop for the

injected current. In this circuit, photo-voltaic relays PVX6012 are used to isolate the

MCU from high voltages supplied to SSRs. PVX6012 relays have 1.2 V on-state

voltage drop and a maximum driving current of 25 mA [72]. Switching speed of

this relay is directly proportional to the amplitude of the driving current. Therefore

to ensure fast operation of the relay, a sufficiently large controlling current ISSR is

derived by the chosen values of resistors. Since the voltage coming from MCU is 5

V , a current of 20 mA can be obtained using resistors values of 180 Ω and 1.2 KΩ as

follows:

ISSR =
5V − 1.2V

180Ω
− 1.2V

1.2KΩ
= 20mA (3.1)
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3.2.3 MRI Scanner and Pulse Sequence Design

Experimental data presented in this thesis are acquired using 3T MR scanner MAG-

NETOM Trio (Siemens, Germany) located in National Magnetic Resonance Research

Center of Bilkent University. Data acquisition was done using the single-channel

built-in whole body RF coil of the scanner. Pulse sequences used to obtain data are

designed using IDEA software (Siemens, Germany). Two versions of the proposed

pulse sequence are designed: SE-based and GE-based. In the next chapters, These

two pulse sequences are referred to as SE DCI-MREIT and GE DCI-MREIT respec-

tively.

3.2.4 Imaging Parameters

During this study, several MR data were collected for different purposes. The first

group of data was acquired for performing SNR analysis and determining minimum

current level that can be measured. This group includes 18 MR images obtained us-

ing three pulse sequences: Conventional SE MREIT, SE DCI-MREIT, and GE DCI-

MREIT. Using each of these pulse sequences, two similar MR images were obtained

with different number of averaging (NEX): 1, 4 and 8. Imaging parameters used for

collecting these data are listed in Table 3.5.

The second group of data contains four standard GE images of four different echo

times, collected to estimate T ∗2 relaxation time of the phantom being used in the ex-

periments at 3T. Imaging parameters used in this experiment are given in Table 3.6.

Long TR and small flip angle were used to ensure full longitudinal recovery of mag-

netization.

The third group of data was collected to obtain an upper limit for the duration of the

injected current that can be used with the proposed pulse sequence without significant

loss in the acquired signal. In this group, there are eight images obtained using SE

DCI-MREIT, with the parameters listed in Table 3.7. These eight images composed

of four sets obtained with four different Tc durations. Each set contains two images

obtained with positive and negative current respectively.
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Table 3.5: Imaging parameters used in collecting the data used for SNR and
minimum measurable current calculations.

Parameter Conventional SE SE DCI-MREIT GE DCI-MREIT
TE [ms] 22 15 5
Gx,tag = Gy,tag [mT/m] - 3
Tx,tag = Ty,tag [ms] - 1
TB [ms] - 10
FOV [mm] 256
NPh = NFr 128
NEX 1, 4 and 8
Slice thickness [mm] 5
TR [ms] 500

Table 3.6: T ∗2 measurement imaging parameters.

Parameter name Value
TE [ms] 5, 10, 20 and 50
TR [ms] 5000
Flip angle [deg] 15
NEX 2
NPh 64
NFr 64
FOV [mm] 128
Slice thickness [mm] 5

Table 3.7: Imaging parameters used in estimating maximum usable Tc.

Parameter name Value
TE [ms] 15
TR [ms] 500
NEX 2
NPh 256
NFr 256
FOV [ms] 256
Slice thickness [mm] 5
Gx,tag = Gy,tag [mT/m] 6
Tx,tag = Ty,tag [ms] 1
IH = IV [mA] 20
Tc [ms] 13, 15, 17 and 19
TB [ms] 14, 16, 18 and 20
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CHAPTER 4

RESULTS AND COMPARISONS

Simulation and experimental measurements of this study, along with obtained results

from these measurements are shown in this chapter. The first section, 4.1, contains

all results belonging to computer models and simulated pulse sequence, including

simulated and recovered magnetic flux density data, reconstructed conductivity and

error measurements. While results obtained from experiments are presented in section

4.2, including extracted magnetic flux density data, conductivity distributions, as well

as SNR, minimum measurable current, and T ∗2 measurements.

4.1 Simulation Results

As described before, two numerical models are used to illustrate the uniform and the

non-uniform conductivity distributions. The results of the uniform model are given in

subsection 4.1.1, while those of the non-uniform model are given in subsection 4.1.2.

4.1.1 Uniform Model

The numerical model illustrated in Figure 3.1(a) has a uniform conductivity of 0.5

S/m everywhere. This model is used to produce two Bz data, BH
z and BV

z , in corre-

sponding to two current injection profiles: horizontal and vertical, respectively. For

the first current profile, a current of 20 mA is applied between the left and the right

electrodes in the horizontal direction. While for the vertical profile, current is injected

using the top and the bottom electrodes. The z-component of the generated magnetic
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flux density for both current profiles are shown in Figure 4.1. As it is seen, obtained

magnetic flux density distributions are symmetric but with opposite sign around the

direction of injected current. For instance in BH
z , values in the upper half of the dis-

tribution have the same pattern of those in the lower half but with reverse sign. This

is due to the rotation of the generated magnetic flux around the direction of current,

in accordance with the right-hand rule. Also, with 20 mA current the obtainable mag-

netic flux density is in µT level varying within a range of almost 0.5 µT . These

Bz data are then included in the signal equation of the pulse sequence simulator as

described in section 3.1.2.

The proposed pulse sequence is simulated in MRiLab with the imaging parameters

given in Table 3.2, and the output of the simulator is the k-space data shown in Figure

4.2. In section 2.3.1, it is stated that another data acquisition is needed as a reference,

without current injection or with opposite current polarity, to eliminate unwanted

phase components. In this study, the reference data is obtained using negative current

injection. However, through this chapter only the data obtained using positive current

are shown, because those obtained using negative current are similar and there is no

significance for showing them. Since the aim of this study is reducing the scan time

in MREIT, the needed time for measurement has to be stated quantitatively. However,

the time spent by the MRiLab simulator to generate k-space data depends mainly on

allocated computational power. Therefore, the effective scan time needed to collect

a k-space signal using any pulse sequence is used here for comparisons. This time is

(a) (b)

Figure 4.1: Uniform model results: (a) BH
z , and (b) BV

z generated by injecting

current horizontally and vertically respectively. Shown data are given in unit of [T].
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calculated as:

TS,Conv = 4TRNPhNEX (4.1)

A factor of 2 is included in (4.1) to account the time needed for the reference acqui-

sition with negative current. Another factor of 2 is included to account for the time

needed to collect two data sets with two current profiles. However, this factor is omit-

ted in the calculation of the scan time of the proposed pulse sequence, because the

two profiles are applied in the same TR.

TS,Prop = 2TRNPh,wNEX (4.2)

Using the imaging parameters given in Table 3.2, TS,Conv and TS,Prop are found to be

16 minutes and 2.6 minutes respectively. Clearly, the time needed for collecting data

using the proposed pulse sequence is six times shorter.

Figure 4.2 shows the expected four signal replicas centered near the corners of the

k-space. It is noticeable that signal replicas along the secondary diagonal (i.e., the

top right and the bottom left replicas) are not showing a T ∗2 -related phase dispersion

as described in section 2.4.4. This is because MRiLab simulator expresses T ∗2 ef-

fect as an exponential decay that affects only the magnitude of MR data but not the

phase. This approximation does not fully simulate the physical mechanism of T ∗2 re-

laxation. Another issue about Figure 4.2 is the presence of additional small signals

in between each of the signal replica pairs. These signals arise from the remnant

unspoiled magnetization components at the end of the SPAMM preparation module.

These unwanted signals can be eliminated by filtering them in spatial frequency do-

main, as it is done in this study.

Figure 4.2: The magnitude of the k-space data obtained using MRiLab.

59



Recovering magnetic flux data can be done either from the top or from the bottom

pair of signal replicas. Here, the bottom pair of replicas are used for this purpose.

Each of the left and the right replicas has to be filtered using a LPF, shifted to the cen-

ter, and transformed into spatial domain. Afterwards, undesired phase components

are eliminated by taking the difference between the phase images of signal replicas

obtained with positive and negative current injections.

The resultant phases of the two images obtained from the left and the right replicas are

shown in Figure 4.3. Comparing the patterns of these phases with those in Figure 4.1,

indicates that these phase data are neither due to the horizontal nor the vertical current

profiles. This is expected, because each of these phase images are composed of the

data of the both current profiles. In more detail, φleft is the sum of the phases due

to both horizontal and vertical currents, and φright is their difference, as expressed in

(2.21) and (2.22) respectively. Current related phases, φH and φV , are then recovered

using equations (2.23) and (2.24). These phase images are illustrated in Figure 4.4,

which have similar patterns to those in Figure 4.1. These results prove the concept

behind the pulse sequence introduced in this thesis and support the realizability of

acquiring two independent Bz data in one acquisition.

In MREIT, obtained phase data are not always in the range of [-π, +π], and those

data values out of this range are wrapped down into the same range by the fact of

phase circularity. These wrapped values appear as sharp transitions in the phase data

(a) (b)

Figure 4.3: Uniform model results: (a) φleft and (b) φright obtained form the left and

the right replicas respectively. The unit of the shown phase data is radian (rad).
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(a) (b)

Figure 4.4: Uniform model results: (a) φH and (b) φV introduced by the horizontal

and the vertical current injections respectively, shown in unit of [rad].

(i.e., an abrupt change from -π to π or vice versa), which are not presented in the

actual magnetic flux data. Therefore, these wraps have to be removed before any

further processing of acquired phase data. To solve this issue, several unwrapping

algorithms have been developed and used in many studies [73]. In this work, the

algorithm developed by Spottiswood in [74] is used for unwrapping phase data. This

method is named Phase Quality Guided algorithm, in which the variance of a phase

image derivatives is used as a quality map. In this algorithm, priority is given to the

phase pixels of highest quality, meaning that during unwrapping process regions of

higher quality are unwrapped first, and those of worse quality are left to the end after

most of the phase pixels are already unwrapped.

4.1.2 Non-uniform Model

Using the model shown in Figure 3.1(b) another set of Bz data (i.e., BH
z and BV

z )

was simulated. The conductivity of this model is shown in Figure 4.5, which is not

uniform as described before. Produced BH
z and BV

z using this model are shown in

Figure 4.6. By comparing theseBz data with those obtained using the uniform model,

the differences can be observed around the location of the square object at the center

of the model. Changes in the density of BH
z are observed at the positions of the

horizontal edges of the square object, while changes in BV
z are seen at the locations

of the vertical edges. This implies that recognizing conductivity variation depends on
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Figure 4.5: Conductivity distribution [S/m] inside the non-uniform model.

(a) (b)

Figure 4.6: Non-uniform model results: (a) BH
z and (b) BV

z obtained using the

non-uniform model. Shown data are given in unit of [T].

the direction of the injected current. Therefore, obtaining more Bz data using more

current injection patterns captures more information about the unknown conductivity

distribution, and thus improves the quality of the reconstructed conductivity.

TheseBz data were added to the pulse sequence simulator as explained in the previous

subsection, and the corresponding k-space signal was generated by the pulse sequence

simulator. The bottom left and the bottom right replicas of this k-space signal were

filtered and transformed to the spatial domain to extract their phases. These phases

are used to recover BH
z and BV

z that are required for conductivity reconstruction.

As discussed in subsection 2.4.3, the selection of the filter shape affects the quality

of recovered magnetic flux and conductivity distributions. Filters with sharp edges

introduce undesired distortions in the resultant phase images because of their oscil-

lating spatial response. This can be avoided by using a LPF of relaxed edges. For
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illustration, two 2D low pass filters are used in extracting the left and the right repli-

cas: Square and Gaussian. The equations that describe these two filters are given in

(2.25) and (2.26) respectively. 3D visualizations of these filters with koff = 23 and

% = 20 are shown in Figure 4.7 (a and b). The values of koff and % are chosen to set

the width of the filter window to 33% of the k-space width, according to (2.28) and

(2.29). Employing these two filters in the procedure of extracting φH and φV gives

the results shown in Figure 4.7 (c -f).

The results in the left column of Figure 4.7 are corresponding to the case where

Hsquare filter was employed, while those in the right column are corresponding to

Hgauss filter. BH
z and BV

z shown in Figure 4.7 are obtained from φH and φV respec-

tively by using equation (2.13). Conductivity images shown in Figure 4.8 (a and b)

are reconstructed using the SMM algorithm described in section 2.5 with N = 40.

These results show that the usage of an LPF with sharp edges introduces background

oscillating artifacts that influence the reconstructed conductivity. These artifacts are

not appearing in the data processed using Hgauss.Thus, better magnetic flux data and

better conductivity map are obtained. The quality of the recovered conductivity can

be evaluated quantitatively using statistical measures. This will be discussed in the

next subsection.

4.1.3 Performance Evaluation of Conductivity Reconstruction

A widely used measure to evaluate reconstruction algorithms is the Mean Square

Error (MSE) expressed as:

MSE =

√√√√ 1

NiNj

Ni∑
i=1

Nj∑
j=1

(σT (i, j)− σR(i, j))2

σ2
T (i, j)

× 100% (4.3)

where σT (i, j) and σR(i, j) are the true and the reconstructed conductivity values

respectively of the pixel located in the ith row and the jth column [65]. Ni and Nj are

the number of rows and columns in the conductivity image, respectively. This formula

can be applied to the whole conductivity image to find a global value of MSE, and

for individual conductivity levels (i.e., the center object and the background regions

of the non-uniform phantom) separately to find local values of MSE.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.7: Non-uniform model results: 3D view of spatial frequency low pass filters

(a) Square filter Hsquare, and (b) Gaussian filter Hgauss. Recovered (c) BH
z and (e)

BV
z using Hsquare. Recovered (d) BH

z and (f) BV
z using Hgauss. The unit of the

shown magnetic flux density data is [T].

64



(a) (b)

Figure 4.8: Non-uniform model results: Reconstructed (a) σsquare and (b) σgauss

from data filtered with Hsquare and Hgauss respectively. The unit is [S/m].

Beside the reconstructed conductivities obtained from the data produced using MRi-

Lab and shown in Figure 4.8(a and b), conductivity map is also reconstructed directly

from simulated Bz data. This conductivity image is shown in Figure 4.9 and it has

a better perceptual quality as it is recovered directly from the simulated Bz data and

thus not suffering from the artifacts or errors related to MRiLab simulation and filter-

ing process. MSE is calculated for each of these three conductivity images and the

obtained results are given in Table 4.1.

In Table 4.1, σsquare and σgauss are used to refer to the reconstructed conductivities

shown in Figure 4.8(a) and Figure 4.8(b) respectively. While σdirect is the conductiv-

ity image shown in Figure 4.9. MSEobj is the error calculated in the area of the center

object whose true conductivity is 1.3 S/m, while MSEbg is calculated in the remain-

ing background area in which the true conductivity value is 0.5 S/m. Error calculated

over the whole area is given as MSEglobal. In all MSE calculations given in Table

4.1, the conductivity image shown in Figure 4.5 is used as the true conductivity, σT .

Results given in Table 4.1 indicate that minimum MSE is observed in σdirect. This is

expected because σdirect is reconstructed directly from the simulated Bz data without

the effects of the noise, the pulse sequence simulator, and the frequency filtering pro-

cess. MSE values of σgauss are also lower than those of σsquare due to the effect of the

used filter shape. The amount of error in σsquare is larger in the background because

of the undesired oscillations propagated from the Bz data.
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Figure 4.9: σdirect[S/m] recovered directly from simulated Bz data.

Table 4.1: MSE [%] in reconstructed conductivity images from simulated data.

σdirect σsquare σgauss
MSEobj 9.15 13.15 12.87
MSEbg 14.93 24.96 20.94
MSEglobal 14.60 24.32 20.48

4.1.4 Evaluation of Spatial Resolution

Filtering is a necessary step to individually extract the signal replicas from the k-

space. This however impacts the spatial resolution of the recovered conductivity im-

ages as a consequence of the inverse proportional relation between the signal band-

width and the spatial resolution. In this subsection, the obtainable resolution using the

proposed pulse sequence is investigated and compared to that of the standard MREIT

pulse sequence. In this part, a series of simulations was performed using the non-

uniform model with single object but with different values for the object diameter, as

described in subsection 3.1.2. Bz data obtained using these simulations are added in-

dividually to MRiLab. Using MRiLab, k-space signals are produced by the proposed

pulse sequence and the standard MREIT pulse sequence with the imaging parameters

listed in Table 3.3. Using these parameters, the needed scan times for these two pulse

sequences are found to be TS,Conv= 8 minutes and TS,Prop= 1.3 minutes. Conductiv-

ity images are then reconstructed using the Bz data sets extracted from these k-space

data as described before. These conductivity images are shown in Figure 4.10. For

filtering, only the Hguass filter was used, as the simulation results discussed in section

4.1 were demonstrated that better quality can be achieved using this filter.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

(p) (q) (r)

Figure 4.10: Resolution test data: Conductivity [S/m] images in the left column

illustrate the distributions used in the simulations. Conductivities in the middle and

the right columns are reconstructed from Bz data collected using the standard and

the proposed pulse sequences respectively. Six images are given in each column in

correspondence to different object diameters: 2, 4, 6, 8, 10 and 12 mm respectively.
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True conductivity distributions used in the simulations are shown in the left column of

Figure 4.10, while those reconstructed from the data collected using the standard and

the proposed pulse sequences are shown in the middle and right columns respectively.

The pixel side-length in these images and in the used Bz data is 2 mm. Results

in Figure 4.10 illustrate that the SMM algorithm was able to recognize the object

conductivity if its diameter is at least 4 mm, which is twice the pixel side-length.

However, only objects with 8 mm diameter and larger are recognizable in the data

collected using the proposed pulse sequence. This loss in resolution is due to the

filtering process used to extract signal replicas. For the imaging parameters used in

MRiLab to obtain the k-space data used in this part, the bandwidth of the simulated

k-space signals is 250m−1. Thus according to (2.29), the filter bandwidth is about

75m−1. A resolution of 2 mm requires a bandwidth of 250m−1, which is clearly

larger than the filter bandwidth. This explains why the object in Figure 4.10 (a) is not

recovered in Figure 4.10 (c). Similarly, the bandwidths needed for 4 mm and 6 mm

resolution are 125m−1 and 83.3m−1 respectively. These bandwidths are also larger

than the filter bandwidth. However, a resolution of 8 mm requires a bandwidth of

62.5m−1, which is within the filter bandwidth and thus the object of 8 mm diameter is

recognized in Figure 4.10 (l). The loss in resolution can be compensated by collecting

more frequency samples, as described in subsection 2.4.3. Assuming that theNPh,w is

increased three folds (up to 60) to enhance resolution by a factor of three, the needed

scan time becomes TS,Prop = 4 minutes, which stills less than TS,Conv by the half.

Therefore, the same resolution of the standard MREIT pulse sequence is achievable

using the proposed pulse sequence with at least two folds gain in imaging speed.

4.2 Experimental Results

Results obtained experimentally during this study are presented in this section. Ex-

tracted Bz images of the uniform and the non-uniform phantoms are given in subsec-

tions 4.2.1 and 4.2.2 respectively. The latter also includes the reconstructed conduc-

tivity images of the non-uniform phantom. Afterwards, results related to SNR and

minimum measurable current are given in subsections 4.2.3 and 4.2.4, respectively.

Finally, the experiment done to investigate T ∗2 issue is discussed in subsection 4.2.5.
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4.2.1 Uniform Phantom

The SE and the GE versions of DCI-MREIT pulse sequence are used to image the

magnetic flux density distribution inside the uniform phantom illustrated in Figure

3.5. Imaging is done using parameters similar to those listed in Table 3.7, with Tc

and TB being set to 9 ms and 10 ms respectively. A current of 20 mA amplitude is

injected to the phantom using the current source described in subsection 3.2.2. The

horizontal profile of the current is achieved by injecting current between the left and

the right electrodes, while the vertical profile is achieved by using the top and the

bottom electrodes. Acquired k-space signals of the two pulse sequences are shown in

Figure 4.11 (a and b). Although during experiments full k-space data were collected

( i.e., 256 phase-encoding lines) for analysis purposes, in practice partial acquisition

can be used to reduce scan time, as only 85 phase-encoding lines are sufficient to

extract Bz information.

In Figure 4.11 (a and b), the bottom left (and the top right) signal replica is dispersed

due to the T ∗2 relaxation discussed in subsection 2.4.4. By comparing the k-space data

shown in Figure 4.11 (a and b), it is seen that the signals resulting from the unspoiled

transverse components of
−→
M are more apparent in the k-space data obtained using

GE-based pulse sequence. This is because T ∗2 relaxation is larger in GE in comparison

with SE, in which T ∗2 relaxation is eliminated during TE period by a 180◦ RF pulse.

The bottom pair of signal replicas of both k-space data are filtered using Hguass filter,

centered and transformed to spatial domain. Extracted Bz data from each k-space

data are illustrated in Figure 4.11 (c-f). These experimentally obtained Bz data have

similar distributions to those obtained using simulation, shown in Figure 4.4.

4.2.2 Non-uniform Phantom

Another experiment is done using a phantom of non-uniform conductivity distribu-

tion. The non-uniformity is formed by placing a square object at the center of the

phantom whose conductivity differs from the background solution, as illustrated in

Figure 3.6. With a similar procedure to that described in the previous subsection, two

data sets of magnetic flux density are obtained using two pulse sequences: SE-based

69



and GE-based DCI-MREIT. ExtractedBz images corresponding to the horizontal and

the vertical current profiles are shown in Figure 4.12 (a-d). These data are then used to

reconstruct conductivity using SMM. Recovered σ images are shown in Figure 4.12

(e and f).

(a) (b)

(c) (d)

(e) (f)

Figure 4.11: Uniform phantom data: k-space data obtained using (a) SE

DCI-MRIET and (b) GE DCI-MRIET pulse sequences. Imaged (c) BH
z and (e) BV

z

data using SE version of DCI-MRIET pulse sequence. Imaged (d) BH
z and (f) BV

z

data using GE version of DCI-MRIET pulse sequence. Bz data are shown in [T].
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(a) (b)

(c) (d)

(e) (f)

Figure 4.12: Non-uniform phantom data: (a) BH
z and (c) BV

z data obtained using SE

DCI-MRIET pulse sequence. Imaged (b) BH
z and (d) BV

z data using GE

DCI-MRIET pulse sequence. (e) σSE and (f) σGE reconstructed from the data

obtained using SE and GE versions of DCI-MRIET pulse sequence, respectively.

Recovered Bz data have similar distributions and range of values to those simulated

shown in Figure 4.6. Qualitatively, reconstructed conductivity from Bz data obtained

using SE DCI-MREIT pulse sequence has better quality than that obtained using GE
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DCI-MREIT. This is also observed quantitatively from MSE values given in Table

4.2. σSE and σGE in Table 4.2 refer to the reconstructed conductivity from the Bz

data obtained using SE and GE versions of the proposed pulse sequence, respectively.

Table 4.2: MSE [%] in reconstructed conductivities of the non-uniform phantom.

σSE σGE
MSEobj 21.64 28.20
MSEbg 21.94 33.79

4.2.3 Signal to Noise Ratio Measurements

The quality of measured MR signals are generally evaluated by looking to their SNR.

Higher SNR value means either a stronger signal level is acquired, or a smaller noise

level presented in the acquired MR signal. In the literature, several SNR calculation

methods have been introduced for evaluating the performance of MR signals. In

this study, two SNR formulas are used to calculate SNR level using a single signal

acquisition, as described in [75]. Both formulas depend on defining a Region of

Interest (ROI), referred to as ROIs, for calculating the mean value ms of the desired

signal, and a region in the image background air, ROIn, to estimate the mean value

mn and the standard deviation value %n of the noise. Then, SNR can be calculated as

SNRmean =
ms√
2

π
mn

=
mean
i,j∈ROIs

(M(i, j))√
2

π
mean
i,j∈ROIn

(M(i, j))

(4.4)

where M(i, j) refers to the (i, j) pixel value in the magnitude of an MR image.

mean() is a function that calculates the mean value over a specified number of image

pixels. Alternatively, noise standard deviation can be used in calculating SNR as

SNRstdv =
ms√
2

4− π
%n

=
mean
i,j∈ROIs

(M(i, j))√
2

4− π
stdv

i,j∈ROIn
(M(i, j))

(4.5)

where stdv() is a function that calculates the standard deviation of the values within
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a defined region. These formulas are used to determine SNR values of MR images

obtained using Conventional SE pulse sequence and the two versions ( SE and GE) of

the proposed pulse sequence with different number of averaging (NEX): 1, 4 and 8.

These data were collected using the imaging parameters given in Table 3.5. The left

signal replica was used in calculating SNR values. Obtained results are listed in Table

4.3. Bandwidths of the both LPFs used in processing these data were set to be equal

to one-third of the k-space bandwidth. A general impression from Table 4.3 is that

both SNR calculation methods, SNRmean and SNRstdv, give somehow similar val-

ues with maximum standard deviation of ±31. Besides, SE-based implementation of

proposed pulse sequence provides a gain in SNR of 1.21 ±0.16, in comparison with

GE-based implementation. This is due the fact that SE-based pulse sequences avoid

signal loss occurring in the duration between excitation RF pulse and echo time due

to T ∗2 relaxation. Another impression is that employing smooth-edged filters rather

than sharp filters improves resultant SNR by a factor of 1.58 ±0.18. By comparing

SNR values in the third and the forth columns of Table 4.3, SNR values of images

obtained using GE-based DCI-MREIT pulse sequence are lower by a factor of 0.58

±0.05 from those obtained using conventional MREIT pulse sequence. This coin-

cides with the theoretical estimation given in (2.34) and calculated by considering a

filter bandwidth covering 33.33% of the k-space width. Also, results show that the

SNR of the proposed method can be enhanced by using a SE pulse sequence after the

SPAMM preparation module. Further improvement can be obtained if Hgauss is used

in the filtering. Last column in Table 4.3 shows that the SNR values of the images ob-

tained using the SE-based pulse sequence and filtered using Hgauss are slightly better

than those obtained using the conventional SE MREIT pulse sequence.

Table 4.3: SNR values of magnitude images obtained by 3 different pulse sequences.

NEX Method Conv. SE
GE DCI-MREIT SE DCI-MREIT
Hsquare Hgauss Hsquare Hgauss

1
SNRmean 218.24 139.61 208.29 157.94 229.99
SNRstdv 220.47 135.03 190.52 149.12 232.33

4
SNRmean 421.86 248.35 361.58 300.72 427.78
SNRstdv 399.21 243.20 402.12 280.88 421.42

8
SNRmean 540.28 307.44 530.00 416.30 636.70
SNRstdv 527.59 263.16 520.57 430.02 677.92
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4.2.4 Minimum Measurable Current

For a current to be measurable in MREIT, the standard deviation of the magnetic flux

density produced by the injected current must be greater than that produced by the

noise presented in the imaging system. Therefore, an estimation for the minimum

measurable current level in any MR system can be done by knowing the level of

noise in that system. One way to measure the noise level is by obtaining two MR

phase images using the pulse sequence being investigated without injecting current.

The phase difference of these two phase images reflects the noise presented in the

magnetic flux density data measured using MREIT. This noise data is treated as a

magnetic flux density data that is used to reconstruct current density image. After

recovering x and y components of current density, total current density Jt is obtained

as the absolute of these two components. Then, minimum current density Jmin that

can be measured using this imaging system is calculated as the root mean square

of Jt [76]. From Jmin, minimum current Imin that should be applied through the

electrodes can be calculated by integrating the current density over the surface area

of the electrode. During the experiments of this study, the surface area of the used

electrodes was 2 × 2 cm2. Since noise level decreases by increasing the number

of averaging, the experiment was repeated to see the achievable Imin at 1, 4 and 8

averaging respectively. Imaging parameters used in this part are listed in Table 3.5,

and obtained results are summarized in Table 4.4. Calculated Jmin and Imin of the

conventional SE pulse sequence are similar to those reported in [32] with a deviation

of ±0.12. Table 4.4 shows that the amount of current to be measurable using GE-

based pulse sequence is almost twice larger than the current level which is needed in

the conventional SE. However, this is not the case for SE-based pulse sequence, as it

is able to measure current levels similar to those measurable with conventional SE.

Table 4.4: Jmin[A/m2] and Imin[mA] of 3 different MREIT pulse sequences.

Conventional SE GE DCI-MREIT SE DCI-MREIT

NEX Jmin Imin Jmin Imin Jmin Imin

1 1.04 0.42 1.75 0.69 1.01 0.40

4 0.60 0.24 0.97 0.39 0.55 0.22

8 0.42 0.17 0.86 0.34 0.38 0.15
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4.2.5 T∗2 Measurement and Limitation

T ∗2 relaxation time affects the quality of the acquired MR signal and puts a limitation

on the time duration of the injected current, as discussed in section 2.4.4. To predict

this limitation, an experiment is done to measure T ∗2 of the phantom being used at 3T

magnet strength. In this experiment, four GE images with four different echo times

were collected. Imaging parameters are given in Table 3.6. Long TR and small flip

angle were used to ensure full longitudinal recovery of magnetization.

Under these conditions, the magnitude of the acquired k-space signal peak at TE ,

Sp(TE), can be related to the peak value at zero time Sp(0) through an exponential

relation as [77]

Sp(TE) = Sp(0)e
−TE
T∗
2 (4.6)

With two different echo times substituted in (4.6) and taking the division,

Sp(TE,2)

Sp(TE,1)
= e

TE,1−TE,2
T∗
2 (4.7)

Taking the natural logarithm of both sides of (4.7), T ∗2 can be calculated as

T ∗2 =
TE,1 − TE,2

ln(
Sp(TE,2)

Sp(TE,1)
)

(4.8)

Using (4.8), T ∗2 is calculated for each possible combination of the acquired GE sig-

nals, as listed in Table 4.5. Obtained T ∗2 values swing about the average value given

at the end of the table. In addition, equation (4.7) can be used to plot the exponential

curve after normalizing signals peaks by the peak value of TE,1 = 5 ms. This expo-

nential curve is shown in Figure 4.13 in red-colored solid-line. Using curve-fitting, a

curve that best fits the exponential curve connecting the peak values of the acquired

signals was obtained using a value of T ∗2 = 14.6 ms. This curve is shown in Figure

4.13 using blue-colored dashed-line. T ∗2 value obtained by curve-fitting is near the

average value listed in Table 4.5. Therefore, the value of T ∗2 of the solution used in

the phantom at 3T can be taken as 14.6 ms.
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The second part of this experiment involves estimating an upper limit for the possible

duration of injected current that guarantees minimal loss in Bz data. For this purpose,

several data are collected using the SE version of the proposed pulse sequence, with

different TB times: 14, 16, 18 and 20 ms. These data were collected using the SE

version of DCI-MREIT pulse sequence, as this pulse sequence demonstrated better

performance in comparison to the GE version. Imaging parameters used to collect

data are given in Table 3.7. Possible T ∗2 limitation is focused at the bottom left ( and

the top right) signal replica of the k-space, which suffers T ∗2 decay. In Figure 4.14

(a, c and e), zoomed views of this signal replica are shown at TB of 14, 18 and 20

ms respectively. The corresponding BH
z data recovered from these measurements are

shown in Figure 4.14 (b, d and f) respectively.

Figure 4.14(a, c and e) demonstrate the T ∗2 decay of the left signal replica as the time

gap between RF pulses, TB, increases. It spreads over the k-space with time, and if

Table 4.5: Calculated T ∗2 values for different pairs of echo times.

TE,1[ms] TE,2[ms] T ∗2 [ms]

5 10 13.34
5 20 14.65
5 50 14.82
10 20 15.41
10 50 15.03
20 50 14.90

Average 14.69

Figure 4.13: A plot of the curve that connects the peak values of acquired GE signals

is given in red-colored solid-line. A plot of an exponential curve that fits the values

of the red-colored curve is given in blue-colored dashed-line.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.14: Zoomed view of the bottom left signal replica cropped from the k-space

data obtained with TB of (a) 14, (c) 18, and (e) 20 ms. Recovered BH
z data in

corresponding to the data acquired with TB of (b) 14 ,(d) 18 ,and (f) 20 ms. The unit

of the shown magnetic flux density data is [T].

this spread continues, parts of this signal become out of the filter window. The larger

the parts out of the window, the larger the loss in the magnetic flux density data stored

in this signal. To quantitatively evaluate this loss, the energy of the bottom left signal
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replica is calculated at each TB using

E =
∑
kx∈W

∑
ky∈W

|S(kx, ky)|2 (4.9)

where W refers to the group of the k-space coordinates (kx, ky) within the filter win-

dow. Calculated signal energy values are given in Table 4.6. The percentage loss in

energy calculated with respect to the signal energy obtained with TB = 14ms are

also listed in Table 4.6. These results state that almost 9% of signal energy is lost

when TB is increased from 14 ms to 20 ms.

On the other hand, with perceptually evaluating the results illustrated in Figure 4.14

(b, d and f), no apparent differences are observed in the Bz data obtained using differ-

ent TB times. Assuming the duration of 19 ms as an upper limit for the duration of the

injected current for each profile, this limit is almost 130% of the calculated T ∗2 value.

On the other hand, T ∗2 relaxation of human brain tissues have been experimentally

estimated, in 3T imaging system, to be in the range between 41.6 ms - 51.8 ms [70].

Accordingly, a current of at least 54 ms duration ( 130% of 41.6 ms), for each profile,

can be used for injection with the proposed MREIT pulse sequence in 3T MR system.

This duration is acceptable and comparable with the durations of current pulses used

in literature with 3T scanners, as can be seen in Table 1.1. Thus, T ∗2 relaxation does

not impede the applicability of the proposed pulse sequence.

Table 4.6: Calculated signal energy and percentage loss at different TB durations.

TB[ms] E Energy loss w.r.t. the signal of TB = 14ms

14 1.37× 10−04 −
16 1.32× 10−04 3.69%

18 1.26× 10−04 7.98%

20 1.25× 10−04 9.00%
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CHAPTER 5

CONCLUSIONS

In MRI, the time needed for acquiring MR signals depends on the employed concept

in the pulse sequence used to operate the MR scanner. Minimizing this time has been

always an attractive research area for scientists. This is because long imaging time

discomforts patients. Although the time needed to obtain a cross-sectional image is

bearable in most pulse sequences, many MR applications rely on obtaining 3D im-

ages, which makes scan time too long. This time becomes long also if it is aimed to

improve the quality of the acquired signal by averaging. Long acquisition time also

makes MR images vulnerable to distortions arising from patient involuntary move-

ments. Furthermore in functional imaging applications, images should be obtained

rapidly to recognize any changes due to activities happening within short time peri-

ods. Therefore, reducing imaging time improves the temporal resolution in functional

images.

MREIT pulse sequences typically have a long scan time, because of the need to in-

ject current within the imaging time. Furthermore, the used time for current injection

has to be sufficiently long to produce current-related magnetic field of decent quality.

In addition, multiple current injection patterns are typically used to recognize more

details about the conductivity distribution of the imaged object. However, to avoid

the above mentioned issues of long imaging time, several studies have proposed tech-

niques to reduce scan time in MREIT. One way is to use a single-acquisition based

pulse sequence for MREIT. Another way is to use GE based pulse sequence with low

flip-angle. The latter however reduces the SNR of the acquired image.
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In this thesis, a new MREIT pulse sequence is proposed providing the ability to re-

duce the scan time to the half. This reduction in time is achieved by injecting two

current profiles in a single acquisition, by utilizing SPAMM technique. SPAMM is

used to split the MR signal in k-space into two signals before the beginning of the

actual imaging pulse sequence. Magnetic flux density information of the two injected

current profiles are stored in these two k-space signals. Then, the actual imaging pulse

sequence collects these signals. In the proposed pulse sequence, considerable time is

also saved by avoiding the time needed for manually switching the current channels

for each injection profile.

This concept was tested using pulse sequence simulator, MRiLab. Simulation results

showed the validity of the proposed method. Obtained results demonstrated also the

importance of selecting the type of the used LPF in the quality of the reconstructed

conductivity. Smooth filters reduce the amount of error in the recovered conductivity

map, in comparison with sharp filters. MSE values in the results obtained by employ-

ing a Gaussian filter are 3.84% lower than those obtained using a square filter.

However, employing filters for extracting signal replicas affects the spatial resolution

of the recovered conductivity images. Compensating the loss in the resolution can be

done by collecting a wider range of spatial frequencies. This will increase the scan

time, but the overall time will not exceed half the time needed by the standard pulse

sequence. In other words, the proposed pulse sequence is able to obtain the same

spatial resolution but twice faster, in comparison with the standard pulse sequence.

Physical phantoms are also used to evaluate the proposed pulse sequence experimen-

tally. Two versions of the proposed pulse sequence were designed: one based on

SE, and the other based on GE pulse sequence. Better performance was observed

using the SE-based pulse sequence. SNR of images obtained using SE version were

generally 21% larger than those obtained using GE version. Error values in the re-

constructed conductivities were also lower by 6.56% in the results obtained using SE

version. Results have demonstrated also that the SE version is able to measure current

of almost 46% lower amplitude level in comparison with the GE version. This supe-

riority of the SE-based version over the GE-based comes from the reduced T ∗2 -related

signal decay in the data collected using the SE-based pulse sequence.
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On the other hand, the performance of the SE-based DCI-MREIT pulse sequence

in comparison with the conventional MREIT pulse sequence were also investigated.

The SNR and the minimum measurable current values of these two pulse sequences

were found to be comparable. The SNR values obtained using the SE-based DCI-

MREIT pulse sequence are 5-15% higher than those obtained using the standard SE

MREIT pulse sequence. In addition, the SE-based DCI-MREIT pulse sequence is

able to measure current of 5-11% lower level depending on the number of averaging

used during the measurements. This slightly better performance observed with the

SE-based DCI-MREIT over the conventional MREIT is due to the reduction of noise

during filtering.

Furthermore, a part of this study was dedicated to investigate the possible limitation

of the inherited T ∗2 effect on the realization of the proposed pulse sequence. If T ∗2
relaxation would allow only a very short duration for current injection, this would

make the proposed method infeasible. However, experimental results showed that

a current of duration up to 54 ms can be used with the SE-based DCI-MREIT pulse

sequence at 3T system, which is acceptable and comparable with the current durations

used in the literature.

To conclude, in the new MREIT method proposed in this study, two current injec-

tion patterns can be applied within each TR, allowing 50% reduction in the required

acquisition time. The concept of this method was verified using simulations and ex-

periments. In experiments, the concept was implemented on SE and GE based pulse

sequences. However, taking full advantage of this method would be by implement-

ing the concept on a fast single-shot pulse sequence. Such a pulse sequence has the

advantage of collecting many phase-encoding lines in each TR, which reduces the

scan time extremely. Another advantage of using this type of pulse sequences is that

the number of times needed to inject current is also reduced. Rather than injecting

current for each phase-encoding line, several lines will be collected with only one

current injection. This way the number of current injection is reduced, as well as the

time gap between successive current injections is prolonged. This in total reduces

patient discomfort and current injection hazards, as patient will be exposed to a fewer

number of current pulses and the time gap between these pulses will be much longer.
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Among possible fast implementations, a better performance is expected from using

SE-based fast imaging pulse sequences, as these are more immune towards T ∗2 relax-

ation. Examples of these pulse sequences include Fast Spin-Echo (FSE) and Turbo-

Gradient Spin-Echo (TGSE). An alternative way to get full benefit from the proposed

method is by collecting multiple echoes within the same repetition time TR. This way,

a gain in speed is achieved by excluding the time needed for averaging.

Realizing these two options form the outline of the planned future work. The pro-

posed method has to be implemented on an FSE based pulse sequence as well as

a multi-echo pulse sequence. These two versions have to be tested experimentally,

looking for better performance and any possible practical issues. Besides, further

study should be devoted to optimize the shape of the filter used for k-space signals

extraction. In this study, two filter types were used to demonstrate the impact of the

filter shape on the quality of the recovered conductivity data. However, more sophis-

ticated filters may guarantee much better quality. Therefore, it is worthy to investigate

this side in more detail.

In addition, optimizing the proposed pulse sequence itself is another important part of

the future work. Although, the recent form of DCI-MREIT has been proved of being

able to reduce the scan time by a factor of two, another forms may provide much

shorter scan time or much better quality. Using the recent form of DCI-MREIT, the

quality of the signal recovered from the left replica differs from that extracted from

the right replica. This is because the left replica is exposed to T ∗2 relaxation while the

right replica is not.

One possible modification suggests placing a 180◦ hard RF pulse at the middle be-

tween the first and the second RF pulses of the SPAMM module. This will transfer

half of the T ∗2 relaxation to the right replica, which reduces the T ∗2 effect on the left

replica to the half and makes the quality of both replica much similar. However, this

increases the number of RF pulses and thus the overall complexity of the pulse se-

quence. Analytical study of this issue might incorporate the effect of the additional

180◦ RF pulse but with much simple design.

Furthermore, since the ultimate goal of MREIT studies is making it feasible clini-

cally, the performance of DCI-MREIT has to be investigated with low current levels.
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Results illustrated in this study was obtained using 20 mA current, which is above the

safety limit ( 100µA). Evaluating the proposed method at lower current levels should

be aimed in future studies. Results presented in subsection 4.2.4 state that a current

of 150 µA is measurable using the SE version of the proposed pulse sequence with 8

averaging. This current amplitude is slightly lower than the measurable current using

the conventional MREIT pulse sequence (170 µA).
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[36] M. S. Özdemir, B. M. Eyüboğlu, and O. Özbek. Equipotential projection-based
magnetic resonance electrical impedance tomography and experimental realiza-
tion. Physics in Medicine and Biology, 49(20):4765, 2004.

[37] H. S. Khang, B. I. Lee, S. H. Oh, E. J. Woo, S. Y. Lee, M. H. Cho, O. Kwon,
J. R. Yoon, and J. K. Seo. J-substitution algorithm in magnetic resonance electri-
cal impedance tomography (MREIT): phantom experiments for static resistivity
images. IEEE Transactions on Medical Imaging, 21(6):695–702, 2002.
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