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ABSTRACT

ESSAYS ON EMPIRICAL TESTING OF FINANCIALIZATION OF
COMMODITIES

Ordu, Beyza Mina
Ph.D., Department of Business Administration

Supervisor: Assoc. Prof. Dr. Adil Oran

January 2017, 193 pages

Over the last decade commodity derivatives market experienced a significant influx
of financial institutions, which is a phenomenon referred to as financialization of
commodities. The main purpose of this thesis is to investigate whether
financialization bolstered the connectedness between US stock and commodity
markets. Connectedness can occur in forms of either spillover or co-movement and
hence we analyze each form in two essays. In the first essay, we investigate volatility
spillover between 25 commodity derivatives and US stock markets. Results show
that the spillover between almost all commodity and stock markets increases
significantly following the financialization. Moreover, we find that the net
transmitter of volatility is commodity markets during pre-financialization period,
whereas transmitters happen to be stock market after the financialization. Therefore,
we show that commodities do not shield the investor from downside risk in financial
markets, anymore. In the second essay, we examine the explanatory power of
financialization on the increasing correlations between agricultural commodities and
stock markets after 2008. Even though our findings support the argument on
financialization; we find that explanatory power of financialization is highly

dependent upon liquidity constraints.

Keywords: Financialization, commodity, liquidity, spillover, co-movement



Oz

EMTIA FINANSALLASMASININ AMPIRIK SINAMALARI UZERINE
CALISMALAR

Ordu, Beyza Mina
Doktora, Isletme Boliimii
Tez Yoneticisi: Dog. Dr. Adil Oran

Ocak 2017, 193 sayfa

Emtia tiirev piyasalar1 son 10 senede ciddi anlamda fnansal kurum yatrmmcilarimi
kendine ¢ekmis ve bu olgunun adi “emtianin finansallasmas1” olarak adlandirilmistir.
Bu tezin esas amaci, finansallasmanin ABD hisse senedi ve emtia piyasalari
arasmdaki iliskiyi giiclendirip giiclendirmedigini incelemektir. Iliski formlar1 yayilim
ya da korelasyon seklinde olabileceginden, her bir form farkh ki ¢ahsmada analiz
edilmektedir. Birinci ¢alismada 25 farkh emtia tiirev piyasasi ile ABD hisse senedi
piyasalar1 arasmda oynaklk yaylimi analiz edilmektedir. Sonuclarimiz kurumsal
yatrmcilarin girmesiyle emtia piyasalari ile hisse senetleri arasmda ciddi bir yayllim
basladigin1 gostermektedir. Aym zamanda, net yaylimin finansallagsmadan 6nce
emtia piyasalarindan hisse senedi piyasalarma iken, finansallagmadan sonra bunun
tam tersi yonde oldugu da géze ¢arpmaktadwr. Sonug¢ olarak, emtia piyasalar1 artik
yatmmcilar1 finansal piyasalardaki asag yonlii riskten korumamaktadir. Ikinci
calismada ise finansallasmanin tarmsal emtia ve hisse senedi piyasalar1 arasmda
2008 yilindan itibaren artan korelasyonu agiklama giicii test edilmektedir.
Sonuglarimiz emtianin finansallagsmas1 savim desteklemesine ragmen,
finansallasmanim agiklayic1 giiciiniin finansal piyasalardaki likidite ortamma bagh
oldugunu gosteriyoruz.

Anahtar Kelimeler: Finansallasma, emtia, likidite, yaylim analizi, korelasyon
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CHAPTER 1

BACKGROUND ON FINANCIALIZATION OF COMMODITIES

1.1 Introduction

Financialization of commodities is a recent phenomenon, which argues commodities
have been as popular as stocks and bonds among financial investors as an investment
tool (Cheng & Xiong, 2013). Therefore, commodities, which were long believed to
be a segmented market from financial markets, may have become susceptible to
shocks originating from these markets. Since the interconnectedness between
commodity and financial markets can be either in the form of co-movements or
spillovers (Adams & Gluck, 2015), we concentrate on these forms and examine each

form separately in our thesis.

Before going into deep investigation, in the first chapter, we provide background
information on financialization of commodities. We initially provide theoretical
review on how futures market can impact commodity spot prices and then we
elaborate why institutional investors prefer to invest in commodities, atthe first
place. Then we explain Basak and Pavlova’s (2016) theoretical model on
financialization of commodities and provide a quick summary of selected empirical

studies on financialization of commodities.

In the second chapter, we utilize a recent spillover methodology by Diebold and
Yilmaz (2012) and examine whether financialization is a valid phenomenon. We
measure gross and net spillover indices of each US-traded commodity with stocks
for two sub-periods; before and after financialization. In contrast to co-movements,
through this methodology we can comment on the direction of the spillover and
which asset class affects the other. Our results indicate that during post-
financialization period gross spillover indices have significantly increased but also
we document that there is a significant net spillover from stocks to commodities in

the same period. Hence, we find that financialization of commodities is a valid

1



phenomenon and commodities have become another core investment market
following increasing participation of financial investors in commodity futures.
Therefore, results imply that commodities do not protect investors from downside

risk in financial markets, anymore.

In the third chapter, we investigate whether commodity index trader (CIT) positions
help to explain the increase in the correlations between agricultural commodities and
equities starting around 2008. Given that globally, around 795 million people are
undernourished and malnutrition significantly augments diseases worldwide (FAO,
2015a), mispricing of agricultural products could have severe effects on the
population (FAO, 2015b).Worsening levels in food security have probably even lead
to the fall of governments such asin Egypt and Tunisia in 2008 (IATP, 2011).

Some argue institutional investors who invest both in stock and commodity markets
demolish the borders between these two seemingly unrelated markets and increase
correlations, a recent phenomenon known as financialization. Yet, some others argue
recently correlations have decreased back to historical levels and thus such increase
between 2008 and 2012 was due to business cycle effect. Our results do not support
one side but show that both factors are critically important to explain correlations
between agricultural commodities and stocks. Furthermore, we depict CITs prefer to
go back to their “circle of competence” under scarce liquidity and thus correlations
decrease back to levels absent institutions. Hence, low liquidity is a significant

obstacle inhibiting financialization to occur.

1.1.1 Theoretical Background on Futures and Spot Markets Nexus

Cheng and Xiong (2013) state commodity futures market affects commodity prices
through two mechanisms. The first mechanism is risk sharing, which argues that
market players share the commodity price risk via commodity futures market.
Hence, producers/ consumers settle future prices for a comprehensive set of
commodities in the commodity futures market. The second mechanism argues there
IS an intrinsic storage or consumption decision in commodities. If market players opt

for storing since they believe prices would get higher in the future, a link between



futures and commodity market is generated. Below, we further expand on these

theories.
1.1.1.1 Hedging Pressure Hypothesis:

Commodity futures contract is an agreement to buy or sell a particular commodity at
a future time for pre-determined price (Hull, 2012:22). Gorton and Rouwenhorst
(2006) explain how this pre-determined price is settled. If one would not like to buy
the asset now, they can wait and buy at future spot prices at a forthcoming time. On
the other hand, future spot prices are not known. Therefore, players incorporate their
expectations in futures markets and this leads to settlement in a fair futures price. For
instance, if market players await higher spot prices in the future, futures prices will

be higher and vice versa.

Expected changes in the market conditions or crops are already embedded in futures
prices. Hence the source of return is not driven by expectations, but rather through
unpredictable changes. Therefore, the trader who is long on futures prices (who buys
the contract) is betting that future spot prices will be higher than the agreed futures
price. On the other hand, as its name suggests, these changes are unpredictable and
an investor cannot outsmart the market (Gorton & Rouwenhorst, 2006). So what is

the source of return? What is the benefit in participating in this transaction?

The Hedging Pressure Hypothesis indicates that the source of return is the risk
premium. Fundamentally, risk premium is the difference between today-settled
futures price and expected spot price at future time. Please refer to the Figure 1.1 to
understand the mechanism further. Assume that the expected spot price after 1
month from today is 15.5 US cents per pound of sugar. If the agreed-upon futures
price for 1 month contract for sugar is 15 US cents per pound, the difference of 0.50
cents goes to the buyer at the end of the contract. On the other hand, if the agreed-
upon futures price for 1 month contract for sugar is 16 US cents per pound, 0.50
cents accrue to the seller of the contract. Hence 0.50 cents is the risk premium and

can be the source of return for the buyer or seller of the contract.

Keynes (1930) contends that the risk premium should be assumed by buyers, since

buyers are the risk takers of the contract.



So let us elaborate this through an example; suppose there is one big farmer and he
would like to manage his commodity price risk. Since agricultural commodity prices
are dependent upon many uncontrollable factors such as weather, crop yield, or
epidemic diseases; commodity price risk is the most significant risk for the producer.
Therefore, he sells the futures contract and he locks in the price he would get and
insures himself. The other side of the contract is a speculator. A speculator buys the
contract and undertakes the commodity price risk. However, speculators enter into
contract on the proviso expected spot price is higher than settled futures price.
Hence, they get the risk premium for insuring the commodity producer. Thus, futures
price displays normal backwardation behavior with respect to the expected spot
price. On the other hand, if prices are in a decreasing trend it is called contango.

Please refer to Figure 1.2.

Price per pound

N
16 Premium accrue
tothe seller
155
Premium accrue
15 tothe buyer

~
7

Figure 1.1 — Risk premium in futures market

Notes: Risk premium is the difference between settled price and expected spot price the day contract
terminates. Settled price is determined as of contract-date and between buyer and seller of the
contract. If the futures contract price is higher (lower) than expected spot price, premium accrues to
the seller (buyer) of the contract.

Empirical studies supportive of the normal backwardation, is on the other hand, are
not high in number (Chang, 1985; Miffre, 2016). The ones rejecting the hypothesis
indicate there is no positive risk premium just for holding the long position in
commodity futures market. Phillips and Weiner (1994) for oil, Dusak (1973) for
wheat, corn and soybean, Bodie and Rosansky (1980) for a broad set of 23
commodities, Daskalaki, Kostakis and Skiadopoulos (2014) for 22 commodities; all
find no support for the theory. Even though the theory posits rather strong
arguments, Kolb (1992) indicates that commodities rarely depict normal

backwardation behavior. Cootner (1960) extends the theory and shows that

4



speculators do not necessarily need to hold long position. He contends that if the
market is in contango position, meaning that commodity prices are in a decreasing
trend; speculators would hold the short position. Cheng and Xiong (2013) indicate
the setback of the theory is the disconnection of commodity futures market from
financial markets. This creates severe inefficient risk sharing, making the theory not

a good candidate for commodity price behavior.

Futures price

)

I
Maormal Bad\'-;\-a:r-:lazi-:-n

]

e
r

Ddivery Date Time

Figure 1.2 — Normal backwardation vs. contango

Notes: Agricultural business owners sell the futures contract and locks in the price, and speculators
buy. Since speculators undertake the commodity price risk, they enter into contract on the proviso
expected spotprice is higher than settled futures price. This is called normal backwardation behavior
of commodities.

Later, Hirshleifer (1988, 1990) employs CAPM and integrates the modern portfolio
theory with Keynes’ (1930) view (Bessembinder, 1992). Hirshleifer argues that the
hedging capacity of speculators is not unlimited, since there is a fixed participation
cost. Such participation costs include transaction costs as well as information cost.
Moreover, he contends that the risk premium is not only dependent on hedging

pressure, but also on systematic risk.

Empirical tests supporting Hirshleifer’s view are comparably larger in number than
Keynes’ (Miffre, 2016). Bessembinder (1992) finds that hedging pressure impacts
futures prices of agricultural commodities. He shows average returns of
commodities, of which speculators take net short positions, that are positive and
negative for net long positions. Later, de Roon et al. (2000) extends Bessembinder’s
findings and show that other than commodity’s own hedging pressure, cross-hedging

pressure across the same group also impacts futures returns. For instance, wheat is

5



not only affected from its own hedging pressure but also other commodities in
agricultural groups. They study 9 commodities and find 7 commodities display
positive and significant risk premium. Rouwenhorst and Tang (2012) replicate de
Roon et al. (2000)’s study for 28 commodities for the period between 1989 and
2010. They show, the results are actually not as strong as de Roon et al. (2000)

argue. Only 3 of the 28 commodities display positive coefficients.

Recently, Basu and Miffre (2013) examine 27 commodity futures and investigate
whether hedging pressure is helpful in attaining superior commodity futures returns.
They go long the most backwardated commodities and go short the most contangoed
ones. Results display higher performance compared to S&P GSCI and equally-
weighted commodity portfolios. On the other hand, Daskalaki et al. (2014) indicate
superior returns are not statistically significant and that hence, the hedging pressure
hypothesis fails.

This carries us to the other theory on commodity spot and futures price behavior

nexus, theory of storage.
1.1.1.2 Theory of Storage

Consumption decision of a commodity is a timing option. One can either consume
now or store for later usage. However, if one chooses to consume later, this means
that the value of consuming now is smaller than value of consuming later. Cheng and
Xiong (2013) indicate that the price of commodity is the maximum of today’s value
versus the value at the future consumption day. On the other hand, if adequate
number of consumers postpone their consumption, it means that the price of a
commodity is higher than the value of consuming all available supplies, and as such,
leads to convenience yield. Convenience yield occurs when holding the commodity
itself is preferred over holding the derivative product. Such preference is attributable
to higher benefit to hold the asset compared to its storage and financing costs

(Miffre, 2016). This occurs especially when the supply of the commodity is scarce.

The Theory of Storage by Kaldor (1939), Working (1949) and Brennan (1958)

argues, basis which is the difference between spot and futures prices of a



commodity, is dependent upon storage and financing costs and convenience Yyield,

SO,

Futures Price — Spot Price
= Interest Rate * Spot Price

+ Warehousing Costs - Convenience Yield

The first term in the right hand side of the equation is financing costs since trader
buys the physical commodity. Second term includes, insurance, transportation and
storage costs. Suppose that the basis is higher than costs, this leads to an arbitrage
opportunity, because shorting the futures contract and longing the actual commodity
makes profit. Therefore, the convenience yield achieves the equilibrium in the

market.

Since inventory level cannot be negative, consumers cannot borrow inventory from
the future, when the commodity is scarce (Cheng & Xiong, 2012). This drives
convenience Yield to be higher and hence yield is supposed to be a declining function
of the level of inventories (Rouwenhorst & Tang, 2012). Gorton Hayashi and
Rouwenhorst (2012) state a more modern approach of storage theory is presented by
Deaton and Laroque (1992, 1996). Even though, Deaton and Laroque (1992, 1996)
do not embed futures market into their study, they show that storage leads to
smoother and serially dependent commodity prices. Furthermore, they state that the
theory suggests futures prices are less volatile than spot prices if there is a supply
shortage. Following these empirical implications, Fama and French (1988) test the
negative relationship through spot and futures prices and their volatilities and find
supporting evidence for the theory. Geman and Ohana (2009) incorporate the dataset
from the 2000s and show that crude oil and natural gas futures volatilities are much
less when the inventory levels are low. On top of volatilities, Ng and Pirrong (1994)
indicate that correlations between future and spot prices decline under scarcity. They
state the link between futures and spot prices break with stock out, and when the
supply is scarce stock out is more probable. Hence authors expect correlation to

decrease with higher basis levels. Once again, the results support the theory. On the



other hand, please note that neither Fama and French (1988), nor Ng and Pirrong
(1994) directly tested the theory of storage.

Pindyck (1994) directly test the relationship between inventory levels and
convenience Yield for copper, heating oil and lumber, and finds it is negative and
convex. Similarly, Brennan (1991)’s findings also support implications of the theory.
Dincerler, Kohkher and Simin (2004) show that crude oil, copper and natural gas
display parallel findings for the period between 1995 and 2004. Gorton, Hayashi and
Rouwenhorst (2012) study for a broad set of 31 commodity futures and find basis,
future and spot returns all mirror the level of inventory. Moreover, they document
the negative relationship between convenience yield and inventories. Carbonez, Van
Nguyen and Sercu (2011) study agricultural commodities and compare early 20"
century with early 21% century datasets. Results show that the 20" century findings
support the theory more.

The theory of storage moves us to another strand of literature which argues that the

risk premium could be modeled through inventory levels.
1.1.1.3 Roll Forward Strategies

Even though commodity futures have been traded for over a century, they are
relatively an untouched area (Erb & Harvey, 2006) in finance literature. Both storage
and hedging pressure theories are used in finance literature, to find a passive
investment strategy of commodities. Theory of Storage states roll-yields and
inventory levels can reflect whether the commodity is in contango or backwardation
(Miffre, 2016) and Hedging Pressure shows that hedging positions are helpful in this

respect.

Bodie and Rosansky (1980) show equally weighted commodity portfolios depict
similar returns to stocks for the period between 1949 and 1976. Gorton and
Rouwenhorst (2006) compare commodity futures and spot commodity returns for
around 50 years. Results display that one who has invested USD 100 both in spot
and futures market in 1959 end up with around USD 1,500 for futures and USD 500
for spot market investment, based on buy and hold strategy. Next, Gorton and

Rouwenhorst (2006) compare risk premiums for commodities, stocks and bonds and
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depict commodity futures have a higher risk premium compared to other traditional
financial assets. Furthermore, Sharpe ratio for commodities is considerably higher
than stocks; implying that commodity investments offers less risk with almost the

same return as equities.

Erb and Harvey (2006), on the other hand, decompose commodity futures returns

into price return, roll return and collateral return.

Commodity Futures Returns

= Price return + Roll return + Collateral return

Price return is the return attained through the change in the spot price of the
commodity (Erb & Harvey, 2016). The second portion, roll return, on the other hand,
is critical to understand commodity futures returns. Every future contract has an
expiry date and therefore investors whom would like to preserve their commodity
futures position should sell near to expiry and buy the next available contract. As we
have mentioned in the section of Hedging Pressure Hypothesis, term structure of a
commodity future displays either an upward sloping (contango) or downward
sloping (backwardation) structure. If the term structure depicts a downward sloping
trend, investors would sell the more expensive contract and buy a cheaper one.
Hence investors would achieve roll return. Additionally, collateral return is the
return of 3 month T-bills where the exposure amount of the contract is invested in a
safe haven asset. The sum of collateral and roll return is the income return and Erb
and Harvey (2006) state that 91.6% of commodity futures returns between December
1982 and May 2004 are attributable to income return. Since income return is
dependent upon the term structure of futures prices, they state that investors, who are

chasing return from commodity prices, might be mistaken in some cases.

In a more recent study, Erb and Harvey (2016) state that historical returns are not a
good indicator for the future and they advise investors to maintain their “circle of

competence” and not to invest in other assets that they are not competent .

On the other hand, Bhardwaj et al (2015) replicated the study of Gorton and

Rouwenhorst (2006). They show that earlier findings of Gorton and Rouwenhorst



(2006) are still valid for the period between 2005 and 2014. Even though risk

premium has declined, the difference is not significantly different.

Therefore lower standard deviations of commodities’ along with similar returns to
stocks (Gorton & Rouwenhorst, 2006) appeal to investors. Though, this not the only
advantage of commodities; literature provides further reasons why to invest in

commodities

1.1.2 Why invest in commodities?

In the previous section, we present that commodities are a good source of return and
have a Sharpe ratio higher than stocks and bonds. But literature proposes that these
two are not the only reasons to invest in commodities. Commodities have crucial
advantages over traditional asset classes, and these are of utmost importance for

investment decisions. These advantages are elaborated below.

After the collapse of Bretton Woods system, the world economy experienced a
sudden increase in prices. Since then, inflation has been on the table and how to
hedge against inflation has been another strand of literature. Inflation attime t has

two portions; one is the expected inflation at t — 1 and the unexpected inflation at t.

Among others, Fama and Schwert (1977) find bonds are good hedges against
expected inflation, though not for unexpected inflation. Expected nominal rates for
bonds already incorporate expectations on inflation, but if unexpected inflation is
unforeseeably high, this could lead to critically lower bond returns. Since equities are
claims against real assets, they should have partial hedges against inflation (Gorton
& Rouwenhorst, 2006). On the other hand, Fama (1981) show higher unexpected
inflation generally occurs in contracting economies, which has a negative impact on
stock performances. Research also shows that equities are poor hedges against
inflation (Bodie, 1976; Jaffe & Mandelker, 1977; Gultekin, 1983; Attie & Roache,
2009). Moroever, Fama and Schwert (1977) find that stocks are not only poor hedges

against unexpected, but also expected inflation.

Furthermore, contrary to stocks and bonds, commodities are good hedges against

inflation. Gorton and Rouwenhorst (2006) indicate that commodity prices are

10



directly connected with inflation and furthermore, futures prices incorporate any
change in either expected or unexpected inflation through trades. Therefore,
commodities are found to be good hedges against inflation (Bodie & Rosansky,
1980; Erb & Harvey, 2006; Gorton & Rouwenhorst, 2006; Basu & Miffre, 2013).
Gorton and Rouwenhorst (2006) further document that stocks and bonds have
negative correlation with inflation, whereas commodities have a statistically
significant positive correlation. Bhardwaj et al (2015) also support previous findings

with a more recent study.

Another particular advantage of commodities is their business cycle behavior during
early recession and late expansion stages. In the long term, especially low correlation
with stocks and bonds provide a clear-cut advantage for commodity investment. On
the other hand, how commodities respond to changes in business cycle is another
major factor to consider. Bailey and Chan (1993) find that the common factors
affecting the spread between futures and spot prices of commodities are related to
the business cycle. Later, Gorton and Rouwenhorst (2006) study how NBER cycles
affect the performance of commodity futures versus stocks and bonds. They
basically divide cycles into late expansion, early recession, late recession and early
expansion periods. During early recession periods, stocks and bonds display negative
performance, whereas commodities have positive return. Furthermore, during late
expansion, when performance of stocks and bonds are below their average levels,
commodities again offer higher returns (Gorton & Rouwenhorst, 2006). Similarly,
Nguyen and Sercu (2010) propose that commodity investment should especially take

place in late booms and recessions.

Furthermore, research show precious metal commodities have particular benefits
during particular business cycle periods. One of the most popular commodities is
gold, which has arich literature on its safe haven or hedging role during contracting
economies (Baur & Lucey, 2010; Miyazaki et al., 2012; Reboredo, 2013; Creti et al.,
2013). Sari et al. (2010) show that other precious metals such as silver and platinum

could also play a safe haven role, though gold is still the leading one.

The third advantage of commodity investing is its low correlation with traditional

financial assets (Silvennoinen & Thorp, 2013) as well as across sub-commodity
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groups (Pirrong, 2014). Gorton and Rouwenhorst (2006) report consistently negative
correlations with stocks and bonds for the period between 1959 and 2004. Similar
findings have been reported by Chong and Miffre (2006) and Attie and Roache
(2009).

Bearing all these advantages in mind, institutional investors started to consider
commodities just like stocks and bonds (Cheng & Xiong, 2013), which is referred as

financialization of commodities.
1.2 Financialization

The term of financialization came into our lives with the major change in world
economy starting in the 1980s. We experienced a period where the role of markets
outmaneuvered governments, domestic and international financial transactions
substantially increased, and trading activity between economies elevated (Epstein,
2005). Even though the consensus on the definition has not yet been settled; Epstein
(2005) defines financialization as the increasing dominance of financial markets and
financial players -both institutions and individuals- on economic operations.
However, the term of financialization is a relatively new phenomenon for the

commodity markets.

As we have mentioned in section above, speculators generally enter into the
commodities market to benefit from backwardation. On the other hand, following the
increase in commodity prices by 2000s, new varieties of financial investors —not
only speculators- has entered the commodity markets (Domanski & Heath, 2007).
Commodity derivatives lured financial investors via diversification opportunities
along with lower risk aversion (Fattouh et al., 2013). Alquist and Kilian (2010),
Masters (2008), Buyuksahin et al (2008) and Tang and Xiong (2012) document that
especially index funds have grown rapidly after 2004. Domanski and Heath (2007)
are the first to define the increase in participation of financial investors in the
commodity market as financialization of commodity markets. Irwin and Sanders
(2009) attribute such increase to influential studies (Gorton & Rouwenhorst, 2006;
Erb & Harvey, 2006) arguing that commodity index funds offer equity-like returns

with lower risks. Though, what exactly are index funds?
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Index funds chase the performance of a predetermined index, such as S&P500, via
investing in particular index member assets. Their fund management aims to perform
at least as well as the index, and hence they carefully select their portfolio assets.
Index investment is a well-known passive investing strategy and has been found to
outperform active investing (Malkiel, 2003; Barber & Odean, 2000; French, 2008).
Even though index funds chasing Russell 2000, MSCI Emerging Markets or
S&P500 are well-known, commodity index funds had relatively been unpopular until
the 2000s. Two of the most popular commodity indices are S&P GSCI and DJ
UBSCI, and they have attracted financial investors with their high performance
between 2002 and 2008. Of course, the increase in index performances was
attributable to high commodity prices around same time. Onthe other hand, some
argue that commodity index funds are the culprits for the substantial increase in

commodity prices (Soros, 2008a; Masters, 2008).

Testimony of Masters (2008) before the Committee on Homeland Security and
Governmental Affairs at United States Senate hit the market strongly. Commodities
had been experiencing a super-cycle around that time and major argument to explain
the super-cycle was surging commodity demand from emerging markets (Krugman,
2008; Hamilton, 2009). However, Masters contend that traditional demand-supply
cannot explain the fivefold price increase in oil. Masters (2008) show there is an
humongous participation increase of institutional investors in futures market after
2003. Next he indicates index investors’ long position lead to higher commodity
prices, though the story does not end here. He states higher futures prices cause
consumers to accumulate inventory for that particular commodity. Since inventory
demand increase, the increase in spot prices is attributed to rising demand. This
argument is well-known in the literature with the name “Masters’ Hypothesis™.
Around the same time, George Soros, a well-known hedge fund owner, also gave a
testimony (Soros, 2008b). He particularly concentrates on oil and provides
explanations for the increase on the chief energy commodity price. He contends the
behavior of oil is peculiarly similar to market crash in 1987, both is driven by the

dominance of financial institutions on one side of the market (Soros, 2008a).
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Empirical studies questioning financialization is relatively larger in number but

theoretical background is very scarce. As of our knowledge, only Basak and Paviova
(2016) explain the impact of institution presence on commodity market fundamentals
theoretically. Therefore, let us first elaborate Basak and Pavlova’s (2016) model and

next provide selected empirical studies on financialization.

1.2.1 Basak and Pavlova’s (2016) theoretical model on financialization
of commodities

Basak and Pavlova’s model fundamentally shows how dominant presence of
financial institutions affects commodity futures prices, volatilities and correlations.
Even though some studies show financialization affect characteristics of futures; they
do not clarify how it affects. Therefore, Basak and Paviova fill this gap via

theoretically separating the impact of index investor flows from demand and supply

on commodity futures.

The model is a multi-period model (¢ € [0,T]) with multiple commodities.
Investors also have the option to invest in traditional financial assets; stocks and
bonds. There are K number of commodities and spot and futures prices at t of these
commodities are denoted by p,, and f;,, respectively. Authors define futures price

according to the stochastic discount factor (M) and spot prices.

fre = E¢ [Mt,Tka]

Also there is a generic good, which incorporate all goods in the economy except K
number of commodities. Model shows that higher the supply of the generic good
(D), higher the aggregate output of the economy. Hence, D is a crucial state variable

and represents aggregate wealth (output).

Futures contracts have shorter maturity than the end period of the model, but they are
rolled over until time T, where consumption occurs. Commodity index is constructed
between L commodities, of which is in smaller than K number of commodities.
Investors have two other options in the financial market to invest; first is the stock

and second is the bond market. Stock market, S, can be thought of as a right against
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aggregate economy, on the other hand bond market contains only one bond which

offers risk free rate of return.

There are two types of investors, normal (N) and institutional (I). Objective

functions of these investors are as follows:

uy(Wyr) = log(Wyr)
u,(Wyr) = (a +blp)log(Wy)

As one can note, institutional investors’ utility depends on the index level (/) and
their marginal utility increases with the rise in index level. Since performance of
institutional investors is generally compared relative to a benchmark, indices play the
role of an anchor. Please also note that, index futures also are crucial for hedging

purposes against increases in commodity price inflation.

Mo.r
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Figure 1.3 —Discount factor behavior of Basak and Pavlova’s model under presence

and absence of institutions

Notes. Basak and Pavlova refer an economy without institutions as benchmark economy and label
with dashed line. On the other hand, how discount factor changes under presence of institutional
presenceis labeled with solid line. As one can note the discount factor decreases slower under
presence of institutions, since commodities are now affected not only by aggregate output butalso
supply of any index commodity.

Discount factor channel is critical in understand financialization mechanism of
Basak and Pavlova’s model. Intuitively, stochastic discount factor, M, should
decrease with an increase in aggregate output. Through this way, assets offering

higher returns during contracting economies would be valued higher. As Figure 1.3a
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presents, under the presence of institutions still there is an inverse relationship but
discount factor decreases more slowly. Basak and Paviova explain this with the
decrease in sensitivity of M to aggregate output, which is attributable to M also being
dependent on the supply of any index commodity. As it is derived in the paper, index
level is positively proportionate with aggregate output (D) and negatively
proportionate with the supply of each commodity involved in the index (D;;). Since
these states are valued higher Dby institutional investors well-known inverse

relationship gets slower.

Basak and Pavlova indicate that institutions are endowed with 2 (4 € (0,1)) of stock

market, whereas normal investors hold the rest (1- A). Authors propose A to proxy for

the size of financial institutions in commodity futures markets.
1.2.1.1 Correlations of commodities within themselves and with stocks

Basak and Pavlova state complete market is not necessarily the reason for increasing
correlations, unlike Tang and Xiong (2012), who state entrance of index investors in
commodity markets benefited risk sharing and led to connectedness in seemingly
apart commodities. They argue risk sharing in commodity markets was inefficient
until financialization and under presence of financial institutions markets got
integrated. However, Basak and Paviova (2016) state there were speculators in
commodity market much earlier than 2004 and we did not observe high correlations.
Therefore Basak and Paviova do not support Tang and Xiong’s (2012) argument and
show, institutions aim to align their performance with index and hence index

becomes a common factor for all commodities, which is denoted by E. [I ].

This common factor increases correlations especially across index commodities,
since index futures are more attractive in terms of following the performance of the
index. Furthermore, authors depict correlations become dependent on all state-
variables including demand and supply shocks, as well as aggregate output volatility
in the economy. Basak and Pavilova state output volatility can be mapped through
VIX and they expect, higher the VIX higher the correlations. Although smaller, they

contend correlations also are susceptible to relative size of institutions (A).
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1.2.1.2 Volatility spillover

The discount factor mechanism is vital to understand the spillovers in commodity
markets. Basak and Pavilova incorporate storage theory by Deaton and Laroque
(1992) and show spot prices, as well as inventories go up with financialization. Since
the discount factor, M, is determined in financial markets through the size of
institutional investors in commodity market; spot and futures prices are closely

connected.

For instance if there is a negative supply shock to any of index commodities, this
means supply for that particular commodity decreases and hence one would expect
price to increase. Also producers would opt for storing not only that particular
commodity but all other index commodities, since all storable index commodities are
positively correlated with each other. Therefore, inventory level for all other
commodities will also rise and presence of institutional investors leads commodities
to be more susceptible to outside shocks originating from all other commodities.
Basak and Paviova (2016) indicate outside shocks do not solely stem from demand
or supply shocks but could be any shock which is transmitted through financial

markets.

Authors model the spillover from stock market to commodities to be concave up and
increasing; indicating higher volatilities in financial markets would have higher

impact on commodity fundamentals.

1.2.2 Selected empirical studies in financialization

After providing theoretical background on financialization, we move to empirical

studies.

Even though Soros and Masters argue the culprit for the commodity price increase is
commodity index traders, Singleton is one of the first academics to argue
financialization affect prices (Reuters, 2011). Singleton’s (2013) paper pulled great
attention from scholars (Fattouh et al., 2013). He examines particularly crude oil

prices and whether index funds and money managers have contributed to the boom
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and bust around Great Financial Crisis. Moreover, he also incorporates informational
frictions in the market through heterogeneous beliefs on crude oil forecasts.

Singleton follows Masters algorithm and shows the correlation of CIT imputed index
positions with oil prices is 0.85, which implies financialization could have boosted
prices. After controlling for US and emerging market stock returns, open interest and
basis, Singleton (2013) concludes index investors and money managers led crude oil
prices to deviate from fundamental value. Gilbert (2010), study 2006-2008 period
and shows around 15% of increases in crude oil and metals prices are attributable to
index investors. On the other hand, he does not find a support for the impact of index
investors on grains market. Though, later Gilbert and Pfuderer (2014) extend the
sample to 2012 and show index investor positions are helpful in predicting upcoming

futures prices of grains and oilseeds.

Mou (2011) approaches financialization phenomenon from a different perspective
and shows rolling strategies by index investors create a pressure on futures prices,
since the size of these funds are very large. Henderson et al (2015) do not rely on
CFTC data but study commodity linked notes (CLNSs). Return of these notes is tied
to performance of a specific commodity or a basket of commodities on top of the
principal amount invested in the note. Authors depict investor flows into CLNSs feed
into commodity prices positively. Brunetti and Reiffen (2014) find risk premia
declines when CITs hold more long positions. Cheng etal. (2014) show financial
institutions have lower risk absorption capacity and thus, they decrease their long
position in commodity futures when VIX increases. Authors state equilibrium
futures prices would decrease following the decrease in long positions of index

investors.

However, there are also a number of studies which argue that financialization is not
the culprit for the increasing prices for commodities. Among others, Stoll and
Whaley (2010), Irwin and Sanders (2010, 2012), Aulerich etal. (2010), Brunetti,
Buyuksahin and Harris (2011), Janzen et al. (2013), Janzen et al (2014) and
Hamilton and Wu (2015) all find statistically insignificant linkage between index
fund positions and futures prices. They basically argue there is no recent evidence on

increasing inventory levels (Krugman, 2008).
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So, there is a severe discrepancy in findings which is partially attributable to data
constraints. Most of studies mentioned above use publicly available CFTC datasets,
some of which do not present actual index investors positions and are available in
weekly frequency. On the other hand, studies co-authored by CFTC have access to
proprietary dataset which are in daily frequency. Given the pace of the financial

market, these differences could create a big disparity in results.

1.3 Connectedness of stock and commodity markets

Another critical aspect of financialization is interconnectedness of commodities with
stock markets, since several investors took diversification benefits of commodities
against traditional financial assets granted after Gorton and Rouwenhorst’s (2006)
findings. However, as Barberis and Shleifer (2003) and Tang and Xiong (2012) note,

such advantage might disappear with the presence of institutional investors.

Interconnectedness can be in the form of co-movement or spillovers and each have
separate implications. The increase in correlations between stocks and commodities
around 2008 is a fact, though the agreement upon the reason is not reached yet. One
group contends the increase is due to financialization and index investors integrating
equity and commodity markets. (e.g. Silvennoinen & Thorp, 2013; Chong & Miffre,
2010). For instance, Buyuksahin and Robe (2014) finds that the speculators’
positions predict co-movement between equity and commodity indices. Another
group, though, states the correlations have returned back to pre-crisis levels after
2010; and hence is due to business cycle effect (e.g. Bhardwaj et al., 2015). Their
major argument lies underneath the Global Financial Crisis effect, since business

cycle impact is shared by several asset-classes.

The second form of connectedness is in spillover, which shows the transmission
mechanism of returns/ volatilities between asset classes. The major advantage of
spillover is showing the direction, so one can comment on which asset affects the
other. Previous studies on commodities majorly focus on spillovers within
commodity groups such as energy and agricultural (e.g. Nazlioglu et al., 2013). On
the other hand, studies focusing on transmission between financial and commodity

markets is very few in number. Moreover, from the ones examining almost all
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employ similar methods and particularly concentrate on the changing statistical
significance after Global Financial Crisis (Nazlioglu et al., 2015). However, spillover
amount between markets might provide further information on transmission

dynamics.

As aresult, there is still abig gap in the literature on financialization of commodities
and academia has not still concluded source of increasing connectedness between
financial and stocks markets. Is it attributable to financialization and is permanent or
is it due to business cycle effect and is transitory? Hence, in the forthcoming
chapters, we will particularly focus on connectedness and test co-movements in our
first essay and volatility spillovers in the second. Related literature will be discussed

in more detail in each chapter.
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CHAPTER 2

COMMODITIES DO NOT SHIELD FROM RISK IN FINANCIAL
MARKETS, ANYMORE

2.1 Introduction

In the last two decades, commodity derivatives market experienced an exceptional
episode, with significant changes in market volatility. During similar times, world
economy also underwent through a critical period of globalization, where
international barriers demolished and investors sought for additional investment
tools. Commodities enter into the radar of institutional investors because of their
significant advantages, such as being good hedges against inflation and having low
correlation with traditional financial assets (Gorton & Rouwenhorst, 2006). Hence,
institutional investors started to heavily invest in commodities, of which is a process

referred as the financialization of commodities (Cheng & Xiong, 2013).

Financialization hypothesis argues that the connectedness of financial and
commodity markets have significantly increased following the influx of institutional
investment in commodity futures. Traditionally commodity markets were viewed as
widely different from financial asset markets. However, as investors started entering
these markets for diversification and hedging purposes, the benefits provided by
commodity markets are believed to erode over time. In fact, there are increased
concerns regarding the transmission of any financial instability over to the

commodity markets or vice versa.

Assets providing hedging potential during crisis episodes are of critical importance
since they enhance the stability and resiliency of the system (Baur & Lucey, 2009).
Financial regulation is mainly shaped around diversification phenomenon since it
reduces the probability of failures of institutions. As Gorton and Rouwenhorst (2006)

show, commodities offer higher returns than stocks and bonds in late expansion and

21



early recession periods, and hence these assets shield investors from downside risk
and might decrease the probability of failure. However, if institutional investors
consistently trade in and out of selected commodities as well as other financial
assets, they make these markets susceptible to shocks of each other (Tang & Xiong,
2012). Therefore, in this essay, we aim to examine whether transmission of financial
shocks to commodity markets significantly increase after the financialization of

commodities.

Commodity markets are critically important for economies and for their economic
growth (Deaton & Miller, 1996) and hence the stability of commodity market has
key implications. First of all instability in commodity market would bolster
uncertainty in financial markets through investors trading in both markets (Gozgor ,
Lau & Bilgin, 2016). Secondly, a significant decline/ incline in commodity prices
could lead international trading balance of commodity exporter/ importer countries
to hurt severely. Thus debt repayment ratio decreases and negatively affects liquidity
of banks and even triggering financial crisis for exporter countries (Kinda et al.,
2016). Thirdly, volatile commodity prices would have direct impact on households’

real income (Baumeister & Kilian, 2009).

Even though there is a recently growing literature on spillover studies within sub-
groups of commodities (e.g. Nazlioglu, Erdem & Soytas, 2013; Mensi, Beljid,
Boubaker & Managi, 2013), studies investigating the linkage of financial markets
with commodity markets is scarce (Gozgor , Lau & Bilgin, 2016) and even scarcer in
individual commodity basis. Different commodities may have a different relationship
with asset markets. Therefore studying this linkage at the individual commodity level
may provide additional insights. We aim to fill this gap and comment on the impact
of financial shocks on individual commodity markets after the financialization

episode.

Furthermore, majority of previous studies checking spillover between markets look
for the change in statistical significance before and after crisis (e.g., Nazlioglu,
Soytas & Gupta, 2015). However, having statistical (in) significance during both
episodes might mislead researchers on concluding there is no financialization.

However, via utilizing Diebold and Yilmaz (2012) methodology we show not only a
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change in the direction of volatility spillover but also a noteworthy increase in

spillover amount after the financialization.

Connectedness can happen in either form of co-movements or spillovers (Adams &
Gluck, 2015); though we firstly focus on the latter form since it has severe
advantages over the former. First and foremost, spillover gives information on
direction of transmission channel, whereas correlations only provide the common
movement portion of two series. Furthermore, co-movements simultaneously
respond to changes in market, while spillovers happen consecutively and hence are

relatively a longer term measure.

We especially focus on stock markets since institutional investors heavily invest in
such markets and if a financialization phenomenon is valid; we should definitely see
a pronounced spillover from stock markets to commodities. The reason why we
focus majorly on volatility spillover is two-folds. First of all, volatility is a crucial
measure of risk and its spillover shows us if there is any transmission of risk across
asset classes. The importance of risk lies in its superiority over return measures.
Adams and Gluck (2015) indicate under uncertainty as investors try to process
information and adjust their positions large positive or negative returns can be
observed in the market. However, risk measures such as volatility exhibit
consistently high levels during uncertainty implying the stress level in the market.
Secondly, Yang and Zhou (2016) indicate volatility spillover is linked to systemic
risk, since systemic risk can arise with linkages across modules of financial systems.
Therefore, volatility gives vital information on the fragility of the economy and how

likely the economy is prone to a systemic risk.

Yet, another argument on increasing interconnectedness between commodities and
financial assets argue Global Financial Crisis in 2008 bolstered correlations
(Bhardwaj etal., 2015). They contend that during downturns of economies,
uncertainty would affect all assets in similar ways and hence commodity and stock
markets would be more dependent on each other. We support the argument that
business cycle is a key factor on asset pricing (e.g. Fama & French, 1989) and is a

critical aspect of systematic risk. However, Diebold and Yilmaz (2015) state
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assessment of business cycle risk requires connectedness at the first place, since

systematic risk cannot be diversified.

In this paper, we test connectedness of individual commodity derivative and stock
markets and thus we employ daily prices of nearest future contracts of 25
commodities from energy, precious and industrial metals and agriculture sub-groups
as well as for the S&P500. Since US stock market is found to be leading other stock
markets (Nazlioglu, Soytas & Gupta, 2015) and S&P500 constitute around 80% of
US market cap, we proxy stock markets with S&P500 index. Via utilizing GARCH
(1,1) model, we calculate daily volatilities of each series and next run Diebold and
Yilmaz (2012) methodology for each pair of commodity with S&P500. Diebold and
Yimaz’s (2012) method is a simple yet efficient way to understand spillover
mechanism through forecast error decompositions of VAR models. We locate the
financialization through arbitrary selection based on previous findings (e.g. Tang &

Xiong, 2012) and also via statistical selection methods.

Our results suggest three major findings. First, we find that spillover indexes for all
commodities except natural gas and orange juice significantly increase during post-
financialization episode compared to the pre-financialization episode. The spillover
amount from stock market to commodities and from commodities to stock market,
both increase significantly. However, the increase in magnitude that spills over from
financial market to commodities is much more pronounced supporting theoretical
propositions of Basak and Pavlova (2016). Authors indicate institutional investors
benchmark their performances against well-known commodity indices, but this also
makes all index commodities prone to demand and supply shocks of all other index
commodities. Last but not least, we find that the sign of net connectedness change
from negative to positive after the financialization. Hence, before financialization
commodities were the net shock transmitters, however they turn out to be the

receivers after the financialization.

Some researchers argue the interconnectedness between stocks and commodities is
due to business-cycle effect and decreases after the Global Financial Crisis. In order
to accommodate the global crisis and to have comparable results with the literature

we divide the post-financialization period into two as January 2004 — June 2009 and
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July 2009 — June 2016. Basically we divide as pre and post-crisis based on NBER
business cycle episodes. If increasing connection between these markets are

attributable to business cycle, we should see less spillover in the second sub-episode.

All these findings suggest that commodities have become another asset-class just
like stocks for financial institutions. Moreover, Barberis and Shleifer (2003) argue
that consistently investing and disinvesting in selected assets generates a common
factor, between seemingly unrelated asset classes. Therefore, investors regarding
commodities as financial assets create an information transmission channel between
other financial assets and commodities. Barberis and Shleifer (2003) refer to this
phenomenon as investment style, and our findings confirm that commodities are an

investment style.

Furthermore, during pre-financialization commodities were good hedging tools for
business cycle episodes (Gorton & Rouwenhorst, 2006), whereas after the influx of
institutional investors in commodity futures market this advantage has vanished.
This leads to a significant damage in role of commodities as caterers of stability and
resilience of financial system. Recently, commodities share same business cycle
episodes and same systematic risk with financial assets and hence they fail to protect
investors from shocks in stock markets.

In the next section we discuss the literature review, Section 2.3 and 2.4 elaborate the
methodology and describe the data, respectively. Lastly, Section 2.5 presents our

results and Section 2.6 concludes the research.

2.2 Literature Review:

Globalization starting around 1980’s reshaped the world economy through
increasing trade activity across borders. Increased global trade in turn pushed the
international financial transaction size up globally and led to increased prominence
of financial markets, which is defined as financialization in a more global way
(Epstein, 2005). The new financial architecture driven by globalization also linked
geographically distant markets as well as seemingly unrelated asset classes such as

commodities and equities. This paved the way for a new strand of literature in
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finance, which examines price/ volatility spillovers dynamics across geographically

and characteristically diverse markets.

Spillover literature is basically composed of two branches. The first one investigates
the contagion across geographical markets during crises and the second one
examines particular asset classes which compensate for losses at those crisis
episodes (Baur & Lucey, 2009).

2.2.1. Contagion across geographical markets

Contagion literature mainly starts with searching international stock market
interdependence and how this impacts international investors (e.g. Hamao, Masulis
& Ng, 1990; Bekaert & Harvey 1995; Karolyi & Stulz, 1996; Hartmann, Straetmans
& de Vries, 2001). Dependence of financial markets also would mean those markets
are integrated and pairwise correlation of asset prices are higher (e.g. Hilliard, 1979;
Eun & Shim, 1989). Other than integration, contagion also suggests information in
one market to spill over to the others. Hamao et al. (1990) study daily and intraday
data for the period between 1985 and 1988 for developed markets and show
volatility spillover between Tokyo, London and New York stock markets is observed
only after October 1987. This time frame is no surprise since Black Monday was the
biggest crash in history after Great Depression, up until that time. Subsequent to
Hamao et al.’s (1990) study several examine whether one source of risk in one

market is carried to other markets, just because they are integrated.

Longin and Solnik (1995) indicate correlations between international markets rises
during stress periods and similarly Calvo and Reinhart (1996) state if cross-market
correlation coefficients display one-off increase; the increase should be attributed to
the contagion. On the other hand, Forbes and Rigobon (2002) argue Calvo and
Remhart’s (1996) approach is not correct since high volatility artificially leads to
upward-biased correlation coefficients. Later, Bekaert et al. (2005) take time-varying
characteristics into account and indicate if two economies are economically
integrated, they would also show contagion characteristics in financial crisis
episodes. Though, if they are segmented, probably they would not display contagious

characteristics, either. Contagion literature up until 2008 had focused only on Asian
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and Mexican crises since they have specific characteristics such as affecting multiple
geographical markets. Later, the biggest crash of our near history, Global Financial
Crisis (GFC) opened a new study line within contagion studies, since it is the first
true global financial crisis after Great Depression (Bekaert, Ehrmann, Fratzcher &
Mehl, 2014).

Scholars sought for contagion characteristics during 2008 turmoil, between emerging
markets (e.g. Dimitriou, Kenourgios & Simos, 2013), G-8 economies (e.g. Dungey
& Gajurel, 2014), EU countries (Phillippas & Siriopoulos, 2013) and a wide array of
other developed and emerging countries (e.g. Bekaert, Ehrmann, Fratzscher & Mehl,
2014). Some find GFC to carry significant contagion traits (e.g. Dimitriou et al.;
2013, Dungey & Gajurel, 2014), whereas rest argues it does not (e.g. Phillippas &
Siriopoulos, 2013). Furthermore right after the collapse of US economy, this time
European sovereign debt crisis erupted around 2012. Beirne and Fratzscher (2013)
study 31 developed and emerging countries and find financial sector has been more
sensitive to economic fundamentals following the Global Financial Crisis. They
argue sovereign debt yield of GIPSI (Greece, Ireland, Portugal, Spain and Italy)
countries experienced significant spillover within themselves and financial markets

started to react based on country characteristics.

2.2.2 Flight-to-safety within asset classes

The second strand of spillover literature examines the transmission within asset
classes, which examines how the performance of selected asset classes responds to
crisis. Since pandemic characteristics might be present not only in different markets
but also within different asset classes, this part of the literature is quite voluminous
too. However, by pandemic we do not mean to say only bad news transmits into
other markets, good news in one asset class might also have positive impact on
another asset class, as well. Such informational dependency between asset classes
has two major implications (Ciner, Gurdgiev & Lucey, 2013). First of all portfolio
construction decisions are highly dependent on correlations and therefore market
participants decide on their holdings based on correlation characteristics within asset
classes. Secondly if spillover is extant within asset classes, this would imply that

financial-economic or monetary decisions impact other asset classes, which
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otherwise seem to be unrelated. Especially, linkage between asset classes would
provide us the resistance of an asset class to shocks in other markets and also provide

information on the flight-to-quality phenomenon.

The interdependence between asset classes can either be in the form of co-movement
and/ or spillovers (Adams & Gluck, 2015). We first provide a brief review of co-

movement and later mention volatility spillover studies.
2.2.2.1 Co-movements

Studies investigating co-movements across asset classes are vastly examined within
flight-to-quality literature (Baur & Lucey, 2009) and earlier studies on this literature
mostly focus on correlations (Ehrmann, Fratzsher & Rigobon, 2011) between
equities and bonds. Given that these two asset classes are two major traditional
financial assets, inaugural studies focusing on them are of no surprise. Most studies
imply that the co-movement between stocks and bonds are negative (e.g. Shiller &
Beltratti, 1992; Yang, Zhou & Wang, 2009). Negative correlation is intuitional and
straightforward; as an increase in long-term bond yields would result in decreasing
stock prices since investors are more tended to hold bonds (Shiller & Beltratti,
1992). However, several recent studies indicate negative correlations are highly
dependent upon the business cycle (e.g. llimanen, 2003, Baele, Bekaert &
Ingelbrecht, 2010) and are mostly valid during economic contractions (Baele,
Bekaert & Ingelbrecht, 2010).

Even though earlier studies have mainly focused on stocks and bonds, lately scholars
and market participants sought for additional asset classes which have consistently
negative correlation or have no spillover with traditional financial assets. Currency
market (Ehrmann, Fratzsher & Rigobon, 2011), real estate market (Yang, Zhou &
Leung, 2010) and selective commodities such as gold (Baur & Lucey, 2010) have
been studied.

Commodity group has attracted attention of flight-to-quality literature firstly through
the well-known precious metal; gold. Given that gold is the historically used
monetary tool, it makes sense that the interaction between gold and currency market

has pulled attention of scholars. This precious metal is found to have diversification
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advantage across major currency markets such as US Dollar (Reboredo, 2013), UK
Pound, Euro and Japanese Yen (Pukthuanthong & Roll, 2011). Also Jaffe (1989)
finds that gold plays diversification role quite well, when included in a portfolio
including stocks and bonds. Other studies also mention the safe haven role of gold
against equity market (Baur & McDermott, 2010); though up until Baur and Lucey
(2010) the distinction between hedging or safe haven hypotheses had not been
explicitly studied. Baur and Lucey (2010) indicate hedge tools are consistently
negatively correlated with selected asset classes whereas safe havens display
negative co-movement only during financial stress episodes. Some studies argue
gold has only safe haven role against major developed (Coudert & Raymond, 2011;
Chen & Lin, 2014) and emerging stock markets (Baur & McDermott, 2010). On the
other hand, some other studies contend it serves as a hedge against US (Hood &
Malik, 2013), UK and Japanese stock markets (Choudhry, Hassan & Sahabi, 2015).
On the other hand, recent research argues that during financial turmoil the linkage
between asset classes could transform and have mutual dependence (Choudhry et al.,
2015). Therefore, static studies could produce biased results and thus financial

turmoil periods should be approached carefully and separately.

The other major commodity included in the finance literature is oil, which is the
lifeblood of economies (Ordu & Soytas, 2016) and thus oil builds a transmission
mechanism between financial and commodity markets. There is a voluminous
literature on the impact of oil prices on macro economy (e.g. Bruno & Sachs, 1982;
Hamilton, 1983; Gisser & Goodwin, 1986) and equity valuations (e.g. Huang,
Masulis & Stoll, 1996; Sadorsky, 1999). Geman and Kharoubi (2008) find that oil
futures provide an excellent diversification against US equity market. Ciner et al
(2013) find that oil plays a safe haven role for bond market but not for the equity
market in the long term. Though, during specific crisis periods like Gulf War and
Global Financial Crisis, it is advantageous for equity investors to hold oil as a
financial asset. On the other hand, Lombardi and Ravazzolo (2013) state that
including commodities in a portfolio increases the volatility of the portfolio and

hence oil is not a perfect diversification opportunity.
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Later, scholars seek whether other individual commodities other than gold and oil
provide any additional diversification benefit. Even though Tang and Xiong (2012)
indicate there is an observed increase in correlations between cross-markets and also
within commodities after 2004, some studies show selected commodities behave
differently (Adams & Gluck, 2015). Silvennoinen and Thorp (2013) indicate natural
gas and platinum have low and constant correlation with US stocks. Adams and
Gluck (2015) state aluminum and wheat have very low spillover with stock market,
whereas Bruno et al. (2016) indicate livestock commodities do not show

significantly higher co-movement with equities.

However, one should bear in mind that co-movement does not provide the direction
and has relatively a more ambiguous interpretation compared to spillover studies
(Adams & Gluck, 2015). Co-movement, could display instantaneous and sharp
moves; though spillover has a more long-term impact and generally we do not
observe one-off extreme changes. Furthermore, co-movements have no-direction,
though spillover studies directly show the route of transmission either uni- or bi-
directional. Direction is of utmost importance especially during turmoil periods,
since it would allow the investor to understand which shocks have an impact on its
portfolio. Volatility spillovers to/ from/ within commodity market is also vital, since
economies are highly reliant on commodities. Hence, a severe uncertainty in
commodity market could have drastic changes in the prosperity of countries.

2.2.2.2 Volatility spillover

Literature on volatility spillover is relatively less in volume compared to co-
movement studies and transmission of volatility within commodities start with
energy market, unsurprisingly. Lin and Tamvakis (2001) show non-synchronous
trading leads to closing NYMEX prices to spill over to International Petroleum
Exchange prices other morning. Ewing, Malik and Ozfidan (2002) show oil volatility
spills over to natural gas markets and latter market has more volatility persistence.
Chang et al. (2010) study four major benchmarks in oil market and find that Brent

and WTI are world reference prices.
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Following the biofuel policy change to reduce oil usage in energy production,
agricultural commodities happen to be a substitute for oil, since they are used for
biofuel production. Hence another strand of literature analyzes the interdependence
between agricultural commodities and energy market. Given that food constitutes
around 55% of household consumption, the interrelationship between these two sub-
groups is highly important. Baffes (2007) study 35 major commodities in their
analysis and show that crude oil spills over to other commodities and especially
fertilizers and food sub-group. Chang and Su (2010) also show that there is a
significant spillover between agricultural and crude oil markets. On the other hand,
some studies argue that these two commodity sub-groups are actually segmented
(e.g. Gilbert, 2010). Due to inconsistency within findings, Nazlioglu et al (2013)
investigate whether spillover dynamics change after the crisis. Their findings imply
that the spillover from oil market to agricultural commodities is statistically
significant only during post-crisis period, but not before. Similarly Du, Lu and Hayes
(2011) indicate the linkage between such markets strengthen by 2004.

Sari, Hammoudeh and Soytas (2010) include precious metals aside energy
commodities and find there is a bi-directional transmission mechanism between gold
and oil. Ji and Fan (2012) include all other non-energy commodity markets into their
analysis and results imply that there has been a significant volatility spillover of
crude oil market on non-energy commodity markets before the crisis but not after.
They argue the major reason for higher volatility is higher commodity prices, but not

vice versa.

Even though studies checking volatility spillovers within commodity markets have
been recently building, studies examining the impact of financial market on
commodity market stability are scarce (Gozgor, Lau & Bilgin, 2016). Since for a
long time investors and scholars consider commodities to be segmented from
financial markets (Bessembinder, 1992), many scholars overlook the fact that
financial market instability could induce commodity volatility. On the other hand,
following the intense financialization arguments, researchers start to seek whether
commodities are still isolated or have become wvulnerable to shocks in financial

market.

31



Starting with Gorton and Rouwenhorst’s (2006) study, interest of institutional
investors on commodity investments rose significantly. Gorton and Rouwenhorst
(2006) show commodities are good hedges against inflation and are negatively
correlated with traditional financial assets, such as stocks and bonds. Hence,
financial investors started to perceive commodities as an additional investable class
especially for hedging and diversification purposes (Baffes & Haniotis, 2010;
Buyuksahin & Robe, 2014). Since these investors invest both in traditional financial
asset markets, which are equities and bonds, there might be a linkage between
commodity fundamentals and these financial markets. If commodities are considered
as an additional style along with stocks and bonds, this would lead investors not to
allocate their funds into individual assets but to styles (Barberis & Shleifer, 2003).
For instance, investors considering commodities as a style would result in an

increasing interdependence between asset-classes they consider as styles.

Around similar times with the quintuple increase of commodity index traders in
commodity market (Adams & Gluck, 2015); commodity prices also experienced
historically high volatility. This parallel move pushed researchers to understand

whether financial institutions distort prices and volatilities of commodities.

Relatively larger chunk of studies investigate interdependence of oil prices and
equity markets. Arouri, Jouini and Nguyen (2012) show there is a significant
volatility spillover from oil to European developed stock markets, but not vice versa.
Malik and Hammoudeh (2007) document the same direction for Gulf equity markets.
However, Arouri, Jouini and Nguyen (2011) show the spillover is bidirectional for
US market and oil, implying both variables affect each other. Bhar and Nikolova
(2009) study equity markets of BRIC countries and show the direction and
significance of spillover between oil and stock markets are highly dependent upon
country being a net importer/ exporter. Li, Yin and Zhou (2016) employ an equity
uncertainty index developed by Baker et al. (2015) and show especially during crisis
periods fluctuations in oil spill over to the equity market. Onthe other hand, Chang,
McAleer and Tansuchat (2013) analyze the linkage between crude oil and UK and
US stock markets and show there is little spillover for the period between 1998 and
2009. Nazlioglu et al. (2015) approach the question in a different way and employ a
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financial stress index (FSI) to proxy for the state of US financial market and examine
the spillover of FSI with oil. Their results imply that before the crisis oil spills over

to FSI but after the crisis the direction gets reversed.

Mensi, Beljid, Boubaker and Managi (2013) extend previous literature via including
beverage, wheat and gold and investigate how they interact with stocks. Results
imply that there is a significant spillover from US equity market to oil, beverage and
gold volatilities; but not wheat. On the other hand, Sadorsky (2014) show the
spillover is bidirectional between MSCI Emerging markets index - oil and MSCI

Emerging markets index — wheat.

Another group of studies check the interdependence of other asset classes with
commodities, but number of such studies is few (Kang et al, 2014). Researchers
generally seek the linkage between oil and monetary policy (Bernanke, 1997,
Frankel, 2006; Amatov & Dorfinan, 2015) but not explicitly bonds. Kang et al.’s
(2015) study show there is a significant unidirectional volatility spillover from bond
returns to oil for the period between 1982 and 2011. Antonakakis and Kizys (2015)
state investigates the interdependence between commodity and foreign exchange
markets and show static analysis defines net transmitters of return and volatility to be
gold, though dynamic analysis implies net transmission role significantly changes
during different financial episodes. Therefore, employing a dynamic study is of
utmost importance, since connections between asset classes are highly dependent

upon events and time frames.

Even though results are not in concordance with each other, there is an apparent fact
showing that results are dependent upon time frame, market environment and

financial situation of the economy.

Therefore, previous studies pave the way for our study which examines how the
interaction between commodity and stock markets changed following the
financialization. However, the theoretical background investigating the relationship
between institution presence in commodity markets and commodity market

fundamentals is very scarce. As of our knowledge, the only theoretical explanation
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on the impact of financialization on commodity volatility is by Basak and Paviova
(2016).

Basak and Pavilova (2016) develop a multiple-commodity dynamic model whilst
incorporating institutional and individual investors. In this model, there are K
number of commodities and some of these commodities constitute an index.
Performance of institutional investors is benchmarked against this index and hence
institutions closely follow the index. Authors show that the major mechanism of
spillover is through discount factor channel, where futures prices are determined via
stochastic discount factor (M) and spot prices. M does not only depend upon the state
of economy but also supply and demand of all index-member commodities and
presence of institutions in the market. If institutions are highly dominant in a market,
their impact on M would also be higher. Therefore a shock not only in commodity
market but any shock which has an impact on commodity market changes the
discount factor. However, this phenomenon is not valid for non-index commodities;
since institutional investors strive not to fall behind the index, they value
commodities which are a member of major indexes. Therefore, we hypothesize the
financialization to be applicable for index member commodities and to observe

higher spillovers for such commodities after financialization.

Basak and Paviova (2016) especially note that outside shocks could come from
financial market, since institutional investors invest both in financial markets and
commodity markets. Therefore, the critical point in this model is the presence of
institutional investors. Their impact on discount factor changes the dynamics in
commodity market and makes commodity market highly susceptible to financial
market shocks. Therefore, we will test whether the quantity of volatility transmission
between commodity and stock markets has significantly increased following the
financialization. For further information on Basak and Paviova (2016), you can refer
to Section 1.2.1.

One crucial point to mention; majority of all above-mentioned empirical spillover
studies use similar methods based on GARCH-based models. Some of those studies
employ univariate GARCH for each time series and obtain cross-correlation

coefficients of standardized residuals (Nazlioglu et al., 2015) and employ causality-
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in-variance tests by Cheung and Ng (1996) and Hong (2001). However, Hafner and
Herwartz (2006) state in leptokurtic volatility series these portmanteau tests do not
provide reliable results. Hence, Hafner and Herwartz (2006) provide a new test based
on Lagrange multiplier and thus another group of scholars employ Hafner and
Herwartz’s (2006) methodology (e.g. Nazlioglu et al, 2015). Some other scholars
utilize multivariate GARCH models such as CCC, DCC and BEKK and find
multivariate setting models to be superior in volatility transmission analyses (e.g.
Hassan & Malik, 2007; Kang, Kang & Yoon, 2009). However, Arouri et al. (2011)
indicate MGARCH models have a large number of parameters to be estimated and
have a severe convergence problem if one adds exogenous variables in mean and
variance equations. Hence, some researchers such as Arouri etal. (2011) and Mensi
et al. (2013) use VAR-GARCH models.

Although all these models have some advantages and disadvantages over each other;
they all share one major shortcoming. They do not quantify the spillover, but only
provide whether the spillover between selected variables is statistically significant or
not. However, even if the spillover is significant, the amount of spillover might
significantly rise or decline between two periods. As of our knowledge, our paper is
the first to quantify the amount of spillover between stock and individual commodity

markets during pre and post financialization episodes.

So0 let us elucidate our methodology in the next section.

2.3 Methodology:

This section provides the methodology we use to quantify whether financialization
has any impact on the interrelationship between commodities and equities. Our
analysis is a two stage analysis — in the first stage we determine when the
financialization started, precisely. There are mainly two views on the time-point of a
structural change: first one argues commodity index investment significantly
increased somewhere around 2004 and thus the threshold for the financialization
period is the year 2004 (Tang & Xiong, 2012). Second one, on the other hand,

contends the impact of vast inflows from financial institutions on the behavior of
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commodity did not materialize until the GFC and thus financialization started by
2008 (Adams & Gluck, 2015).

We rely on both on arbitrary selections and statistical methods to locate structural
change points in commodity market fundamentals. Since some researchers use the
former (e.g. Aulerich, Irwin & Garcia, 2013) and some use the latter (e.g. Adams &
Gluck, 2015), we employ both and show whether findings are robust to period

selections or methods.

In the second stage of our analysis, we compare how the spillover characteristics
between commodities and stocks change before and after financialization. If
financialization is a valid phenomenon, we should see more pronounced spillovers
between stocks and commodities during post-financialization compared to pre-
financialization period. The major advantage of this method is, of course quantifying
the amount of spillover and comparing periods, separately. Since earlier studies
generally employ GARCH based models, they only comment on the significance of
volatility. Hence if they find statistically significance/ insignificance both in pre and
post financialization episodes, they could mistakenly conclude that there is “no
financialization”. However, the change in the amount and direction of spillover

would give us the required information of financialization.

2.3.1 Determining when the behavior of commodities changed —
Structural breakpoint tests vs. arbitrary selections

As we have mentioned above, previous studies argue financialization of
commodities started somewhere between the years 2004 and 2008 (Adams & Gluck,
2015). Mainly there are two approaches to determine these thresholds; either through
arbitrary choices or via employing statistical methods. We would report both
approaches and show whether our results are robust to selections of specific

episodes.

Previous researches report that flow of index investment to commodity market
significantly increased in 2004 (e.g. Irwin & Sanders, 2011; Tang & Xiong, 2012;
Hamilton & Wu, 2015; Brunetti & Reiffen, 2014; Tang & Xiong, 2012). Moreover,

Tang and Xiong (2012) show the correlation and spillover between non-energy

36



commodities and oil display a substantial increase by the same year. Several follow
Tang and Xiong’s (2012) seminal paper and arbitrarily select the year 2004 as the
threshold or financialization of commodities (e.g. Aulerich, Irwin & Garcia, 2013).
Thus, we also run our spillover analysis for two periods before and after the year
2004.

We also rely on statistical methods and employ time-varying correlations to locate
the point where commodity behavior altered. Adams and Gluck (2015) state co-
movement is the major indicator to analyze how the interdependence between
commodities and stocks has changed over time and hence we first compute
asymmetric dynamic conditional correlations (ADCC) between each commodity and
US stocks. We utilize ADCC method from GARCH family to proxy for time-
varying correlations between each commodity and US stocks. ADCC method
(Cappiello etal, 2006) extends dynamic conditional correlation method introduced
by Engle (2002) and allows an asymmetric component to be present in correlation
structure. If such asymmetric component is significant, this would suggest the
correlations respond disproportionately more to negative shocks either in stocks or

commodities, compared to positive shocks.

Furthermore, GARCH family method is superior over unconditional correlation
methods such as rolling windows since such models are not robust to changes in
volatility (Forbes & Rigobon, 2002). Fuss, Adams and Gluck (2012) argue results
from multitude of MGARCH models could be misleading since each propose
different correlation structures. Thus, in a similar study, Adams and Gluck (2015)
employ Galeano and Wied’s (2014) breakpomt detection method for correlation
series. However, breakpoint dates of selected commodities reported in Adams and
Gluck (2015) via Galeano and Wied (2014) method is quite similar to our results on
ADCC methodology. Hence, we propose to follow ADCC method in our analysis.

Since EGARCH models are found to be more suitable for financial analysis due to
the leverage effect (Soytas & Oran, 2011), we run EGARCH (1,1) models. Please

note that we apply the Ljung—Box and ARCH tests to examine whether there is any
remaining autocorrelation or conditional heteroscedasticity. For further information

on this methodology one can refer to Section 3.3.1.
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After deriving time-varying correlations for each pair of commodity with stocks, we
utilize the Bai and Perron (2003) multiple breakpoint tests and decide the threshold
year for the financialization episode. Since correlations provide us how the
interaction between these two markets have changed over the course of time, break
point of time-varying co-movement series would also give an hint on spillover

dynamics.

2.3.2 Diebold and Yilmaz (2012) volatility spillover methodology

Once we locate where the financialization phenomenon start; we quantify and
compare volatility spillovers between individual commodities and US stocks before

and after financialization.

The connection between two separate asset classes can occur either in co-movements
or spillovers, but spillovers have some advantages over co-movements (Adams &
Gluck, 2015). First of all co-movement of asset i and j are identical indifferent from
ordering and hence it is non-directional. On the other hand, in general, spillover from
itojorjtoiare notequal and thus one learns which asset transmits the information
to other through spillovers. Secondly, co-movements display sudden changes with
financial market shifts, whereas spillovers occur consecutively following a shock in
the market (Adams & Gluck, 2015). Therefore, it is of utmost importance to assess
connectedness in financial asset markets, while giving financial investment

decisions.

We especially check the volatility spillover since it measures the transmission of risk
across asset classes and is closely linked to systemic risk. For instance, the roots of
2008 crisis started by real estate market and transmitted quickly to credit market with
strong impact on all other asset classes; creating a systemic risk for the whole
economy. Even though many scholars believed commodities are segmented from
financial market; recent financialization phenomenon push us to understand whether

this is still so.

We utilize Diebold and Yilmaz’s (2012) rather simple but very intuitive method to
measure the volatility transmission between asset classes. Fundamentally, authors

run vector autoregressive models and obtain generalized variance decomposition
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outputs. Since, generalized variance decomposition allows shocks to affect all
variables simultaneously; ordering of variables is not critical unlike Cholesky

factorization.

Variance decompositions explain what proportion of the N-step ahead error variance
in forecasting a is due to shocks in itself (a) or shocks to other forces. To obtain
variance decomposition output, one should run a N-variable p order vector

autoregressive model:
Y, = Z:11?=1 0,Y,_; +& (2.1)

where ¢,is independent and identically distributed and covariance matrix is X. The

moving average representation is;
Y, = XiZo A&y (2.2)

or more simply Y, = A(L)u,. Moving average coefficients denoted by A(L) is of
utmost importance to understand dynamics between variables. Such coefficients
allow dividing the H-step-ahead forecast error variances of each variable into parts
attributable to the various system shocks. There are hundreds of moving average
coefficients to interpret (ie., A(L) = A, + A,L + A,L +---,), but variance

decomposition framework transform such coefficients in a readable way.

There are three types of variance decompositions namely orthogonalized, Cholesky
and generalized. Unlike orthogonalized method Cholesky allow for correlated errors
across equations, but strictly relies on ordering of variables. Hence results
significantly change with the initial variable. On the other hand, generalized
variance decomposition allows variables to be independent of ordering and hence
Diebold and Yilmaz (2012) employ this method in their analysis.
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Table 2.1 — Sample connectedness table

oy

X Yo XN From Others Total
N
X4 di1 dyy din Z di,j*1 100
i=1
N
X2 dyy da; don Z dajJ # 1 100
i=1
100
N
XN dyy dy, dyy Z d3jj #1 100
i=1

N N N 1 N
To Others Zdil,iqtl Zdiz,i;tz ZdiN,iqtN Nz dyj i % J
i=1 i=1 i=1

ij=1

Notes. Sample connectedness table by Diebold and Yilmaz (2012). x refers to variables employed in the study. d;; represents contribution of a shockin i to the
forecast error variance of j. To others and from others columns are basically the sumof respective column or row excluding the variable itself.



H-step ahead forecast error variance decomposition of variable i is as follows:

8. = o) " Yo (¢'iAnZe))’ (2.3)
) Zg;g(e’iAth,hei)z )
Here g;; stands for the standard deviation of ¢;, X is the covariance matrix for the
error vector, e; is a Nx1 vector with jth element unity and zeroes elsewhere.
However, row sums in generalized variance decomposition matrices are not

necessarily equal to 1 and thus each entry is normalized by the row sum as follows;

5, = o (2.4)

61] = Z?’:laij
By construction, Z?’zlcSij = 1 and moreover Z?,'j=15ij = N. Now, we are equipped

with available measures to calculate gross and net connectedness.

Let us now elaborate how these measures are used. If there are N number of
variables, variance decomposition output produces a N x N matrix. Diebold and
Yilmaz (2015) denote this matrix by D = [d;;] and call it connectedness table. So

the matrix is as follows as it is presented in Diebold and Yilmaz (2015:9):

In the above table, off-diagonal elements show the pairwise connectedness. For
instance, for d,,, shocks to x, are responsible d,, % of the H-step ahead forecast
error variance in x,. Diebold and Yilmaz provide the notation C,_, = d,, for this
measure. One might also wish to measure net pairwise connectedness, which is

Diebold and Yilmaz (2012) also compute a spillover index, which is basically a
measure on the connectedness. To compute spillover index, we should sum all off-
diagonal elements and divide it by total column or row sums including diagonal
elements. Therefore the denominator is always N * 100. Since our analysis contains

running spillover test for each commodity with S&P500, our N is always equal to 2.

Diebold and Yilmaz (2014) explain that the connectedness C depends on three major
components of variance decomposition framework; variable selection x, the horizon

H and the dynamics A(L). Whilst determining variable selection, one should
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consider the type of x studied (return or volatilities) and the frequency of x along
with which variables (which assets/ markets/ companies) to include in the study. In
our study, we study connectedness of each 25 commodities with US stocks and
hence for each analysis we have an x of 2. We calculate daily conditional volatilities

of these variables and therefore x frequency is daily and type of x is volatility.

The selection of horizon H is highly arbitrary but Diebold and Yilmaz (2012)
proposes to select an H dependent upon the aim of the study. For instance authors
propose H to be portfolio rebalancing period for a similar study like ours. Tokat and
Wicas (2007) contend institutions generally rebalance monthly, quarterly or annual
contingent upon the market characteristics, asset choices and period of the business
cycle. Though they propose optimal rebalancing period to be annual to compensate
for costs associated with portfolio relabancing. Diebold and Yilmaz (2014) also
indicate a shock in a variable might impact the other variable only with a lag and
therefore connectedness might be small for near period but larger for more distant
time. Bearing these facts in mind, we majorly provide results for H=10 (bi-weekly),
21 (monthly), 63 (quarterly), 126 (semi-annual) and 252 (annual) days to split
volatility transmission into short-run and long-run components and also to consider

portfolio rebalancing periods of institutional investors.

Lastly, we select the lag of the VAR to be 8 to make sure the analysis is robust,
though Diebold and Yilmaz (2012) show that findings are not sensitive to lag
selection for the lags between 2 and 8.

2.4 Data

Our data is on trading-day basis and takes log returns of 25 commodities and
S&P500 for the period between 1 January 1997 and 6 June 2016. Returns are
measured via the conventional method of r, = log(P,) —log(P,_,) * 100. On the

other hand, to measure volatility is not as straightforward as returns.

Volatility is technically how much price series divert from long term level (Alghieri,
2012) and does not only mean rising prices, but also to fluctuate below historical

levels. Measure of volatility has long been a debate in finance literature, including
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historical and conditional volatilities. Historical volatility generally assume the
volatility is constant throughout time, which actually is not and thus stochastic
volatility models are more commonly used (Alizadeh, Brandt & Diebold, 2002). The
second widely used volatility model group is conditional volatility models and they
assume volatility is not static, changes during the course of time and hence is
stochastic. Even though squared and log absolute returns are widely used in finance
literature as stochastic volatility proxies, Andersen and Sorensen (1997) indicate
they are highly inefficient due to non-Gaussian measurement errors. Similarly
generalized method of moments can also be highly inefficient (Alizadeh etal.,
2002). Thus, Alizadeh et al. (2002) provide a simple measure of volatility which is
based on range measure and Diebold and Yilmaz (2012) actually employ. Using

daily low and high prices, they measure daily volatility as: 6}2 =0.361 *
(In(P,m%*) —In(P,™"))* where P,™* stands for the maximum and P,™ for the

minimum price on day t (Diebold and Yilmaz, 2012). If one would like to annualize

above daily variance measure should calculate; &; = 100 * f252 x G,° ;since

there are circa 252 trading days in one year. On the other hand, this measure needs
daily high and lows for the price series, which sometimes is not available
historically. Furthermore, some commodities have relatively smaller transaction
volume compared to gold or oil. Therefore, calculating volatility solely on Alizadeh
et al. (2002)’s measure might arise some question marks on the robustness of the
measure. Even though Diebold and Yilmaz (2012) employ Alizadeh et al.’s (2002)

measure, we do not prefer to use this measure due to aforementioned problems.

Another extensively used conditional volatility measure is obtained through ARCH
models (Alghieri, 2012). Although there are various ARCH models, Hansen et al.
(2005) find the most parsimonious model, GARCH (1,1) model is no inferior
compared to other 330 ARCH-type models. The mean and variance equations for
GARCH (1,1) is as follows:

Y,=X,0+¢ (2.5)
t t t

0.2 =w+ale_,?) + B(o,_12) (2.6)
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Since variance in the second equation is the forecasted variance based on the
information from the prior period, is called conditional volatility. Constant term in
the right hand side of the equation is the long term average for volatility. The second
and third term are volatility during the previous period and fitted variance of
previous period, respectively. Hence, whilst forecasting variance of this period, one
bases his anticipation on afore-mentioned terms. There are various studies which use
GARCH (1,1) to proxy for commodity volatilities (e.g. Malik & Ewing, 2009;
Alghieri, 2012; Arouri, Jouini and Nguyen, 2012; Nazlioglu, Erdem & Soytas,
2013). For the purpose of this analysis, we base our analysis on GARCH (1,1)
specifications since Alizadeh et al (2002)’s volatility measure might not provide

robust results for low volume commodity markets.

Basak and Pavlova (2016) indicate outside shocks affecting a commodity spill over
to other commodities’ spot prices through employing storage theory of Deaton and
Laroque (1992). To test for the Basak and Pavlova’s (2016) proposition, we should
obtain spot prices for all available commodities. However, spot markets for
commodities have many varieties based on the location and quality of the product
and some have severely missing data. Therefore, we employ S&P GSCI individual
commodity spot indices for aluminum, biofuel, cocoa, coffee, copper, corn, cotton,
Chicago wheat, gasoil, gold, heating oil, lead, lean hogs, live cattle, natural gas,
nickel, orange juice, petroleum, platinum, silver, soybean, sugar, unleaded gas and
zinc. These price series are available starting from 1 January 1997 except for gasoil
and orange juice, of which both series start in 1999. Furthermore, via utilizing these
indices, we are not prone to non-synchronous trading problem. Some of the
commodities afore mentioned such as Zinc or Aluminum are traded in London Metal
Exchange and while checking for volatility spillover between US stocks and such
commodities, we have non-synchronous trading problem for the daily data.
However, if we employ S&P GSCI indices for such individual commodities, we

should not be concerned with non-synchronous trading.

Since US is found to be leading other stock markets and S&P500 covers a large
portion of total US market cap, we proxy US stocks by S&P500 index. This index is

also available for the same period and in 5-week day basis.
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Descriptive statistics for returns are presented in Appendix Table A.2, Panel A. We
observe that all commodities except natural gas and cotton to display positive
returns. Moreover unsurprisingly crude oil and other energy commodities display
highest maximum values alongside orange juice. In panel B, we present the
correlation matrix for returns, and all correlations are positive. Positive correlations
across sub-groups of commodities are a well-documented fact (e.g. Marshall et al.,
2013), but we do not observe negative or even very low positive correlations with
stocks as Gorton and Rouwenhorst (2006) argue. More noticeably, the correlation of
crude oil with S&P500 is 0.34, which gives a hint on the interrelationship of

financial and commodity markets.

We also present volatility of each commodity and S&P500 based on GARCH
models in Figure 2.1 and depict descriptive statistics and correlation matrix in Table
2.2. The most volatile commodities are energy subgroup of commodities; namely
natural gas and crude oil. On the other hand, as one can note US stocks are not more
volatile than commodities contrary to popular belief that equities have higher risk
compared to commodities. Even only this finding shows that commodities have

presented quite a volatile picture in the last two decades.

Most of the volatilities display an increase during 2008 financial crisis, one more
indicator of connectedness of seemingly unrelated markets. Though, we would like
to also quantify the transmission mechanism and examine whether increasing

volatility spillover between markets is a temporary or permanent phenomenon.

In panel B Table 2.2, we present correlation matrix. We observe positive
correlations across most of the commodities not only within respective sub-groups;
but also with other groups. Only orange juice and coffee present very low levels and

even negative correlations with selected commodities.
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Figure 2.1 — Volatility measures of commodities and S&P500

Notes. Conditional volatilities of all individual commodities and US stocks via GARCH (1,1) model for the period between 1 January 1997 and 6 June 2016. Only
gas oil and orange juice are available starting from January 1999. We obtain price series from S&P GSCI individual spotindexes. Grey shaded areas represent
recession periods announced by NBER (National Bureau of Economic Research).
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Table 2.2 Panel A — Descriptive statistics of daily volatilities of commodities and S&P500

Energy Industrial Metals Precious Metals
Biofuel Crudeoil Gasoil Heatingoil Naturalgas Petrol. Unlead gas | Alum. Copper  Lead Nickel Zinc Gold Plat. Silver
Mean 0.0121  0.0214  0.0185 0.0202 0.0301 0.0196 0.0216 0.0125 0.0151 0.0179 0.0215 0.0167 | 0.0107 0.0135 0.0183
Median 0.01 0.02 0.02 0.02 0.03 0.02 0.02 0.01 0.01 0.02 0.02 0.01 0.01 0.01 0.02
Maximum 0.03 0.06 0.04 0.04 0.10 0.05 0.05 0.02 0.05 0.05 0.06 0.04 0.03 0.04 0.05
Minimum 0.00 0.01 0.01 0.01 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
Std. Dev. 0.00 0.01 0.01 0.01 0.01 0.01 0.01 0.00 0.01 0.01 0.01 0.01 0.00 0.00 0.01
Skewness 1.63 1.79 0.70 0.68 1.94 1.59 177 1.28 2.29 1.39 2.09 0.99 1.94 2.18 1.56
Kurtosis 6.58 7.89 3.70 3.90 10.57 7.48 8.78 4.15 10.03 5.17 9.77 3.32 7.53 10.25 6.31
Observations | 5066 5066 4541 5066 5066 5066 5066 5066 5066 5066 5066 5066 5066 5066 5066
Agriculture and Livestock US Stocks
Cocoa Coffee Corn Cotton Lean hogs  Live cattle  Orange juice Soybean Sugar Wheat S&P500
Mean 0.0179 0.0219 0.0162 0.0157 0.0157 0.0090 0.0207 0.0145 0.0196 0.0179 0.0110
M edian 0.02 0.02 0.02 0.01 0.01 0.01 0.02 0.01 0.02 0.02 0.01
Maximum 0.03 0.07 0.04 0.03 0.04 0.02 0.19 0.04 0.04 0.04 0.05
Minimum 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
Std. Dev. 0.00 0.01 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.00 0.01
Skewness 0.38 3.05 1.18 0.99 1.59 111 7.33 1.53 0.28 1.16 3.00
Kurtosis 2.40 16.82 4.67 3.79 7.47 5.09 68.57 5.74 2.66 4.42 16.67
Observations 5066 5066 5066 5066 5066 5066 4541 5066 5066 5066 5066

Notes. Descriptive statistics for conditional volatilities of all individual commodities and US stocks via GARCH (1,1) model for the period between 1 January
1997 and 6 June 2016. Only gas oil and orange juice are available starting from January 1999.
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Table 3.2 Panel B — Correlation matrix for daily volatilities

Energy

Industrial M etals

Precious Metals

Biof. Crudeoil Gasoil Heat.oil Nat.gas Petro. Unl.gas [ Alum. Copper Lead Nickel Zinc | Gold Plat.  Silver
Biofuel 1.00
Crude oil 0.49 1.00
Gas oil 0.42 0.84 1.00
Energy Heating oil 0.43 0.89 0.97 1.00
Natural gas 0.16 0.24 0.37 0.35 1.00
Petroleum 0.51 0.99 0.90 0.95 0.29 1.00
Unleaded gas 0.46 0.90 0.88 0.93 0.35 0.94 1.00
Aluminum 0.56 0.39 0.46 0.43 0.40 0.44 0.45 1.00
Industrial Copper 0.58 0.59 0.55 0.57 0.33 0.62 0.65 0.81 1.00
M etals Lead 0.73 0.56 0.57 0.57 0.35 0.61 0.59 0.75 0.79 1.00
Nickel 0.64 0.61 0.58 0.59 0.30 0.64 0.65 0.71 0.88 0.82 1.00
Zinc 0.67 0.46 0.53 0.53 0.34 0.52 0.53 0.83 0.84 0.87 0.83 1.00
Precious Golgl 0.46 0.47 0.36 0.36 0.19 0.47 0.47 0.53 0.70 0.56 0.58 0.54 | 1.00
Metals P_Iatlnum 0.61 0.59 0.49 0.49 0.20 0.60 0.54 0.56 0.64 0.68 0.62 0.60 | 0.78 1.00
Silver 0.54 0.45 0.30 0.32 0.18 0.44 0.42 0.61 0.72 0.58 0.57 056 | 083 070 1.00
Cocoa 0.63 0.46 0.50 0.50 0.34 0.50 0.47 0.57 0.53 0.72 0.54 058 | 042 054 046
Coffee -0.01 0.00 -0.06 -0.04 0.00 -0.02 0.01 -0.16 -0.17 -0.20 -0.13 -0.27 | -0.15 -0.10 -0.13
Corn 0.80 0.35 0.24 0.27 0.14 0.36 0.30 0.43 0.50 0.59 0.56 0.50 0.42 0.48 0.45
Agricul Cotton 0.75 0.38 0.29 0.33 0.06 0.38 0.37 0.36 0.40 0.49 0.40 0.38 0.30 0.36 0.48
gr:r‘]*dt”re Lean hogs 026 036 0.34 0.36 022 037 035 021 022 028 025 027 | 005 018 0.02
Livestock Live cat_tlz_e 0.38 0.67 0.59 0.63 0.15 0.67 0.65 0.33 0.49 0.35 0.47 040 [ 033 045 041
Orange juice 0.01 -0.02 -0.07 -0.06 0.11 -0.03  -0.06 0.07 0.04 0.08 -0.01 0.02 | 0.08 010 0.09
Soybean 0.69 0.38 0.35 0.37 0.16 0.41 0.39 0.35 0.40 0.53 0.48 0.40 | 038 055 0.33
Sugar 0.79 0.32 0.34 0.32 0.15 0.35 0.30 0.52 0.41 0.60 0.46 062 | 024 043 0.39
Wheat 0.80 0.41 0.29 0.32 0.07 0.42 0.33 0.43 0.48 0.65 0.55 0.58 0.38 0.51 0.46
US Stocks | S&P500 0.61 0.69 0.51 0.55 0.13 0.68 0.64 0.48 0.69 0.71 0.69 0.57 0.66 0.74 0.62
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Table 2.2 Panel B — Correlation matrix for daily volatilities (cont’d)

Agriculture and Livestock US Stocks
Cocoa  Coffee Comn Cotton  Lean hogs Live cattle Orange juice  Soyb, Sugar Wheat S&P500
Cocoa 1.00
Coffee -0.10 1.00
Comn 0.50 -0.05 1.00
. Cotton 0.58 0.08 0.61 1.00
Agrfn”c;t”re Lean hogs 017 014 019 018 1.00
Livestock Live cat_tlg 0.29 0.04 0.26 0.32 0.37 1.00
Orange juice 0.34 -0.11 0.04 0.03 -0.01 0.03 1.00
Soybean 0.54 0.14 0.68 0.58 0.32 0.23 -0.02 1.00
Sugar 0.45 -0.11 0.44 0.53 0.21 0.36 -0.02 0.28 1.00
Wheat 0.57 0.05 0.71 0.66 0.30 0.34 0.07 0.58 0.62 1.00
US Stocks | S&P500 0.52 0.01 0.50 0.50 0.24 0.48 0.01 0.52 0.37 0.56 1.00

Notes. Correlation matrix for conditional volatilities of commodities and S&P500 split into respective sub-groups. We compute conditional volatilities via GARCH
(1,1) model for the period between 1 January 1997 and 6 June 2016. Only gas oil and orange juice are available starting from 1 January 1999.



2.5 Results
2.5.1 When did the behavior of commodities change?

First of all we should locate when the connectedness of stocks and commodities
changed structurally. To make our analysis more compatible with the results of our
first essay, we majorly present our analysis on arbitrary break selection. Among
others Tang and Xiong (2012) indicate 2004 was the threshold year for
financialization of commodities. Even though correlation patterns seem to change
around 2008, intense investment of index investors in commodity markets started a
few years earlier than 2008 (Masters, 2008). Therefore, to examine whether
connectedness of commodity and stock markets have changed structurally following

the financialization, we arbitrarily select the year 2004 as our breakpoint period.
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Figure 2.2 — Asymmetric dynamic conditional correlations of commodities

Notes. Time-varying correlations of each commodity with S&P500. Grey shaded areas represent
NBER recession periods.
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Table 2.3 — Bai and Perron (2003) structural breakpoint test results

S&P GSCI  DJ UBSCI.
weight (%) weight (%)"

Biofuel 6-Nov-08
Crude oil 30-Sep-08 22.8 10.0
Gas oil 23-Oct-08 49 3.0
Energy Heating oil 1-Oct-08 4.1 2.2
Natural gas 9-May-02 3.3 75
Petroleum 30-Sep-08 - -
Unleaded gas 30-Sep-08 4.7 2.2
Aluminum 13-Nov-08 3.3 4.7
. Copper 16-Oct-08 4.1 10.6
'”d:f;:a' Lead 23-Oct-08 07 10
Nickel 5-Jan-09 0.7 2.0
Zinc 3-Apr-09 10 2.2
. Gold 14-Apr-04 44 9.8
P,\r/‘fgt'glis Platinum 5-May-09 ; )
Silver 16-Jun-09 0.6 31
Cocoa 21-Nov-08 0.6 0.6
Coffee 7-Oct-08 1.0 16
Comn 6-Nov-08 55 77
. Cotton 27-Nov-08 15 1.0
Agrfnuo'lt“re Lean Hogs N/A 27 14
Livestock Live cat'tlej 3-Oct-08 51 2.6
Orange juice N/A - -
Soybean 6-Nov-08 3.8 115
Sugar 9-Dec-08 25 24
Wheat 14-Oct-08 3.9 3.2

Notes. We first obtain ADCC to proxy for the co-movement of each commodity with S&P500 as a
time series and regress such time series on constant. Bai and Perron (2003) test provides whether
there are any structural breakpoints on the connectedness of each commodity with US stocks at
selected significance level, which we set to 1%. We obtain related weights in S&P GSCI and DJ
UBSCI indices from website of respective companies.

On the other hand, to make sure our results are robust to period selections we also
employ statistical methods to locate structural breakpoints. As we have elaborated in
Methodology section, we compute time-varying correlations by employing ADCC
method of Cappiello et al. (2006). First of all we take returns of each commodity and
US stocks and then calculate time-varying correlations of each commodity with
stocks via EGARCH (1,1) of ADCC method. The EGARCH models for each

' Retrieved from https://us.spindices.com/documents/index-news-and-announcements/20161006-sp-
gsci-rebalance-advisory-panel.pdf?force_download=true

I Retrieved from https://us.spindices.com/documents/index-news-and-announcements/20161110-djci-
2017-weights.pdf?force_download=true
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commodity as well as the S&P500 composite index appear to be free of
autocorrelation and heteroscedasticity at the 5% significance level. Figure 2.2

presents results of each ADCC output.

After deriving time-varying correlations for each pair of commodity with stocks, we
rely on the Bai-Perron multiple break point tests (Bai & Perron, 2003). This multiple
change point detection test allows for heterogeneous error distributions across breaks
used. Sequential estimation procedures consider one break candidate at a time and
then multiple breaks by a search algorithm that minimizes the sum of squared
residuals. We investigate the Bai-Perron procedure for each pair via using a simple
model with a constant (Doidge, Karolyi & Stulz, 2013). For instance, to examine at
what point did the interdependence between Chicago wheat and stocks change, we
first employ ADCC model and obtain the proxy for the co-movement of wheat and
S&P500 as a time series. Next, we regress such time series on constant and find
whether there are any structural breakpoints at the co-movement. This is repeated for
every commodity, separately. We select the strongest structural breakpoint under 1%
significance level for all commodities. Results for the breakpoints are presented in
Table 2.3. As one can note all series except for gold and natural gas, display a
structural breakpoint during the 2008 financial crisis. Even though Adams and Gluck
(2015) employ Galeano and Wied’s (2015) methodology on structural break arguing
it is more efficient than DCC method, our results are highly parallel to their findings.
Lean hogs and orange juice do not display a correlation pattern at all but we still

include these commodities in our analysis.

Although, our results are not sensitive to exact date selection, we determine the
Lehman crash date (15 September 2008) as the structural breakpoint. Since we
employ daily data and almost all commodities display nearby dates, we believe
taking the same date would provide the most consistent way to compare volatility
transmission between stocks and individual commodities. Furthermore, different
commodity markets may be responding to a shock (i.e., Lehman Brothers) with

varying response times leading to different break dates
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2.5.2 Volatility transmission between commodity and stock markets

As we have mentioned in the previous section, we initially present results based on
arbitrary selection of breakpoint as the year 2004. Accordingly years between 1997
and 2004 is the pre-financialization and between 2004 and 2016 is the post-

financialization episode of our sample.

We employ 25 commodities from all major sub-groups of commodities including
industrial and precious metals, energy and agricultural. We perform our analysis
based on individual commodities since aggregated indices could overshadow unique
characteristics of such commodities. If commodities have become another core
investment class, as financialization proponents argue, we should see higher
spillovers between both markets; since a shock in either market would impact the
other, as well. We hypothesize significantly higher transmission of volatility

following growing participation of financial institutions in commodity market.

Table 2.4 exhibits an example of volatility spillover output for a selected commodity
(aluminum) with S&P500 for the periods before and after financialization. We obtain
this output for all commodities separately and for all afore-determined horizons of
H=10, 21, 63, 126 and 252 trading days. We anchor our results based on a selected
horizon of 63 trading days (252 trading days divided by 4) to capture the
approximate period of portfolio rebalancing of institutions. Tokat and Wicas (2007)
indicate optimal rebalancing frequency is around once a year since rebalancing has
some intrinsic costs such as transaction and monitoring. On the other hand, Diebold
and Yilmaz (2014) indicate connectedness can increase with higher horizon days.
Therefore we believe results based on quarterly would report the most reasonable
findings; since one can question the robustness of findings with too long horizons.
Similarly, too short horizons might not provide reasonable period for portfolio
rebalancing and not provide spillover mechanism truly. However, note that results
are also available for 10 (bi-weekly), 21 (monthly — 252 trading days divided by 12),
126 (semi-annual) and 252 (annual) trading days. Accordingly, we can comment on

how spillovers change in the short and long-run between these markets and whether
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connectedness can be avoided. Even though, connectedness is not necessarily
something which should be avoided; it would tell us that, an investor should not only
be following its own investing area but also other asset classes, since they can make

a strong impact on his assets.

Table 2.4 — Volatility spillover test results for aluminum

Pre-financialization Stocks Aluminum  From others
Stocks 96.95 3.05 3
Aluminum 0.34 99.66 0.3
Contribution to others 0.3 3 3.4
Contribution including own 97.3 102.7 1.70%
Post-financialization Stocks Aluminum From others
Stocks 96.38 3.62 3.6
Aluminum 14.26 85.74 14.3
Contribution to others 14.3 3.6 17.9
Contribution including own 110.6 89.4 8.90%

Notes. Diebold and Yilmaz (2012) volatility spillover test output for a selected commodity,

aluminum. We replicate this table for all 25 commodities, for two periods (1997-2004 and 2004-2016)
and for all selected horizons (H=10, 21, 63, 126, 252 days). The percentagein the below right hand
corner of thetable is the spillover index and shows the share of spillovers in explaining forecast error
variance of both assets, onaverage. Since we have two assets in every case, contribution to others and
from others figures are equal to the share of shockin other assets forecast error variance.

Example output of aluminum at Table 2.4 shows us that stocks’ contribution to
forecast error variance to aluminum market is 0.34 and 14.26 in the pre-
financialization and post-financialization period, respectively. These figures
demonstrate that S&P500 explain around 0.3% of variance forecast of aluminum
before 2004, whereas this figure significantly increases to 14.3% after 2004,
suggesting shock in US stock market severely impacting aluminum. Moreover, this
output gives us information on net connectedness between these assets, which is the
net direction of the spillover. So it implies which asset has more impact on the other;
or in other words which one is the transmitter or is the receiver. If one would like to
compute net spillovers; should deduct off-diagonals from each other. For instance
net connectedness for aluminum is -2.71 (0.34-3.05) previous to the year 2004 and
10.64 (14.26-3.62) after 2004. These figures tell us that aluminum is the net

54



transmitter before financialization period along with low spillovers within asset
classes. Though, during the post-financialization episode aluminum becomes the net

receiver and spillovers increase significantly.

Last but not least Table 2.4 also exhibits total spillover index which is presented at
the right hand corner of the table. This index shows us the share of spillovers in
forecast error variance of both markets and it is basically the sum of off-diagonals
divided by N (number of assets) » 100. This index provides us on the level of
connectedness and is of utmost importance when comparing two episodes, with same
assets. We replicate this table for all horizons and for all commodities but due to
space constraints and to present outputs in a more clear fashion we present results in
Table 2.5 for all pairs at the anchor horizon of 63 days. Results for spillover indexes

at other horizons are available in Table 2.6.

2.5.2.1 Volatility transmission based on arbitrary selection of

financialization period

Table 2.5 presents several interesting facts to consider, but let us first explain the

information each column depicts and provide findings subsequently.

The first and second columns in Table 2.5 show the spillover index in percentage
basis during the pre- and post-financialization episodes. This index explains how
much of the volatility forecast error variance comes from spillovers and how
connected are selected asset classes. For instance, before financialization, 2.1% of
the volatility forecast error variance in copper and US stock markets come from
spillovers from these markets, on average and such figure increases to 12.6% by the

impact of financialization.
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Table 2.5 — Volatility spillover output

Spillover from Stocks to

Spillover from Commodity

Spillover Index Commodity to Stocks Net Connectedness
Pre-Fin. Post-Fin. Pre-Fin. Post-Fin. Pre-Fin. Post-Fin. Pre-Fin. Post-Fin.

Biofuel 2.0% 6.3% 0.29 7.28 3.67 5.27 -3.38 2.01

Crude Oil 0.9% 13.4% 1.31 16.12 0.40 10.73 0.91 5.39

Gas Oil 2.8% 6.6% 2.58 9.66 3.07 3.53 -0.49 6.13

Energy Heating Oil 2.0% 7.3% 3.81 10.13 0.28 4.52 3.53 5.61
Natural Gas 2.2% 0.6% 3.93 1.17 0.53 0.01 3.40 1.16

Petroleum 1.1% 11.9% 1.63 14.50 0.60 9.20 1.03 5.30

Unleaded Gas 0.5% 8.2% 0.79 9.02 0.28 7.36 0.51 1.66

Aluminum 1.7% 8.9% 0.34 14.26 3.05 3.62 -2.71 10.64

Industrial Copper 2.1% 12.6% 0.96 20.05 3.32 5.15 -2.36 14.90
Metals Lead 3.5% 8.0% 0.69 9.77 6.30 6.25 -5.61 3.52
Nickel 2.0% 8.8% 3.56 11.71 0.45 5.86 3.11 5.85

Zinc 1.6% 6.7% 2.58 9.54 0.67 3.92 191 5.62




Table 2.5 — Volatility spillover output (cont’d)

LS

Spillover from Stocks to | Spillover from Commodity

Spillover Index Commodity to Stocks Net Connectedness

Pre-Fin. Post-Fin. Pre-Fin. Post-Fin. Pre-Fin. Post-Fin. Pre-Fin. Post-Fin.

Preci Gold 1.0% 12.0% 0.31 18.66 1.67 5.33 -1.36 13.33
,{jgt';’gs Platinum 0.3% 13.1% 0.38 16.64 0.17 9.59 0.21 7.05
Silver 1.5% 8.3% 0.61 11.51 2.47 5.15 -1.86 6.36

Cocoa 1.6% 5.7% 1.05 11.02 2.22 0.32 -1.17 10.70

Coffee 0.8% 1.1% 0.14 0.84 1.50 1.29 -1.36 -0.45

Corn 0.6% 5.7% 0.74 3.33 0.39 7.99 0.35 -4.66
Aariculture Cotton 0.5% 3.9% 0.14 3.96 0.76 3.90 -0.62 0.06
g and Lean Hogs 1.4% 3.3% 0.62 4.92 2.25 171 -1.63 3.21
Livestock Live Cattle 1.5% 4.0% 2.73 6.73 0.28 1.30 2.45 5.43
Orange juice 1.9% 0.5% 0.15 0.21 3.69 0.80 -3.54 -0.59

Soybeans 1.5% 3.4% 2.40 2.84 0.60 3.87 1.80 -1.03
Sugar 0.7% 2.7% 0.38 491 1.09 0.43 -0.71 4.48

Wheat 1.8% 6.9% 3.11 3.62 0.44 10.15 2.67 -6.53

Notes. Volatility spillover outputs for all commodities at H=63 days. First two columns represent spillover indexes represent the level of connection in between selected asset classes
and share of spillovers in forecast error variances. Third (fifth) and fourth (sixth) columns show the spillover from stocks (commaodity) to commodity (stocks) and thus represent how
the spillover changes uni-directionally. In the last two columns we calculate net connectedness by subtracting ‘spillover from stocks to commodity’ from ‘spillover from commodity
tostocks’ and shows which asset is the volatility receiver/ transmitter. If the figure is negative in net connectedness column, respective commodity is the volatility transmitter and if
positive commodity is the receiver.
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Figure 2.3 — Relative performances of selected commodities

We see that all spillover indexes for all commodities except orange juice and natural
gas; noticeably increase during post-financialization compared to pre-
financialization. We see that spillover index is in the range of 0.3% and 3.5% before
the year 2004 and rises to the range of 0.5% and 13.4% with the inclusion of

financial institutions in commodity market. Low levels of spillover index before
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financialization episode tells us that commodities provided a good diversification
benefit and they were quite segmented from stock market back then. Hence our
results support the notion that commodities were valuable especially for hedging

purposes as Gorton and Rouwenhorst (2006) indicate.

However, as commodities become a popular asset class just like stocks for portfolio
investors (Cheng & Xiong, 2013), immunity of commodities to financial shocks
have become questionable. Spillover indexes significantly increase with the
dominant presence of financial institutions in commodity markets and this supports
our hypothesis on increasing transmission between stocks and commodities
subsequent to financialization. As institutions invest in both markets, they make
commodities just another investment style such as stocks and therefore commodities

are prone to shocks from financial markets.

The findings on increasing spillover index after the year 2004 is not supported for
natural gas and orange juice, which indicates these commodities are not
financialized. Basak and Paviova (2016) actually explain why such commodities
might not get affected from institutional investor presence. Financial institutions
benchmark their performance against the index level and hence they largely invest in
well-performing index-member commodities. However, off-index commodities or

bad-performing ones would not enter into radar of financial institutions.

Orange juice is not a member of well-known aggregated indices (S&P GSCI or DJ-
UBSCI) and also is not a close substitute for other index-member commodities and
therefore we expect orange juice not to be financialized, in the first place. On the
other hand, one can argue that biofuel, petroleum and platinum are also off-index
commodities, but seem to be financialized, so is this a contradiction with Basak and
Palova’s (2016) hypothesis? First of all, petroleum is a very close substitute of crude
oil and has a correlation of 0.98 with WTI crude oil (Table A.2) and hence we would
be surprised if it was not financialized. Platinum, on the other hand, is a precious
metal and in the recent years, interest of funds on platinum has been rising and has
around USD 1 billion under management (McCown & Shaw, 2016). Furthermore,
platinum has been a well-performing commodity compared to S&P GSCI (see

Figure 3.3) and Basak and Paviova (2016) especially indicate institutional investor
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interest would be higher for well-performing commodities. Last but not least, biofuel
is also an off-index commodity, but has received attention through policy changes
regarding reduction in fossil fuels. Moreover has been a well performing commodity
with respect to the S&P GSCI (see Figure 3.3). Hence, findings are in line with

Basak and Pavlova’s arguments.

Natural gas, on the other hand, is a crucial energy commodity and constitutes 3.3%
of S&P GSCI?; so why natural gas is un-financialized? As we mention above,
institutional investors prefer to invest in well-performing commodities, though, we
see that natural gas has been a very poor performer compared to the S&P GSCI after
financialization episode. Therefore, these investors would not favor investing on
natural gas which leads to no significant financialization. A similar finding of no
convergence of natural gas across energy commodities is also evidenced by Sensoy,
Hacihasanoglu and Nguyen (2015).

Another fact is that the highest increases in spillovers are in metals and energy sub-
group of commodities. Antonakakis and Kizys (2015) state a large portion of gold
and to a lesser amount silver and platinum demand are for investment purposes.
Furthermore, Domanski and Heath (2007) find that alongside other industrial metals;
exchange-traded derivatives market size of aluminum and copper was 30-fold more
than the actual production in 2005, which also gives a hint on roles of metals as an
investment tool. Oil and other oil products such as petroleum, unleaded gas have
very close correlation with crude oil as depicted in Table 3.2 and their critical
importance in welfare of economies (Ordu & Soytas, 2016), make them a big
candidate to be a financial asset. Therefore, intense financialization of such
commodities is not of a surprise. Agricultural commodities, on the other hand, have
entered to the radar of investors largely with US biofuel policy applications. This
interaction of energy and agricultural commodities push policy-makers to follow
institutional investment in food, since financialization of agricultural commodities is

critical for household consumption and food price increase is largely borne by poor

% https://us.spindices.com/documents/index-news-and-announcements/20161006-sp-gsci-rebalance-
advisory-panel.pdf?force_download=true
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(deSchutter, 2010). We still see a pronounced increase in spillover indexes for this
group; however, increases are not as much as metals and energy group. Relatively
less spillover could be attributed to food prices depending on many factors such as
weather, policy change by governments, tariffs, and diseases; which makes the

predictability of agricultural products to be harder than other commodities.

Another group of researchers argue increasing connectedness between commodity
and stocks markets is attributable to these assets sharing similar business cycle
periods around 2008, which is the Global Financial Crisis. Bhardwaj et al. (2016)
argue connectedness is temporary in nature and decreases back to previous levels
after the crisis. However, Diebold and Yilmaz (2015) indicate systematic nature of
business cycle risk is highly dependent upon connectedness and if and only if
connected assets would share the business cycle risk. Therefore, even a temporary
increase in transmission of spillovers would tell us that commodities are not the
same hedging-tools as two decades ago. Since a recession period was also
experienced before 2004, which was between March and November 2001, we have a
counter-argument for no-financialization believers. Even though commodities and
financial markets went through business cycles also before financialization, we had
no increase in spillovers between 1997 and 2004. We see that commodities shielded
investors from financial market volatilities before 2004, however after 2004,

common business cycles affected commodities to a large extent.

The next columns in Table 2.5 are third and fourth columns which depict directional
spillovers from stocks to respective commodities at pre- and post-financialization
episodes. Similarly fifth and sixth columns show the spillover the other way around.
These figures tell us what fraction of selected commodity’s forecast error variance is
attributable to a shock in stock markets or due to itself. As one would note, spillovers
from stock markets to commodities surge significantly during the post-
financialization episode. This finding is in line with Basak and Pavlova’s (2016)
proposition since they argue commodities are susceptible to outside shocks after the
increasing participation of institutional investors in commodity markets. Since
institutions strive to align their performance with the index, discount factor becomes

sensitive to presence of institutions; which results in higher prices and volatilities.
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After financialization, a shock from other index commodities as well as a shock
transmitted from stock market start to affect commodity market fundamentals.
Therefore authors show that an inflow from institutional investors creates a spillover

not only across commodities but also from financial market to commodities.

Though transmission from commodity to stock market displays comparatively less
volatility connectedness, still commodities seem to impact stock market. Since many
other financial factors impact stock market, relatively fewer spills from commodity
market are of no surprise. On the other hand, historically commodity market has
largely been a segmented market from financial factors and hence when we compare
pre- and post-financialization episodes, we see a much higher spillover from stock to
commodity markets. Therefore results imply that instability in either of markets
could trigger instability in the other market, which is critical for the resiliency of the
financial system.

The last two columns exhibit net connectedness for pairwise spillovers, which
implies which asset is the transmitter and which asset is the receiver of volatility on
net basis. One can find this number simply by deducting third (fourth) from fifth
(sixth) column for pre (post) -financialization period. Even though both markets
transmit volatility to each other, one of them has more dominant impact on the other
and net connectedness measure provides us this information. A positive figure means
net spillover from commodity to equity markets and a negative figure means vice

Versa.

Results imply that the net connectedness in absolute values increase for most of the
commodities following the financialization, which further supports our finding on
surging spillover indexes after the year 2004. Furthermore, we observe that sign of
the net connectedness is generally negative before financialization implying spillover
was mostly from commodity to stock markets. On the other hand, sign of the net
connectedness become positive for almost all commodities except coffee, corn,
Chicago wheat, orange juice and soybeans. This finding is of utmost importance
since it shows the receiver and transmitter assets have changed subsequent to the

financialization. We see that continuous trading of institutional investors in stock and
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commodity markets made a pronounced spillover from financial markets to

commodities following the year 2004.

2.5.2.1.1 Results from other horizons

We also present results based on horizon days of 10, 21, 126 and 252 trading days in
Table 2.6. Diebold and Yilmaz (2014) notify that connectedness might surge as
horizon increases, since the probability of transmission of information within
markets also grows. Though, this is not necessarily valid for all asset classes or
geographical markets. If selected asset markets are significantly disintegrated,
horizon increase would not bolster connectedness. Moreover, connectedness gives us
further information on diversification opportunities since systematic risk is
concomitant with connectedness (Diebold & Yilmaz, 2015). If selected asset markets
are connected, this would mean that they are prone to similar systematic business
cycle risk and such risk is undiversifiable. Therefore, we can see higher connection
for already connected markets, but should observe none or very mild increases for

segregated markets.

Following Diebold and Yilmaz’s (2015) argument, before financialization, we find a
slight increase in spillover index as H increases. On the other hand, after
financialization the index rises very significantly with the horizon days. Furthermore,
even for the shortest horizon (10 days) spillover index still displays an increase after
financialization compared to the previous episode (panel A). Therefore, we contend
that horizon increase in and of itself would not artificially increase connectedness,

which are for already segmented markets.
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Table 2.6 Panel A — Spillover index for other horizons

H=10 days H=21 days H=63 days H=126 days H=252 days
Pre-Fin.  Post-Fin. | Pre-Fin. Post-Fin. | Pre-Fin. Post-Fin. | Pre-Fin. Post-Fin. | Pre-Fin. Post-Fin.
Biofuel 0.3% 1.4% 0.5% 2.4% 2.0% 6.3% 2.7% 10.7% 2.8% 13.3%
Crude Oil 1.1% 7.5% 0.9% 9.3% 0.9% 13.4% 1.0% 17.0% 1.0% 19.2%
Gas Oil 2.6% 3.5% 2.4% 4.4% 2.8% 6.6% 4.2% 8.9% 4.5% 11.0%
Energy Heating Oil 1.2% 4.5% 1.6% 5.4% 2.0% 7.3% 2.3% 9.2% 2.3% 10.9%
Natural Gas 0.4% 0.0% 0.5% 0.1% 2.2% 0.6% 3.0% 1.3% 3.0% 1.7%
Petroleum 1.3% 7.2% 1.2% 8.6% 1.1% 11.9% 1.3% 14.8% 1.3% 17.1%
Unleaded Gas 0.9% 5.0% 0.8% 6.0% 0.5% 8.2% 0.5% 10.3% 0.5% 12.1%
Aluminum 0.5% 3.8% 0.4% 5.2% 1.7% 8.9% 2.7% 12.4% 2.9% 14.4%
Copper 0.4% 4.9% 0.4% 7.3% 2.1% 12.6% 3.5% 16.9% 3.7% 19.3%
Industrial Metals Lead 0.2% 3.1% 0.4% 4.4% 3.5% 8.0% 6.5% 12.3% 7.4% 16.7%
Nickel 0.1% 3.0% 0.3% 4.4% 2.0% 8.8% 2.6% 12.6% 2.6% 14.6%
Zinc 0.1% 3.0% 0.3% 4.2% 1.6% 6.7% 2.7% 9.3% 2.7% 12.0%
Gold 1.5% 6.0% 1.2% 7.9% 1.0% 12.0% 1.0% 14.9% 1.0% 16.1%
Precious Metals Platinum 0.1% 5.1% 0.1% 7.8% 0.3% 13.1% 0.4% 16.7% 0.4% 18.0%
Silver 0.4% 3.6% 0.3% 4.8% 1.5% 8.3% 3.2% 11.2% 3.9% 12.5%
Cocoa 0.4% 0.6% 1.0% 1.5% 1.6% 5.7% 1.9% 10.6% 2.0% 14.1%
Coffee 0.1% 0.3% 0.4% 0.4% 0.8% 1.1% 0.9% 1.6% 0.9% 1.8%
Corn 0.4% 0.4% 0.5% 1.4% 0.6% 5.7% 0.7% 9.1% 0.7% 10.2%
Cotton 0.2% 1.8% 0.2% 2.6% 0.5% 3.9% 0.9% 5.3% 1.3% 6.7%
Agriculture and Livestock Lean Hogs 0.2% 0.9% 0.5% 1.7% 1.4% 3.3% 2.0% 4.0% 2.0% 4.2%
Live Cattle 0.1% 1.3% 0.4% 2.2% 1.5% 4.0% 2.6% 4.0% 3.1% 6.7%
0J 0.6% 0.2% 0.4% 0.2% 1.9% 0.5% 2.9% 0.9% 3.0% 1.0%
Soybeans 0.1% 0.8% 0.2% 1.6% 1.5% 3.4% 2.2% 4.9% 2.3% 5.6%
Sugar 0.3% 1.1% 0.2% 1.6% 0.7% 2.7% 1.9% 4.3% 3.1% 6.5%
Wheat 0.1% 0.9% 0.3% 1.9% 1.8% 6.9% 2.7% 12.5% 2.9% 15.9%
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Panel B — Net connectedness for other horizons

H=10 days H=21 days H=63 days H=126 days H=252 days
Pre-Fin. Post-Fin. | Pre-Fin. Post-Fin. | Pre-Fin. Post-Fin. | Pre-Fin.  Post-Fin. | Pre-Fin. Post-Fin.
Biofuel 0.3 2.3 -0.2 3.5 -3.4 2.0 -4.9 -2.0 -5.0 -4.9
Crude Qil 1.3 1.0 1.4 2.8 0.9 5.4 0.8 6.9 0.8 7.6
Gas Oil 2.3 1.6 2.3 3.0 -0.5 6.1 -2.8 9.2 -3.2 11.8
Energy Heating Oil 2.1 2.2 2.9 3.7 35 5.6 3.6 6.8 3.6 7.6
Natural Gas -0.3 0.0 0.2 0.1 3.4 1.2 47 2.7 4.8 3.4
Petroleum 1.7 1.4 1.8 3.3 1.0 5.3 0.7 6.2 0.7 6.5
Unleaded Gas 0.9 -0.4 0.8 0.7 0.5 1.7 0.4 1.9 0.4 1.9
Aluminum 0.7 1.0 0.3 3.0 -2.7 10.6 -4.7 18.0 5.1 22.0
Copper -0.1 2.8 0.0 6.5 -2.4 14.9 -4.4 21.7 -4.7 25.5
Industrial M etals Lead 0.1 2.6 0.1 3.6 -5.6 35 -11.4 0.7 -13.2 -3.8
Nickel 0.1 0.5 0.3 2.3 3.1 59 4.0 8.5 41 9.7
Zinc -0.2 2.8 0.0 4.3 1.9 5.6 3.5 54 3.5 3.9
Gold -2.3 4.6 -1.8 7.7 -1.4 13.3 -1.4 17.2 -1.4 18.8
Precious Metals Platinum 0.0 1.9 -0.1 3.8 0.2 7.1 0.4 9.0 0.5 9.7
Silver -0.2 2.4 -0.2 3.7 -1.9 6.4 -4.2 8.3 -5.2 9.1
Cocoa -0.4 11 -0.8 2.8 -1.2 10.7 -1.2 19.7 -1.2 25.9
Coffee -0.1 0.3 -0.5 0.4 -1.4 -0.5 -1.6 -1.3 -1.6 -1.6
Corn 0.7 0.4 0.8 -0.1 0.4 -4.7 0.3 -8.5 0.3 -9.8
Cotton 0.2 1.4 0.2 1.4 -0.6 0.1 -1.6 -2.0 -2.3 -4.2
Agriculture and Livestock Lf_ean Hogs -0.3 0.8 -0.8 15 -1.6 3.2 -1.8 4.1 -1.8 4.2
Live Cattle 0.1 1.1 0.5 2.4 2.5 54 3.6 54 4.0 10.2
0J -0.8 0.3 -0.6 0.1 -3.5 -0.6 -5.4 -1.3 -5.6 -1.7
Soybeans -0.2 0.4 0.2 0.2 1.8 -1.0 2.4 -2.4 2.5 -3.1
Sugar 0.4 2.1 0.2 3.1 -0.7 45 -2.2 45 -3.9 3.0
C Wheat 0.2 0.5 0.6 -0.3 2.7 -6.5 3.8 -14.4 4.0 -19.4

Notes. Spillover indexes for all other selected horizons of H=10, 21, 63, 126 and 252 days. Results for H=63 days are equal to the output in Table 3.5 and only presented for
comparison purposes. Panel B presents net connectedness measures and shows which asset is the volatility receiver/ transmitter. If the figure is negative respective commodity is the
volatility transmitter and if positive commodity is the receiver.



However, if markets are somewhat connected; increasing horizon would mean more
linkage within asset classes leading to higher connectedness. Hence, results imply
that commodity and stock markets were largely segregated before the inflow of
financial institutions in commodity market. However, as such investors enter into
commodity market; they make these commodities integrated with the core equity
market. Also, for all horizons, net connectedness (Panel B) display similar results
with sign change and increasing absolute values following the financialization. Gross

spillover amounts for other horizons are available in Appendix Table A.3
2.5.3.2 Volatility transmission based on breakpoint tests

We also run our results with the statistical breakpoint test of Bai and Perron (2003)
to locate the beginning of financialization. Since earlier findings on financialization
depicts commodity behavior changed somewhere between 2004 and 2008; we also
rely on statistical tests to determine exact threshold. Breakpoint test results are
reported in Table 3.3 and since breakpoints display similar dates around Global
Financial Crisis we take the Lehman crash date as the breakpoint (Adams & Gluck,
2015). Results are again available for other horizons (H=10, 21, 63, 126 and 252
trading days) but we anchor our results on 63 trading days. We employ same
commodities; however lean hogs and orange juice do not display an integrated
structure (see Figure 3.2) and thus Bai and Perron (2003) test do not find any

structural breakpoint. Though, we still include these commodities in our analysis.

Basically we run Diebold and Yilmaz (2012) methodology for all commodities
before and after financialization, again; though we set the threshold date to be 15
September 2008. Results are reported in Table 3.7 for the anchor horizon of 63 days
and for all other horizons in Appendix Table A.4. Findings imply similar results with
the year 2004. Still (1) spillover indexes increase following the financialization at all
horizons for almost all commodities (2) spillovers from commodity to stock market
and vice versa surge after the year 2008. However the increase from stock market to
commodity market compared to from commodity to stock market is more

pronounced supporting Basak and Pavlova’s (2016) argument.
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Table 2.7 — Volatility spillover tests based on Bai and Perron (2003) multiple breakpoint test

Spillover Index

Spillover from Equity
to Commodity

Spillover from
Commodity to Equity

Net Connectedness

Pre- Post- Pre-Fin.  Post-Fin. | Pre-Fin.  Post-Fin. Pre- Post-Fin.
Fin. Fin. Fin.
Biofuel 0.3% 6.1% 0.50 7.28 0.09 4,92 0.41 2.36
Crude Qil 1.8% 18.2% 2.30 21.97 1.20 14.50 1.10 7.47
Gas Qil 1.7% 10.6% 231 15.45 1.09 5.68 1.22 9.77
Energy Heating Oil 0.6% 14.1% 1.09 20.22 0.13 7.88 0.96 12.34
Natural Gas 0.7% 1.8% 1.36 3.15 0.10 0.46 1.26 2.69
Petroleum 1.3% 17.3% 1.85 21.98 0.78 12.54 1.07 9.44
Unleaded Gas 0.6% 15.5% 0.72 19.19 0.44 11.90 0.28 7.29
Aluminum 1.2% 17.0% 0.43 25.87 1.89 8.04 -1.46 17.83
industrial Copper 1.4% 26.2% 0.74 37.63 2.08 14.69 -1.34 22.94
Metals Lead 0.5% 14.9% 0.21 22.20 0.78 7.66 -0.57 14.54
Nickel 0.8% 21.4% 0.22 29.00 1.31 13.70 -1.09 15.30
Zinc 1.0% 14.9% 143 23.61 0.59 6.15 0.84 17.46
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Table 2.7 — Volatility spillover tests based on Bai and Perron (2003) multiple breakpoint test (cont’d)

Spillover Index

Spillover from Equity

Spillover from

Net Connectedness

to Commodity Commodity to Equity
Pre-Fin. Post-Fin. Pre-Fin. Post-Fin. | Pre-Fin. Post-Fin. Pre-Fin. Post-Fin.

oroct Gold 0.9% 145% 0.95 21.50 082 7.49 013 14.01
Megtgllf Silver 1.7% 12.4% 0.62 11.64 2.85 13.25 2.23 161
Platinum 1.5% 20.3% 2.60 27.47 0.47 13.03 213 14.44

Cocoa 25% 7.8% 3.86 14.15 123 1.39 2.63 12.76

Coffee 0.6% 1.0% 121 1.27 0.06 0.81 1.15 0.46

Comn 0.5% 6.3% 0.78 2.98 0.19 9.60 0.59 -6.62

Adricutture | COtEON 0.3% 3.5% 0.28 2.04 0.26 4.90 0.02 -2.86
g 'ar? y U | Lean Hogs 3.4% 2.3% 4.40 2.14 231 2.39 2.09 -0.25
Livestock | Live Cattle 0.6% 6.3% 0.26 6.79 0.93 5.77 -0.67 1.02
Orange juice 0.5% 0.1% 0.33 0.18 0.75 0.10 -0.42 0.08

Soybeans 0.4% 4.9% 0.74 3.88 0.08 6.00 0.66 212

Sugar 1.3% 1.9% 2.30 2.96 0.34 0.80 1.96 2.16

Wheat 0.6% 5.5% 1.05 1.07 0.09 9.92 0.96 -8.85

Notes. Volatility spillover outputs for all commodities at H=63 days based on the financialization breakpoint date 15 September 2008. First two columns represent spillover indexes
which show the portion of spillovers in forecast error variances of stocks and selected commodities, on average. The last two columns represent connectedness and shows which asset
is the volatility receiver/ transmitter. If the figure is negative respective commodity is the volatility transmitter and if positive commodity is the receiver
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Table 2.8 — Robustness tests

Spillover Index

Spillover from Equity

Spillover from

Net Connectedness

to Commodity Commodity to Equity
1997- 2004- 2009- | 1997- 2004- 2009- [ 1997- 2004- 2009- | 1997- 2004- 2009-
2004 2009 2016 | 2004 2009 2016 | 2004 2009 2016 | 2004 2009 2016
Biofuel 2.0% 7.5% 9.5% 0.3 115 114 3.7 3.6 7.5 -3.4 8.0 3.9
Crude Oil 09% 14.1% 11.6% 1.3 18.3 16.7 0.4 9.9 6.5 0.9 8.4 10.2
Gas Qil 2.8% 9.3% 8.4% 2.6 15.4 15.3 3.1 3.2 15 -0.5 12.2 13.8
Energy Heating Oil 20% 74% 51% 3.8 9.9 6.9 0.3 4.8 3.3 35 5.1 3.7
Natural Gas 22% 03% 0.7% 3.9 0.5 0.9 0.5 0.0 0.5 34 0.5 0.4
Petroleum 1.1% 13.2% 10.4% 1.6 171 14.2 0.6 9.4 6.7 1.0 1.7 7.5
Unleaded Gas 05% 8.0% 6.6% 0.8 8.9 8.1 0.3 7.2 5.1 0.5 1.6 3.0
Aluminum 1.7% 1.7% 5.5% 0.3 12.4 10.0 3.1 3.0 1.0 -2.7 9.4 9.0
Industrial Copper 21% 11.5% 8.6% 1.0 204 16.6 3.3 2.6 0.7 -2.4 17.8 159
Metals Lead 35% 14.1% 13.0% 0.7 13.8 11.8 6.3 145 14.2 -5.6 -0.7 -2.4
Nickel 2.0% 8.4% 5.7% 3.6 11.2 9.4 0.5 5.6 1.9 3.1 5.6 7.5
Zinc 16% 6.9% 4.5% 2.6 9.8 5.7 0.7 4.0 34 1.9 5.8 2.3
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Table 2.8 — Robustness tests (cont’d)

Spillover Index

Spillover from Equity
to Commodity

Spillover from
Commodity to Equity

Net Connectedness

1997- 2004-  2009- | 1997- 2004- 2009- | 1997- 2004- 2009- [ 1997- 2004- 2009-
2004 2009 2016 | 2004 2009 2016 [ 2004 2009 2016 | 2004 2009 2016
Precious Gol(_i 1.0% 10.8% 12.2% | 0.3 16.8 18.8 1.7 49 55 -1.4 119 133
M etals Platinum 03% 121% 104% | 04 13.7 12.9 0.2 10.6 8.0 0.2 3.2 4.9
Silver 15% 84% 82% 0.6 15.5 16.0 2.5 1.3 0.4 -1.9 142 156
Cocoa 16% 79% 6.6% 11 15.7 131 2.2 0.1 0.1 -1.2 157 129
Coffee 08% 11% 0.7% 0.1 0.4 0.3 15 1.8 1.2 -14 -14 -0.9
Corn 06% 7.0% 6.5% 0.7 9.5 7.6 0.4 4.5 54 0.4 5.0 2.2
Agriculture Cotton 05% 54% 104% | 0.1 10.1 19.3 0.8 0.7 15 -0.6 9.4 17.8
and L_ean Hogs 1.4% 48% 6.7% 0.6 8.8 12.7 2.3 0.9 0.8 -1.6 7.9 11.9
Livestock Live Cattle 15% 42% 4.3% 2.7 7.7 8.2 0.3 0.7 0.4 2.5 7.0 7.8
0oJ 19% 41% 6.7% 0.2 1.4 24 3.7 6.8 10.9 -35 -5.4 -8.5
Soybeans 15% 52% 6.8% 24 6.5 8.1 0.6 3.9 55 1.8 2.6 2.6
Sugar 0.7% 25% 4.2% 0.4 4.7 8.1 11 0.3 0.2 -0.7 44 7.8
Wheat 18% 9.4% 112% | 3.1 13.1 14.6 0.4 5.7 7.9 2.7 7.3 6.8

Notes. Volatility spillover outputs for all commodities at H=63 days of three periods; 1 January 1997 — 31 December 2003; 1 January 2004 — 30 June 2009; 1 July 2009 — 6 June

2016.




Hence, we can conclude that commodities are prone to outside shocks and they are
not disintegrated from financial markets. (3) Sign of net connectedness change with
the financialization, showing institutional investors had an impact on the linkage
between commodity and stock markets. Since these investors invest both in stocks
and commodities, make commodities susceptible to outside shocks. Similar findings
with different threshold year tell us that financialization has started around some

time after year 2004 and is not a temporary phenomenon.
2.5.3.3 Robustness test

Some scholars (e.g. Bhardwaj et al., 2015) argue interconnectedness between
commodity and financial markets have increased due to common business cycle
factors and are temporary. As a robustness test for this argument, we divide our data
into three episodes as follows January 1997 — December 2003, January 2004 — June
2009 and July 2009 and June 2016. We basically divide post-financialization episode

in Table 2.5 into two as crisis and post-crisis periods.

2.6 Conclusion

The noteworthy influx of institutional investors in commodity market led researchers
to check the impact of such investors on commodity market prices (e.g. Singleton,
2013), volatilities (e.g. Irwin & Sanders, 2012) and connectedness of commodities
with traditional financial assets (e.g. Buyuksahin & Robe, 2014). Especially the third
strand is of utmost importance, since assets proposing protection against severe
losses during high uncertainty episodes would also enhance stability and resiliency
of the financial system (Baur & Lucey, 2009). In their seminal paper, Gorton and
Rouwenhorst (2006) show that commodities are good inflation hedges and have low

correlation with stocks and bonds.

Following Gorton and Rouwenhorst’s (2006) paper mstitutional investors’ nterest
on commodities increased significantly. lrwin and Sanders (2011) show commodity
investments raise almost 15-folds from 2003 to 2009. This led such investors to
consider commodities as investment tools just like stocks; a phenomenon referred as
financialization of commodities (Cheng & Xiong, 2013). Basak and Paviova (2016)
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contend that financialization increases interconnectedness of stock markets with
commodities and also makes commodities susceptible to shocks from financial
markets. At similar times, researchers also depict that co-movements of stocks with
commodities increased around 2008, but later it partially decreased back to pre-crisis
levels. Following the decrease in commodity prices and co-movements with stocks, a
group of researchers argue financialization of commodities is not a valid hypothesis.
They maintain the idea that commodity market fundamentals are mainly shaped
through traditional demand and supply and the temporary increase in connectedness
between financial and commodity markets is explainable through business cycle
effects. However, Diebold and Yilmaz (2015) state that business cycle risk is shared
only via connected markets; therefore if business cycle argument is valid this means
commodity and traditional financial asset markets have become integrated, in the
first place. Accordingly, we examine interconnectedness of stock and commodity

markets through volatility transmission mechanism.

Barberis and Shleifer (2003) note that investors have constraints on assessing every
asset in every country and hence they create investment styles at positions, where
they feel knowledgeable and comfortable. Therefore, if institutional investors
perceive commodities as an investment style; consistent trading in stock and

commodity markets would make both markets to prone to shocks in each other.

We utilize statistical methods to locate financialization episode, but also arbitrarily
select other years based on evidences from previous findings. Note that results are
robust to both selection approaches. We employ Diebold and Yilmaz (2012) method
which depicts not only the direction of spillover but also the change in amount of

spillover in constrast to GARCH-type methods.

Our findings show that spillover index for each pair of 25 commodities with S&P500
significantly increases after financialization. Furthermore the transmission of
volatility is higher both from financial to commodity and from commodity to
financial markets during post-financialization. However, we find that commodities
were the net transmitter of volatility before the influx of institutional investors in
commodity markets. Though, after rising dominant presence of such investors,

commodities become net receivers making them highly susceptible to outside
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shocks. We find that only natural gas and orange juice are not financialized, of which
former is a very poor-performer against other energy commodities since 2007. Basak
and Pavilova (2016) argue poor performers would be less financialized, since
institutions are benchmarked against index and thus would not invest in poor
performers. Orange juice, on the other hand, is not an index-member commodity and

thus do not pull institutional investor interest, at all.

We also find a slight increase in spillover index as H increases during pre-
financialization episode. However, following the dominant presence of financial
investors, the spillover index rises very significantly with the horizon days.
Therefore, we argue that horizon increase in and of itself would not artificially
increase connectedness, but for integrated markets at long horizon diversification

benefits vanish even at a higher rate.

As aresult, we find that stabilizing role of commodities’ on financial system is
highly questionable. Therefore, one should be careful whilst investing in
commodities and should bear in mind that diversification opportunities by
commodities are not granted any more. If one definitely would like to include
commodities in his portfolio, should be closely following financial markets as well

as actions by institutional investors.
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CHAPTER 3

IS FOOD FINANCIALIZED? YES; BUT ONLY WHEN LIQUIDITY
IS ABUNDANT

3.1 Introduction

“The securities might be unrelated, but the same investors owned them...and when
armies of financial soldiers were involved in the same securities, borders shrank. The

very concept of safety through diversification would merit rethinking.”

Roger Lowenstein, 2000

“But if this 70 percent level of correlation is here to stay, such guiding philosophies
might need to be revised. The “new normal” for global asset prices might be

contagion — good and bad.”
Financial Times, 2015

Participants of commodity derivatives market have changed structurally after 2000s.
Previously, there were mainly hedgers and speculators”. However, in the last decade
we have observed another group become a significantly big player in the commodity
derivatives market (CFTC, 2008), which are commodity index traders (CIT). These
investors replicate the performance of indices such as S&P GSCI through investing
in individual commodities and benefit from the increase in commodity prices. Since
financial institutions do not care much about commodity market fundamentals, but
are rather more concerned about the financial return, major policy-makers argue that
they distort commodity market characteristics (de Schutter, 2010). This indicates

increasing participation of financial institutions on commodity futures market and

" The former group constitutes firms, which have close commodity -based businessesand are able to
hedge their commodity risk through shorting in futures market. The second group, speculators, on the
other hand, earn positive premium for providing insurance to commodity producers via longing in the
market (Keynes, 1930).
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especially agricultural commodities should be approached carefully. The particular
importance of agricultural commodity lies in its direct impact on household
consumption, since food consumption constitutes 58.3% of the household
expenditure globally as of 2014 (World Bank, 2014) and this rate even reaches to
80% for the poorest set of countries (de Schutter, 2010).

Other than the participants in the derivatives market, market characteristics have also
changed fundamentally in the last decade. Trading volume, futures commodity
prices, and volatilities have all increased recognizably. The trading volume of over-
the-counter transactions for commodities augmented from USD 1.5 trillion in
December 2004 to USD 13.2 trillion in June 2008 (BIS Statistics, 2015).

600
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400 |

300 4

200 4

100

Figure 3.1 — Commodity Research Bureau index

Notes. Commodity research Bureau index total return graph. Grey shaded areas represent recession
periods as determined by NBER.

Likewise, the increase in commodity index investments was reported to increase
from USD 15 billion by the year-end of 2003 to USD 200 billion in June 2008
(CFTC, 2008). Parallel upsurge in the participation of financial investors on
commodity futures market as well as in the commodity prices created a concern for
policy-makers. Several think financial institutions are the culprit in the increase of
commodity prices (e.g. Masters, 2008; Singleton, 2013; Soros, 2008a, 2008b),
whereas some others argue that the historically high levels of emerging market
demand pushed prices further (e.g., Hamilton, 2009; Krugman, 2008). One can
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observe the abnormal increase in commodity prices through The Commodity

Research Bureau Index in Figure 3.1.

At similar times, researchers also reported historically high correlation levels
between equity and commodity markets (e.g., Buyuksahin & Robe, 2014;
Silvennoinen & Thorp, 2013), taking the financialization phenomenon one step
further. Figure 2.2 presents time-varying correlations of S&PGSCI Total Index-
S&P500 and S&P GSCI Agriculture Index-S&P500, respectively. As one can note
co-movements have long been around zero level with temporary increases, though,
by the end of Global Financial Crisis, co-movement reached to 0.54 and 0.34 for
each index, respectively and the increase has been long-lasting. Since co-movement
is the keystone of portfolio allocations, diversification advantages might have been
swept away just because armies of financial soldiers invested in the same assets and
demolished the borders, as Lowenstein (2000) argues. This process is commonly
referred to as the financialization of commodities, where excessive co-movement
between commodity and equity markets is observed due to increasing participation

of financial investors in commodities.

SPGSCI Agriculture Total Return Index- S&P500 SPGSCI Total Return Index- S&P500
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92 94 96 98 00 02 04 06 08 10 12 14 92 94 96 98 00 02 04 06 08 10 12 14

Figure 3.2 — S&P GSCI Total return and S&P GSCI Agriculture index time-varying
correlations with S&P500

Notes. Time varying correlations of S&P GSCI aggregated and S&P GSCI Agricultural index with
S&P500. We calculate correlations through Asymmetric Dynamic Conditional Correlations method
from GARCH family. Grey shaded areas represent recession periods as determined by NBER.
Bearing all these background information in mind, the aim of our essay is to examine
whether commodity index trader positions help in explaining the correlation increase
between agricultural commodities and equities starting around 2008. The visual

interpretation of Figure 3.2 shows that the co-movement has stayed at soaring levels
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until 2013, but then displayed a decrease. Even though the decrease is a severe
evidence for the opponents of financialization, we aim to investigate if the co-
movement would have been even lower along the absence of financialization.
Therefore, the return of the correlation back to historical levels is not a counter-
argument of financialization, given that the dynamics of the global economy have
completely changed after the Global Financial Crisis (GFC) in 2008.

We examine agricultural commodities mainly for two reasons. First of all, results
based on the aggregated level indices such as S&P GSCI (e.g., Buyuksahin & Robe,
2014) could overshadow the behavior of each sub-group of commodities.
Furthermore, financialization of energy commodities has been debated relatively
more frequently (e.g. Fattouh et al., 2013; Singleton, 2014), whereas agricultural
commodities have drawn less interest. Among others, some studies including
agricultural commodities can be listed as Silvennoinen and Thorp (2013), Aulerich,
Irwin, and Garcia (2013), Alquist and Coibion (2014), Bhardwaj, Gorton, and
Rouwenhorst (2013), and Brooks, Prokopczuk, and Wu (2015). However, none of
these studies examine particularly agricultural commodities, but instead they
examine all sub-groups of commodities. This gives rise to the analysis being more
general rather than focusing on each and every commodity particularly. Moreover,
among these papers, very few investigate co-movement (e.g., Bhardwaj, Gorton, &
Rouwenhorst, 2013). As of our knowledge, papers which focus solely on agricultural
commodities and examine co-movement are only by Lehecka (2014), Janzen, Carter,
Smith, and Adjemian (2014), and Bruno, Buyuksahin, and Robe (2016). Since
agricultural commodities are of critical importance in household consumption and
have incomparable impact on the poor (Myers, 2006), we aim to focus on this

commodity group and fill the gap in the literature.

Secondly, the availability of CIT positions is limited to agricultural commodities.
Due to data limitations, majority of researchers employ swap dealers positions as
proxies for CITs and analyze all 22 commodities reported by the CFTC, including
copper, gold, oil, etc. Onthe other hand, Irwin and Sanders (2012) and Cheng et al.
(2014) state that swap dealers positions are prone to severe errors if used as
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substitutes of CIT positions. Thus, we employ CIT positions directly provided by the

CFTC and this is the most robust data available.

Even though commodity futures have been traded for over a century, it is a relatively
untouched area in finance and hence we believe our findings would show the

connectedness between financial and commodity markets in a detailed manner.

The theoretical background for our research question is by Basak and Paviova
(2016); who argues co-movement between equity and commodity bolsters with
financialization.

Following the studies by Silvennoinen and Thorp (2013), Irwin, Sanders and Merrin
(2009) and Aulerich etal. (2010, 2013), we employ net long positions of index
traders on each agricultural and livestock commodity, which is calculated via
subtracting short contracts from long contracts. Moreover, Basak and Paviova (2016)
indicate that co-movements would also be higher when the relative size of
institutions increases. The authors propose the relative size of institutions to be the
percent of total open interest held by the CITs. Therefore, we also include another
measure, which is basically the normalized net long position of CITs for each

agricultural commodity.

We employ quantile regression to investigate the role of CIT positions on time-
varying links between each agricultural commodity and equity. Quantile regression
(QR) is advantageous over ordinary least squares method, since the latter method
relies on the average distribution for each independent variable. Onthe other hand,
QR calculates one regression curve for each selected percentile of distribution,
leading to a more complete picture of the relationship between the dependent and
independent variables (Koenker, 2005). Hence, we can comment on whether the
explanatory power of CIT positions on correlation levels changes differently at low/
high correlation states. Dynamic correlations are computed via the Asymmetric
Dynamic Conditional Correlation (ADCC) method from the GARCH family. The
time frame for the quantile regression is between 3 January 2006 and 22 February
2016 and the frequency is weekly. To disentangle the impact of financialization to

the extent possible, we control for all variables which arguably impact co-
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movements such as the business cycle effect (Bhardwaj et al. 2015), the emerging
market demand (Krugman, 2008), worldwide real economic activity (Krugman,
2008), the US dollar index (Tang & Xong, 2012), CBOE Volatility Index (VIX)
(Cheng et al., 2014), the TED spread (Buyuksahin & Robe, 2015) and the GFC.

On the other hand, financialization might be dependent upon other market
characteristics, since trading motives of CITs are contingent on financial
environment. Cheng, Kirilenko and Xiong (2014) state CITs have a role to meet
hedging needs of hedgers via taking long position; but also they might reduce their
long position to hedge their own positions under certain conditions. Hence, the
linkage between commodity and equity markets might get broken at specific
episodes. Especially liquidity is critical since institutions might prefer to go back to
their circle of competence under scarce liquidity. Since CITs are the major tool to
invest in the commodity market (Brunetti & Reiffen, 2014), if they disappear during
liquidity crunches, correlations could actually decrease. Hence, we also check how
co-movements change with changing liquidity environment and whether the
explanatory power of CIT positions decreases during liquidity crunches. Our

findings contribute to the newly building financialization literature.

Estimation results indicate that CIT net long positions have a significant and positive
impact on co-movement for eight of 11 commodities’. Therefore, we find that most
of the agricultural commodities have been financialized in the last decade and have
become another core investment market. Basak and Paviova (2016) state that index
traders invest more in the commodities which perform at least as good as the S&P
GSCI index. When we investigate the remaining three commodities, we observe that
these commodities have been relatively poor performers compared to the other eight.
Moreover, when we examine the high and low correlation states separately, we see
that the positive impact of CIT positions on co-movements is greater at high

correlation states. Thus, the co-movements get even stronger when CITs increase

V' We exclude lean hogs from our analysis since it presents disintegrated co-movement behavior with
respect to US stocks. Hence none of the coefficients at quantile regression are significant, though
results are available upon request.
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their net long position, whilst correlations have already been at historically high

levels.

Furthermore, we find that liquidity is critical for the financialization phenomenon of
agricultural commodities. We proxy liquidity constraints in the market via the TED
spread (the difference between interbank loans and 3-month T-bill rates) and employ
an interaction term of the TED spread with CIT positions to understand how the
behavior of CITs change with altering liquidity environment. Our estimations
indicate that during liquidity crunches, CITs exit from the market and they exit even
on higher rates if co-movements are already at high levels. Hence, the linkage
between agricultural commodities and stocks are actually quite fragile and dependent
upon the liquidity in the market. Thus, financialization seems to be a valid
phenomenon, but it is particularly observed at high liquidity periods. This result also
explains the drastic decrease in co-movements during the GFC, as we have depicted
in Figure 2.2. Therefore, we argue financialization phenomenon is highly dependent
upon the liquidity availability.

We also document that the world-business cycle component significantly and
positively affects all co-movements. Even though several previous studies argue that
business cycle is the pushing factor for co-movements, as of our knowledge our
paper is the first to include this factor in a statistical model. Therefore, as Bhardwaj
and Dunsby (2013) argue, commodity and equity correlations are higher during weak
economic episodes. On the other hand, we still observe that the coefficient for
financialization is positive and significant after controlling for the business cycle.
Therefore, our results imply that both financialization and business cycle arguments
are valid and contribute to the increase in the correlations starting around 2008.
Moreover, we find that a weak US dollar and higher VIX consistently bolster the

correlation levels for all pairs.

In the next section we discuss the literature on the co-movement of commodities and
financial assets. Then, Section 3.3 and 3.4 elaborate the methodology and describe
the data, respectively. Section 3.5 presents our results both on time-varying linkages

and quantile regressions and lastly Section 3.6 concludes the research.

80



3.2 Literature Review

Our paper is mainly related to two strands of finance literature, first one examines
whether who trades matters for asset pricing and second one investigates the linkage
between commodity market fundamentals (prices, volatilities and correlations) and
institutional investor presence in this market. Even though commodity futures have
been traded for over a century, it is a relatively untouched area in finance and thus

literature especially on the second arm is not abundant.

The first strand of literature investigates the impact of investor composition on asset
pricing. Theoretical studies examining how trades of financial institutions affect
asset prices are scarce (Basak & Pavlova, 2013) and even scarcer for commodities.
Haldane (2014) indicates that assets under management were around 50% of US
GDP in 1946 and reached up to 240% of US GDP by 2013. Thus, it is of no surprise
that the finance literature started to build up on individual investor sentiment issues.
On the other hand, if institutional investors are holding such a substantial amount
these days, they should have an impact on asset fundamentals (Basak & Pavlova,
2013). Theoretical studies show that less-constrained traders, which are institutional
investors in our case, should reduce mispricing (Basak & Croitoru, 2006; Rahi &
Zigrand, 2009). Moreover, Kyle and Xiong (2001) argue simultaneous holding of
assets could make those assets susceptible to common factors, causing them move
concurrently. Similarly, Barberis and Shelifer (2003) indicate investors do not invest

in individual assets but rather in styles and asset categories.

Barberis and Shleifer (2003) argue that investors have limited capacity to assess and
analyze each and every asset on earth and hence these investors create investment
styles to make decisions easier. An investment style can be any group of stocks,
funds or assets and leads to easier investment decisions and simpler performance
comparisons. Later, Barberis et al. (2005) show there is extreme co-movement of
stocks from same index or any other visible category and this is referred as asset-
class effect. Wahal and Yavuz (2013) test whether commodities have become an

investment style, next to traditional financial assets. The major empirical implication
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would be that if commodities have become another core investment opportunity,
stocks and commodities should comove for a longer period of time. Since co-
movement can be generated with common shocks and thus could be temporary,
investment style generated co-movements are long-lasting. Actually their results
imply that co-movement for these two asset groups has been long-lived in the last
decade and hence commodities have become an investment style for institutional
investors. Thus, if investors regard commodities as another asset class, commodities

would be more correlated with equities compared to historical levels.

Our findings contribute to the debate via showing that CIT positions can be used to
explain the equity-agricultural commodity co-movement and also the joint
distribution of commodity and equity returns for most of the agricultural
commodities. This result depicts that CITs link the seemingly unrelated equity and
agricultural commodity markets since financial institutions consider commodities as

an investment style.

Most importantly our paper contributes to the newly building financialization
literature. Even though the increase in the correlations is a fact, a consensus on the
underlying reason for the increase has not been reached yet. After seminal paper by
Gorton and Rouwenhorst (2006), several investors took diversification benefits of
commodities against traditional financial assets granted. However, after increasing
presence of institutional investors in commodity futures market, this benefit might

have vanished.

Theoretical background on financialization is very scarce and to the best of our
knowledge Basak and Paviova (2016) is the first to study the impact of financial
institution transactions on commodity fundamentals”'. They argue that institutional
investors generally have an investment mandate and performance is benchmarked
against this mandate. Since capital inflow to funds is highly dependent upon
performance, management strives to align with such benchmarks. Hence, Basak and
Paviova (2016) theoretically show that the expected level of the index becomes a

VI For further information on Basak and Pavlova (2016), please refer to Section 1.2.1.
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common factor affecting both equities and commodities, and therefore this common
factor strengthens the co-movement. The authors also show that the marginal utility
of institutional investors is dependent upon the index level. Hence, commodities
which are doing at least as well as the index are expected to be more financialized

compared to the poor performing commodities.

Empirical findings supporting Basak and Paviova’s (2016) model show that behavior
of commodities changed somewhere around 2004 (e.g., Tang & Xiong, 2012) and
2008 (Adams & Gluck, 2015). They argue increasing participation of financial
investors in commodity futures markets led investors to consider commodities a
financial asset rather than a real asset (Vivian & Wohar, 2012). Therefore,
commodities have become more correlated with traditional financial assets such as

stocks and bonds.

Tang and Xiong (2012) state commodities from different sub-groups such as metals,
agriculture or energy were segmented before financialization. Following the higher
presence of institutional investors, these commodity markets have integrated and
became more correlated, by 2004. Furthermore, authors state enormous fund inflow
to commodity market has also integrated traditional finance market with
commodities. Furthermore, before financialization correlations of off-index and
index member commodities were almost similar, though, after financialization index
member commodities display much higher correlations compared to their off-index
counterparts. Later, Bonato and Taschini (2015) and Nicola et al (2016) support

Tang and Xiong’s (2012) findings on co-movement of commodities.

Silvennoinen and Thorp (2013) particularly investigate dynamic correlation between
24 commodities and US, UK, German, French and Japanese equities and US bonds.
Results indicate that strong investor interest suddenly strengthened the linkage
between financial and commodity markets. Similar finding on dynamic correlation is
also evidenced by Chong and Miffre (2010).

Buyuksahin and Robe (2014) nvestigate the prediction ability of speculators’
positions on co-movement between equity and commodity indices. They employ

dynamic conditional correlation methodology first, and then examine how hedge
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fund traders and index traders’ positions predict such correlation. They find hedge
fund traders’ positions, financial stress and macroeconomic fundamentals have
strong predictive power on the co-movement. Though, they do not find any

predictive ability of index trader positions on equity-commodity correlation.

Later, a group of scholars mainly study how different time episodes affect the
connection between commodity and financial markets. Martin-Barragan et al. (2015)
investigate the impact of oil shocks and stock market crashes on equity-commodity
co-movement. They find the correlation is around zero at relatively calm periods,
though oil shocks decrease the correlation further whereas stock market crashes
structurally shift to positive levels. Cheung and Miu (2010) show commodities
provide diversification benefit to traditional assets in the long run, though not at
highly commodity-dependent economies such as Canada. Moreover, Choudry et al.
(2015) show gold investment during financially stable periods could help

diversification, but not during financial stress episodes.

Yet, a large literature shows that the co-movement is driven by business cycle factors
(Alquist & Coibion, 2014; Bhardwaj & Dunsby, 2013; Bhardwaj et al., 2015) and is
basically due to global economic weakness (Bhardwaj & Dunsby, 2013). Similarly,
Alquist and Coibion (2014) indicate co-movements occur especially when markets
are prone to similar macroeconomic fundamentals and one can argue growing
emerging market demand is one of these potential macroeconomic developments.
Therefore, the business cycle argument constitutes essential changes in the global
economy including the GFC and the increase in emerging market demand
experienced around the 2000s. Likewise, Bhardwaj and Dunsby (2013), state
business cycle component has higher impact on stock-commodity correlations during
economic contraction periods. They argue financialization argument is not
convincing, since similar high correlation levels have been experienced before 1980,
as well. Likewise Bhardwaj et al (2015) contend business cycle component is the
major factor to explain increasing co-movement in late 2000s. Onthe other hand,
Bhardwaj and Dunsby (2013) find that business cycle explains the co-movement of

industrial commodities with stocks, but explanation power for the agricultural
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commodities-stocks correlations is much less. This finding is crucial, since previous

findings might have been driven largely by energy and metals group commodities.

Buyuksahin, Haigh & Robe (2010) state the co-movement between commodities and
equities are dynamic in nature and the increase is temporary. They conclude
commodities provide a good diversification tool, though, not during financial stress
periods. Similarly, Wan and Kao (2013) examine particularly the interaction between
financial markets and crude oil market. They show that the ability of crude oil on
hedging is only available during normal financial stress levels at National Financial
Conditions Index (NFCI) by Chicago Fed.

Bruno et al (2015) study agricultural commodities-equity co-movement via structural
VAR model. They employ data for the period between 1995 and 2015 and results
depict that business cycle factors have highest impact on co-movement, but

speculative positions are not statistically significant.

However, Bruno etal. (2016) contends that wholly disintegrated markets would not
experience strong business cycle factors, since each market would have its own risks.
Therefore, the authors state that for the business cycle factor to be significant, they
should have been integrated anyways. Similarly Diebold and Yilmaz (2015) contend
that business cycle risk is valid only for connected markets and disconnected risks

can only be diversified.

To sum up, literature has not concluded whether correlation increases are attributable
to financialization or business cycle effects. On the other hand, Basak and Paviova
(2016) contend that under presence of financial institutions, correlations would
increase even for seemingly unrelated index member commodities. Hence, authors
rely on asset-class effect indicating a paradigm shift is on the table. Given other
arguments in the literature, I will test whether their model is valid after a
satisfactorily enough period of time passes following Great Recession. Because,
transitory effects could signal like they are permanent, when a short time frame is
considered. Given US economy shows recovery signals and already 7 years of data
has accumulated after Great Recession; I will test Basak and Pavlova’s model

through testing the impact of commodity index trader positions on dynamic
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correlations. | would also control for other possible effects mentioned in the
literature, such as risk appetite of financial investors, downside risk in the economy,

business cycle and financial crises.

Before getting into the model, firstly we will elaborate methodologies we utilize and

then move to dataset and variables.

3.3 Methodology

In this section, we mainly elucidate our methodology in examining the explanatory
power of CIT positions on agricultural commodity-equity co-movements. Our
analysis has two steps; in the first step we compute time-varying co-movements
between each agricultural commodity and stocks. Next, we regress these dynamic
correlations on CIT net long positions and a vector of selected control variables,

which have been found to have significant impact on co-movements.

3.3.1 Quantifying time varying correlations — Asymmetric Dynamic
Conditional Correlation (ADCC)

To examine co-movement dynamics of each agricultural commodity with the equity,
we follow asymmetric dynamic conditional correlation method (ADCC) from
GARCH family. ADCC method (Cappiello et al, 2006) is an extension of dynamic
conditional correlation method of GARCH family introduced by Engle (2002).
Please bear in mind that ADCC method is superior over unconditional correlation
methods such as rolling correlations since these earlier methods do not provide

robust results to volatility changes (Forbes & Rigobon, 2002).
The method could be elaborated as follows:

Let r, a conditionally normal asset returns vector with a size of kx1. Returns vector
include the average and error terms, denoted by p and e, respectively. The ADCC

model includes the covariance matrix H,, which can be broken down as follows:

H, = D,R,D, (3.1)
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D, 1s the kxk diagonal matrix which includes time-varying standard deviations as

\/ hye- These standard deviations are gathered from the estimation process of

univariate GARCH (1,1) process as described below:
h, =a+be*,_, +ch,_, (3.2)

Furthermore, R, is the conditional correlation matrix which is

R, = (diag Qt)_i* Q, * (diag Q,)~/? (3.3)

where diag Q, is the diagonal matrix of Q,, and Q, is a sequence of covariance

matrices of &,.

EGARCH models are found to be more suitable for financial analysis due to the
leverage effect (Soytas and Oran, 2011) therefore we employ EGARCH models.

Estimation of the DCC model is a two-stage method. In the first stage, univariate
EGARCH models are estimated for both S&P500 and each agricultural commodity

returns;

log(h,) = a+ b&_;+clog(h,_;) + d Is‘t_l —\El (3.4)

The second step is computing standardized residuals:

f= & (35)

which helps to compute the correlation in the DCC model as follows:
Q=0—-a-pR+ag &'+ B0, (3.6)

However, we would like to include the asymmetric impact and therefore

standardized negative residuals are defined as;

_ _ (& ifandonlyif <0
7. = {

A (3.7)

So the ADCC is given by the following equation;
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Q=0-a-PR-yS+ag_ & +VV_ Vg + B0, (3.8)

R, = (diag Q)77 * Q, * (diag Q)" (3.9)
where R = E[¢,&’,]and S = E[v,v',]

Q, should be positive definite and therefore following constraint should be met;
a+b+0y<1 (3.10)
where § = maximum eigenvalue [R"Y2SR~%/2].

If 6 is the parameter in D, and R,; the log-likelihood is as follows:

W (3.11)
L(6) = —EZ(n log(27) + 2log|D,| + ¢',D~1,D~,¢,)

t=1
T

1 _ _
3 (logl(R)I+ &' . R7" & — €',&)
t=1
Here T and n are number of series, which is 2 in our case, since we estimate
dynamic correlation between each agricultural commodity with S&P500. As a result,

we calculate Rho which is the off-diagonal element of R,.

After obtaining these dynamic correlations we regress them on a set of variables

through utilizing quantile regression.

3.3.2 Quantile Regression

Quantile regression method basically minimizes weighted least absolute deviations
for user-defined percentiles (Koenker & Hallock, 2001). However, in traditional
OLS regression, sum of squared deviations are minimized and it explains mean value
of the dependent variable. On the other hand, in some cases dependent variable could
have different figures based on the value of the independent variable. Hence,
quantile regression provides the researcher to interpret the impact of each percentile
of independent variable on dependent variable, separately. So basically, quantile
regression allows us to capture the heterogeneity in the effects (Ma & Pohlman,

2008). Furthermore, estimates are still robust even under outlier presence or
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heteroskedasticity (Kuo & Yu, 2013). Given quantile regression puts no assumption
on the distribution of data, is highly advantageous to use in market data analysis
(Boyson, Stahel & Stulz, 2010).

In the classical OLS regression, we estimate unknown parameter betas for the below
model;

Vie =& + B1Xqp + BaXoe + o0+ BpXpe + Uy (3.12)

where y is the dependent variable and shows the co-movement between each
agricultural commodity and S&P500 in our case. The assumptions in OLS are errors
to be serially uncorrelated, variances to be homoskedastic and variables to be
normally distributed.

However, other than strict assumptions we have set, also we pool low and high co-
movement values together and find a central beta estimate. Since OLS minimizes the

sum of squared residuals;

min X (u;)? = Xq[ i) = (Byxye + BoXor + - + Brxp)]? (3.13)
it gives equal weight to all error terms.

On the other hand, quantile regression might provide further information on tail
regions of distribution (Li & Wu, 2014). Especially, given the historical high records
of co-movement has been experienced in late 2000s, the impact of each independent
variable on co-movement would be investigated separately. So the quantile

regression function is;

Vie =& + Bg1Xqe + BgaXpr + -+ BonXpe + Ug, (3.14)

where 6 represents the quantile and spreads over the (0,1) interval. And the
minimization technique is as follows:

min Y, 506 * [tge | + Xy, <00 * g, | (3.15)

It minimizes the least absolute deviation and actually very similar to Least Absolute

Deviation minimization technique used also in OLS. However, OLS presents results
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for 0.5 quantile, whereas with QR technique we can present results of any quantile.

Since independent variable coefficients, Bschange with 6s, each S value for each 6

varies and hence tail regions are well-covered.

Through this methodology, we would be interpreting whether CIT positions as well
as other independent variables have differing impacts on co-movement of
commodities and equities at low-high co-movement states. Given that market
environment considers correlation as corrosive on investing fundamentals (Sakoui &
Kaminska, 2010), we should elucidate which factors drive co-movements in each

case.

We use the bootstrapped quantile regression to estimate standard errors as well as
confidence intervals. Buchinsky (1995) reports quantile regression results based on
Monte Carlo simulation for bootstrap, kernel and static methods and bootstrap is
found to be superior especially at small sample sizes. Moreover, bootstrap
confidence intervals are not symmetric around the estimate (Li & Wu, 2014), hence

provides a better visual interpretation of each quantile.

3.3.3 Empirical Model:

Basak and Pavlova’s (2016) hypothesis on correlations between commodities and
equities explain that dynamic correlations increase under financialization. As we
have elaborated in previous section, Basak and Paviova (2016) indicate institutional
investors strive to align their performances with respect to their investment
mandates. Generally this investment mandate is S&P GSCI, since it is the most
widely tracked index (Irwin & Sanders, 2011). Hence, the expected level of index
becomes a common factor and raises the correlations of each commodity with other

commodities and equities.

Therefore, our objective is to test whether Basak and Pavlova’s hypothesis is
empirically supported. As a first step, we first need to compute the dynamic
conditional correlation of each agricultural commodity with equities. Next, we
regress these time-varying correlations on a vector of control variables which have
been found to have significant impact on co-movements. Basak and Pavlova indicate

financialization effects are stronger at different economic episodes. Moreover,
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literature indicates that Global Financial Crisis would have increased the correlation
level, anyways. Therefore, understanding whether the level of CIT flow affects
correlation level differently at low/ high correlation episodes is another concern for
us. To capture the impact of CIT along with other factors, | perform quantile
regression. So what shall be other factors? A group of scholars indicate the
increasing correlations are attributable to common business cycle components, such
as increasing emerging market demand, the GFC, and global economic activity
trends. Hence, following literature, we include Kilian’s (2009) real economic activity
measure (Buyuksahin & Robe, 2014) to capture the worldwide demand for global
industrial commodity market, the default spread (Bhardwaj et al., 2015) to capture
the business cycle component, the MSCI Emerging Markets Index (Adams & Gluck,
2015) to capture increasing emerging market demand after the 2000s, the JPM US
Aggregate Bond Index (Tang & Xiong, 2012) to capture the macroeconomic
information underlying in the market, and a dummy to capture the GFC. Moreover,
the contagion literature shows that correlations increase during financial stress
episodes, and therefore we also include the TED spread (Buyuksahin & Robe, 2014)
to control for the liquidity constraints in the market and VIX (Silvennoinen & Thorp,
2013) as the fear gauge of the financial investors. Last but not least, the foreign
exchange market and the interaction of agricultural commodities with energy
commodities is controlled through US Dollar Index futures (Tang & Xiong, 2012)
and oil futures prices (Nazlioglu & Soytas, 2012), respectively.

We shall also include an interaction term of the CIT position with the TED spread,
which investigates whether index traders exit from the commodity market during
liquidity crunches. Even though Buyuksahin and Robe (2014) find that the index
trader positions do not affect correlations of commodities and equities, we still

propose to include the term.

So our empirical model is as follows:

C.

ijo = Qg+ B1gCIT; + BoREA + B3 gTED + B, oVIX + B5 o DEF (3.16)

+ BsgEM + Bg gBOND + B oUSD + 14 9O0IL + By, oCIT
*TED + By, D
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where i stands for individual agricultural commodities, j for S&P500, and therefore
C;; is the time-varying correlations of each commodity with the equity market. 6
stands for the quantile for different states. For instance, the 0.5 quantile represents
the average level of correlations and a normal state, whereas larger quantiles such as
the 0.9 quantile display high correlation states. Therefore, we obtain different
regression outputs for low and high correlation states separately, and hence could
investigate how the explanatory power of CIT positions and control variables change
at each state. We present results for the median percentile, as well as 10% and 90%
to represent low and high correlation states, respectively. Even though these
selection criteria are arbitrary, Adams and Gluck (2015) indicate there is a trade-off

between leaning on a few observations or observations with only moderate risk.

As a result, we have two major hypotheses. The first one argues the higher the
commodity index fund position, the higher the co-movements, implying g, > 0. The
second one proposes that as the liquidity in the market gets scarcer and the TED

spread increases, CITs exit from commodity market, and hence the explanatory

power of their positions decreases, implying 3,; <0.

3.4 Data:
3.4.1 Return of commodities and equity:

Daily continuous futures prices of each commodity are obtained through Datastream.
Thomson Reuters Datastream provides continuous prices based on a few rollover
strategies of which are derived from individual contracts. Following Andreasson et al
(2016) and Martin-Barragan et al (2015), we take Type O rollover, which basically
rolls over on the first business day of the new notional contract month. Note that all
price series start with the values of the nearest contract month and all possible
contract months (all maturities) are used to switch from the front contract to another

vii

nearby contract. No price adjustment is made (Datastream, 2015)"".

V" Please also note that there are also other papers, which use unlevered total return of GSCI indices
for each commodity (Buyuksahin and Robe, 2014; Bruno et al, 2016). Since results are very much in
line with Datastream provided futures prices, we prefer to present results based on Datastream Type 0
futures prices.
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Table 3.1 Panel A — Descriptive statistics for level data

Agricultural Commodities

US Stocks
Feeder Kansas Lean Live Soybean
Cocoa Coffee Corn Cotton  cattle Wheat Hogs Cattle oil Soybean Sugar Wheat SP500
Mean 1,934 125 354 69 109 503 67 91 41 847 13 469 1,233
M edian 1,653 119 305 64 99 468 65 85 39 751 11 432 1,214
M aximum 3,774 315 831 214 243 1,337 133 171 71 1,770 35 1,280 2,131
Minimum 674 42 175 29 48 249 21 55 22 410 2 224 459
Std. Dev. 741 49 158 24 40 195 17 27 10 332 6 185 367
Skewness 0.4 0.8 11 2.3 13 0.9 0.7 1.0 0.3 0.7 11 0.8 0.4
Kurtosis 1.9 3.8 3.3 11.7 4.2 3.0 3.9 3.0 2.0 2.3 3.9 3.1 3.1
Observations 5515 5515 5515 5515 5515 5515 5515 5515 2583 5515 5515 5515 5515
Q Table 3.1 Panel B — Descriptive statistics for return data
Agricultural Commodities US Stocks
Feeder Kansas Lean Live Soybean
Cocoa Coffee Corn Cotton Cattle Wheat Hogs Cattle oil Soybeans Sugar Wheat SP500
Mean 0.000145 -0.000062 0.000084 -0.000081 0.000129 0.000023 0.000102 0.000112 0.000119 0.000085 -0.000264 0.000024 | 0.000262
M edian 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Maximum 0.10 0.21 0.10 0.17 0.06 0.08 0.28 0.09 0.07 0.08 0.24 0.23 0.11
Minimum -0.10 -0.15 -0.25 -0.30 -0.06 -0.13 -0.27 -0.07 -0.07 -0.14 -0.49 -0.29 -0.09
Std. Dev. 0.02 0.02 0.02 0.02 0.01 0.02 0.02 0.01 0.01 0.02 0.02 0.02 0.01
Skewness -0.09 0.11 -0.64 -1.24 -0.09 -0.10 0.33 -0.07 0.03 -0.75 -2.14 -0.15 -0.24
Kurtosis 5.69 7.86 16.24 27.11 6.53 5.60 39.72 9.66 5.29 9.35 46.41 16.10 11.35
Observations 5514 5514 5514 5514 5514 5514 5514 5514 2582 5514 5514 5514 5514




The proxy for equities is S&P500 composite index, which is also obtained through
Datastream. Tang and Xiong (2012) indicate S&P500 is advantageous over world
stock indices since it is not prone to exchange rate fluctuations. Moreover, all major
commodities are traded in US, hence parallel markets would be considered in our

analysis.

We compute daily return of each commodity and S&P500 via taking first differenced
natural logarithms and we obtain stationary time series to run ADCC’s. Time frame
for this part of analysis is between 1 March 1995 and 22 February 2016.

Such time frame is chosen to observe the impact of financialization visually on
conditional correlations. Tang and Xiong (2012) indicate financialization started
somewhere around 2004, and hence around a decade pre-financialization data is
incorporated. Descriptive statistics of return data for 12 agricultural commodities and
S&P 500 is given in Table 3.1.

As one can note except sugar, cotton and coffee, all commodities display positive
daily average return. Negative return for these commodities is partially attributable
to unusually high but temporary performance increase around 2010. Since the surge
in prices has not been permanent, we observe rather big moves and this causes a few
observations to dominate average return figure. Highest return generator has been
cocoa, with 0.015% daily average return, by dint of the recognizable price increase

in the last decade.

On the other hand, daily average performance of equity is 0.026% which almost
doubles even highest performing agricultural commodity. Hence, the core financial
asset seems to outperform agricultural commodities from average return perspective
in the last two decades. Volatility is similar for all assets; showing agricultural
commodities are not less volatile than equities. Furthermore, negative skewness
indicates longer tails in the negative side for all commodities except soybean oil and

coffee.
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3.4.2 Commodity Index Fund Positions (financialization proxy):

The major hypothesis of our study proposes the higher the financialization the higher
the co-movement of agricultural commodity with the equity. On the other hand,
measuring financialization is not quite straightforward. All studies testing the impact
of financialization on commodities relies on either of four Commodity Futures
Trading Committee’s (CFTC) reports. Since every dataset has its own advantages

and disadvantages, we will first elaborate these reports.
3.4.2.1 Commitments of Traders Reports (COT):

The Commodity Exchange Act is the major act to control commodity trading in
United States since 1936. This act allows CFTC to establish regulations as well as
gather market trader position data (CFTC, 2016a). CFTC do not report these position
data individually for corporates, though presents every Tuesday open interest

positions of two major groups; commercials and non-commercials.

The former group is largely hedgers, who own businesses closely tied with
commodity production. CFTC defines commercials as "...engaged in business
activities hedged by the use of the futures or option markets" (CFTC, 2016Db). Given
commodity price risk is the major risk for these businesses, futures market is clearly
crucial for them to maintain their business. Hence, commercial group generally takes
the short position of the market. Non-commercials, on the other hand, could be
categorized as speculators (Chang et al, 2000; de Roon et al., 2000). CFTC also
reports non-reportables group which is an aggregate figure for all transactions not

passing the reporting level.

CFTC provides futures and options combined COT reports every Friday based on
previous Tuesday data and is available commencing from 1995 and for 22
commodities including metals, energy and agriculture. Ederington and Lee (2002)
find commercial group also include businesses which are not particularly

commodity-based and this classification might not be robust.
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One of the key problems in commercial/ non-commercial classifications is about
swap dealers. To enable companies to manage their risk. Commission provided
hedge exemptions on speculative limits and if any entity has been allowed to benefit
from such hedge exemption, they were classified as commercial. On the other hand,
with the drastic change in OTC market, CFTC was concerned that those actions were
really commercial. The example they provide in Comprehensive Review of the
Commitments of Traders Reporting Program (Federal Register, 2006) is by a
commodity merchandising firm. The firm enters into a swap agreement with a large
pension fund, where the swap agreement is based on the index level consisting of the
exchange traded futures contracts of wheat, corn and soybeans. The large pension
fund shorts the index, so pays to the firm if the index level is higher than the
expected level. So swap dealer would like to hedge its own risk and takes the long
position in commodities which make up the index. Basically it replicates the position
in the index through short and long sides. Since pension fund would like to hedge its
exposure on commodity price risk, it applies for hedge exemption and CFTC grants,
accordingly. As a result, swap dealers are reported under commercial group.
However, they do not engage in commodity-based businesses. This key example

provides how COT report could be problematic.

Consequently, based on public commentary (CFTC, 2006), CFTC decided to publish
two additional reports; Disaggregated COT reports and Supplemental COT reports.

3.4.2.2 Disaggregated COT (DCOQOT) report

As its name suggests, DCOT report provides weekly disaggregated data on trader
positions beginning from 2006 for almost all commodities likewise COT report. The
Commission basically separates commercial group into Swap Dealers and Processors

& Merchants and non-commercial group into Managed Money & Other Reportables.

Swap dealers are defined as dealers engaging in swap transactions and they employ
futures market to hedge their commodity risk arising from swap deal. Processors and
Merchants, on the other hand, is the core commercial group participating in
producing, processing or handling of commodities. Hence, the major concern of

public regarding COT reports classification on commercial grouping is partially
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solved. However, another question arises that whether swap dealers are speculators
or hedgers. As we have mentioned in the above case provided by CFTC, a certain
portion of swap dealers are commodity index traders and several studies use this
group’s position to proxy for CITs (Buyuksahin & Robe, 2014; Brunetti &
Buyuksahin, 2009). On the other hand, swap dealers do not only include CITs and all

CITs are not only located under Swap Dealers, either.

Non-commercial group mainly consists of Money Managers and Others. The former
one includes fundamentally hedge funds, commodity trading advisors and
commodity pool operators which are included in futures trading on behalf of their
clients. Therefore they manage money of their clients; either institutions or
individuals. Other Reportables are all other remaining traders, which are not part of
above classifications. However, CFTC notes that some commodity index traders
might also be present in this group (CFTC, 2016b).

The next report, to the extent possible, solves CIT position data.
3.4.2.3 Supplemental COT report (SCOT):

The other report CFTC releases is SCOT report, which is publicly available
commencing from 2006. This report presents three groups, commercial, non-
commercial and CITs in weekly frequency but only for agricultural commodities.
CITs are actually placed under both noncommercial and the commercial categories
in COT reports. Non-commercial category index traders include pension and
managed funds as well as other major institutional investors. There are two critical
common characteristics for these institutions to be classified as CIT (CFTC, 2008).
First of all, an amount equal to the notional value of the agreement should be set
aside as cash or profits of the position should meet notional value of the agreement.
Thus, they should be “unleveraged” and hence even the most significant changes in
commodity market dynamics should not lead to rapid and drastic position
liquidations. Secondly, these institutions are passively managed funds that they
track a pre-determined commodity index and hence have limited trading activity.
CITs located under commercial category as swap dealers which we already provided

an example in section 3.4.2.1.
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The summary of all above mentioned classifications are presented by Irwin and

Sanders (2012), as Figure 3.3 presents.

Legacy COT Report Disaggregated COT Report Supplemental COT Report

Processors & Merchants

Commercials (less index
traders)

Commercials

Swap Dealers

Non-Commercials (less
index traders)
Managed Money

Non-Commercials < Index Traders

Other Reportables

Non-Reporting Non-Reporting Non-Reporting

Figure 3.3 — Reports provided by US CFTC (Irwin & Sanders, 2012)

Notes. Irwin and Sanders (2012) provide how positions are grouped within separate groups in
different COT reports.

Since we would like to understand how index trading affect co-movement dynamics
between commodity futures and equities; the most reliable data from above-
mentioned options is SCOT reports. Furthermore, Cheng et al (2014) and Irwin and
Sanders (2012) state swap dealers is a noisy proxy of commodity index trading.
Moreover, energy commodities and especially crude oil has been on the radar of
researchers for a while, but, agricultural commodities have relatively drawn less
interest. Previous studies generally focus on aggregated indices (Buyuksahin &
Robe, 2014; Buyuksahin etal., 2010; Irwin and Sanders, 2012); however,
disaggregated level research would provide more robust results, since some effects

could net off in aggregate studies.

Given that agricultural commodities have relatively drawn less attention and are
considered to be more disintegrated from other commodity markets (Bessembinder,
1992), financialization on food would be an interesting question. Moreover,
agricultural commodity financialization has severe policy implications (de Schutter,
2010) since they are the core of household consumption (Myers, 2006).
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Table 3.2 Panel A — Descriptive statistics for financialization (Net long positions)

Feeder Kansas Lean Live Soybean

Cocoa Coffee Comn Cotton cattle wheat Hogs Cattle Soybean )éjil Sugar Wheat
Mean 24,560 43,035 374,884 70,626 6,980 37,848 81,216 107,682 142,711 80,813 231,415 171,423
Median 25,010 41,688 374,349 67,512 6,599 37,692 80,744 106,173 139,151 82,167 235,870 179,981
Maximum 40,226 67,021 503,937 122,555 11,305 66,592 127,379 156,752 201,251 113,563 392,740 229,565
Minimum 5117 22,473 223,985 42,681 3,663 16,293 46,004 57,312 86,617 36,630 106,089 103,643
Std. Dev. 8,089 10,168 55,333 15,555 1,758 10,105 14,907 23,715 24,917 15,099 63,800 32,755
Skewness -0.1 01 -0.4 0.8 0.4 0.0 0.1 0.0 0.2 -0.4 0.3 -0.3
Kurtosis 19 21 3.6 3.2 2.3 2.3 3.0 21 24 3.2 24 18
Observations 529 529 529 529 529 529 529 529 529 516 529 529



Table 3.2 Panel B — Descriptive statistics for financialization (Net long positions normalized by total open interest - Lambda)

00T

Feeder Kansas Lean Live Soybean
Cocoa Coffee Corn Cotton cattle Wheat Hogs Cattle Soybean oil Sugar Wheat
Mean 0.13 0.23 0.22 0.27 0.19 0.25 0.34 0.31 0.20 0.23 0.24 0.34
Median 0.14 0.23 0.21 0.28 0.19 0.24 0.35 0.31 0.21 0.23 0.25 0.34
Maximum 0.22 0.42 0.33 043 0.35 0.40 0.51 047 0.32 0.37 0.36 0.51
Minimum 0.04 0.10 0.13 0.11 0.06 0.12 0.18 0.16 0.10 0.14 0.10 0.19
Std. Dev. 0.04 0.06 0.04 0.06 0.07 0.06 0.08 0.08 0.05 0.04 0.05 0.07
Skewness -0.1 0.3 0.7 -0.1 0.1 0.0 -0.1 0.1 -0.1 0.6 -04 -0.2
Kurtosis 21 3.2 32 29 21 24 18 2.3 20 37 24 2.3
Observations 529 529 529 529 529 529 529 529 529 516 529 529

Notes. Descriptive statistics for net long positions and net long positions normalized by total openinterest (Lambda). Net long positions for each agricultural
commodity are calculated via subtracting short position from total long positions. Lambda is the relative size of institution s (Basak & Pavlova, 2016) and is
basically the net long position normalized by total open interest. Data is available in weekly frequency and for the period between 1 January 2006 and 22 February
2016 for all commodities except soybean oil, which is available commencing from 4 April 2006.
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Figure 3.4 Panel A — Historical series for financialization (Net long positions)

Notes. Historical time series for net long positions of each agricultural commodity are calculated via subtracting short position from total long positions . Grey
shaded areas represent recession periods as determined by NBER.
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Figure 3.4 Panel B — Historical series for financialization (Net long positions normalized by total open interest - Lambda)

Notes. Lambda is the relative size of institutions (Basak & Pavlova, 2016) and is basically the netlong position normalized by totalopen interest. Grey shaded

areas represent recession periods as determined by NBER.



Following the literature, we employ net long positions of index traders to proxy for
financialization (Aulerich etal., 2010 and 2013; Silvennoinen and Thorp, 2013;
Sanders and Irwin, 2015). Since CITs generally hold the long position, net long

positions are calculated via deducting short contracts from long contracts.

Secondly, we also employ net long position normalized by total open interest
(Domanski & Heath, 2007; Silvennoinen & Thorp, 2013; Kang et al., 2014; Sanders
& Irwin, 2015). Basak and Paviova (2016) indicate institutional investors are
endowed with A (Lambda) of the stock market and thus A proxies for the size of
institutions in the market. Net long position normalized by total open interest could
be considered to be the A, since it basically shows the percentage of total positions
held by CITs. Basak and Paviova (2016) indicate correlations are sensitive to the size
of institutional investors but relatively less sensitive compared to supply or demand
shocks. Therefore we expect correlations to increase as A increases. One can refer to
Table 3.2 for descriptive statistics and Figure 3.4 for historical series of both proxies.

3.4.3 Control variables

Our model has economic and financial variables, of which previous studies find to
significantly affect co-movement levels. Below we elucidate these variables. Please
also note that since SCOT report is available commencing from 2006, our analysis
starts in 1 January 2006 and extends to 22 February 2016. One can refer to the Table

3.3 Panel A for descriptive statistics and Panel B for collinearity matrix.

Since our variables are in levels and all are in different units, we decided to
standardize all variables except the dummy variable to make interpretation easier.
Moreover, we face a severe multicollinearity problem; therefore standardizing also
solves the multicollinearity of all variables except the TED spread. Including both
the TED spread and the interaction term result in variance inflation factor levels of
above 20. Hence, we extract the variable with higher VIF in each case. Since the
TED spread has higher VIF at all models, we run quantile regression without the
TED spread. Multicollinearity tables are available upon request, though we provide

one sample at Appendix Table A.1.
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Table 3.3 Panel A — Descriptive statistics for explanatory variables

BOND DEF EM OlL REA TED USD VIX
Mean 10433 117  953.00 80.13 005 049 8266 2042
Median 10442 099  975.46 8191 009 030 8L20 17.67
Maximum 11061 347 133197 14097 064 430 9995 67.64
Minimum 96.81 054 476.16 2794 066 010 7154 990
Std. Dev. 3.13 054 155.84 2168 034 052 631 942
Skewness 0.02 244 -0.73 -014 -013 294 100 210
Kurtosis 2.16 9.25 3.72 2.58 208 1421 363 848
Observations 529 529 529 529 529 529 529 529

Notes. Descriptive statistics for control variables employed in quantile regression. BOND is the JPM
US Aggregate Bond Index, DEF is the default premium and is the difference between Moody’s
seasoned high-yield (Baa) and triple A rated corporate bonds, EM is the MSCI Emerging Market
Index, OIL is the nearest contract futures prices for WTI crude oil, REA is the real economic activity
index developed by Kilian (2009), TED spread is the difference between 3 month LIBOR rate and 3
month T-bill interest rate, USD is the US Dollar Index futures and VIX is the Chicago Board Options
Exchange Volatility Index (VIX) and calculates implied volatility of S&P500 index options. Data is
available in weekly frequency and for the period between 1 January 2006 and 22 February 2016 for
all variables.

Table 3.3 Panel B — Collinearity matrix

BOND DEF EM OIL REA TED USD VIX
BOND 1.00

DEF -0.20 1.00

EM 0.35 -0.64 1.00

OIL 0.26 -0.33 0.64 1.00

REA -0.54 -005 017 022 1.00

TED -0.50 054 -019 001 037 100

usD -0.09 008 -049 -0.76 -053 -0.17 1.00

VIX -0.15 083 -049 -021 008 060 -0.09 1.00

Notes. Please see notes for Table 3.3 Panel A.

Historical price series for control variables are also depicted in Figure 3.5.
3.4.3.1 Real Economic Activity (REA)

First of all, we need to control for changes in global economic environment. Given
that growing/ shrinking economies have separate impacts on financial market
dynamics, we aim to measure real economic activity. Kilian (2009) proposes a
measure of economic activity based on single voyage freight rates of dry cargo. Even

though he aims to disentangle the impact of supply and demand shocks on oil prices
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in his study, he indicates the measure he computes is rather a demand for global

industrial commodity market.
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Figure 3.5 — Historical series for control variables

Notes. Please see notes for Table 3.3 Panel A.

The index by Kilian (2009) is designed firstly via obtaining single voyage freight
rates for dry cargoes containing grains, oilseeds and metals and then deflating with
US Consumer Price Index. Furthermore, given that shipping rates displayed a severe
decline throughout years, Kilian detrends those series linearly. On the other hand, the
data is available monthly starting from 1968. Since SCOT reports are weekly, we

perform cubic spline on REA following Buyuksahin and Robe (2014).

Buyuksahin and Robe (2014) also employs this variable in their analysis and observe
statistically significant and negative impact on co-movement between equity and
S&P GSCI. Authors refer to the literature and indicate during economic downturns
cross market correlations were found to be increasing. In line with previous findings,
they find co-movements to increase when REA is decreasing. Bruno et al. (2016)

also find similar results, though they state the impact is temporary. Hence we also
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expect the coefficient of REA to be negative. However, since these studies employ

aggregated level indices, particular commodities might present separate behavior.
3.4.3.2 TED spread (TED)

The TED spread is the difference between 3 month LIBOR rate and 3 month T-bill
interest rate and hence measures the liquidity in the market. During financially
stressful periods, more fragile banks compared to their peers, might experience
liquidity problems. Onthe other hand, identities of more fragile banks are usually
not obvious. Thus, especially robustly managed banks do not provide liquidity to
market and limit interbank lending. As a result liquidity decreases, individuals and

institutions face credit constraints.

Historical values for the TED spread show it displayed its peak value during Global
Financial Crisis and has been relatively stable since then except Greek debt crisis.
Buyuksahin and Robe (2014) employs TED spread to proxy for financial market
stress and to control for the impact of such stress on the co-movement between

equity and commodities.

Previous findings indicate correlations for different asset classes in the same
geographical market or same asset class in across border markets increase during
stress periods (Longin & Solnik, 2001; Forbes & Rigobon, 2002; Bekaert & Harvey,
2003). However, Buyuksahin and Robe (2014) indicate borrowing constraints during
distress episodes could make financial investors move from commodity market to
equity markets. Therefore, financial investors who create the link between
commodity and equity markets withdraw their investment and break the link.
Therefore in afinancial stress episode with severe liquidity constraints we might
expect lower correlations. In light of this hypothesis, we include an interaction term

of TED spread with CIT net long positions and hypothesize the term to be negative.

Cheng et al. (2014) investigate how financial traders alter their positions with
changes in fear gauge of the market (VIX). They show financial traders cut their
long positions at financial distress periods, and thus do not assume risk of hedgers

the time they needed most. However, they employ VIX and it depicts short-lived
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impact on investors (Sari, Soytas and Hacihasanoglu, 2011), though we seek for a

longer-lasting influence.
3.4.3.3 Volatility Index (VIX)

Chicago Board Options Exchange Volatility Index (VIX) calculates implied
volatility of S&P500 index options and accommodates global risk perceptions. VIX
is considered to be the fear gauge of the market and measures shocks to the risk
appetite of investors (Sari etal., 2011). In recent years, research findings indicate
that VIX can predict stock returns (Giot, 2005), volatility (Diavatopoulos et al.
2008), oil prices (Sari etal., 2011) and gold prices (Narayan et al., 2010). Moreover,

these results indicate the linkage between equity and commodity markets.

Financial investors go long in commodity futures market and Cheng et al (2014) find
that at high VIX times CITs decrease their net long positions. This finding implies
that VIX is a critical indicator for CIT positions. Moreover, Silvennoinen and Thorp
(2013), Le Pen and Sevi (2015) and Henderson et al (2015) find that higher VIX
levels predict high commodity-equity correlation. Hence we expect even though
CITs pull off from the market at volatile times, correlation to still rise, in line with
previous findings. Therefore, we need to control for the VIX to disentangle the
impact of financial investors on equity-commodity co-movement from the impact of

high volatile times on co-movement.
3.4.3.4 Default premium (DEF)

As we have mentioned abowve, there are major advantages for holding commodity
futures. One is the inflation hedging role and another one is low correlation with
traditional asset classes implying diversification role (Gorton & Rouwenhorst, 2006;
Erb and Harvey, 2005). Another main finding by Gorton and Rouwenhorst (2006)
show that commodity futures behave differently compared to equities and bonds
during business cycles. Unlike traditional financial assets, commodity futures
provide lower returns at late expansion states, whereas higher returns at early
recession periods. Hence Gorton and Rouwenhorst (2006) and Bhardwaj and Dunsby
(2013) indicate there is an additional factor driving correlations between commodity

futures and stocks, which is the business cycle. Similarly in a theoretical study,
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Alquist and Coibion (2014) find commodity correlation is mainly attributable to

global business cycles.

Even though there are several macroeconomic factors, starting from Chen et al
(1986), mainly default premium has been used to proxy for business cycle.
Alternatively one can do factor analysis based on hundreds of economic indicators,
though Bhardwaj et al (2015) find that default premium coincides well with
commodity-equity co-movement. They argue the extraordinary increase around 2008
in co-movement was not attributable to financialization, it was merely the business
cycle component. Following their study, we compute default premium via the
difference between Moody’s seasoned high-yield (Baa) and triple A rated corporate

bonds.

Since default premium increases mainly in financially distressed periods, we expect
the coefficient of DEF to be positive.

3.4.3.5 Emerging markets index (EM)

Just before the Global Financial Crisis, researchers as well as policy makers have
sought the answer for the increase in commodity prices. The traditional supply and
demand theory tells us that for a good’s price to increase either its supply should
decrease or demand should increase. Based on this, Krugman (2008a) argue, if a
speculative action is on the table, inventory levels should increase. On the other
hand, he displays that inventory levels still decay for food indicating there is no
speculative action (Krugman, 2008b). Furthermore, Hamilton (2009) and Fattouh et
al (2013) contend extraordinarily growing emerging market demand in the beginning
of 2000s, pushed the prices further. From the co-movement point of view, Tang and
Xiong (2012) document increasing correlation between commodities and the MSCI
Emerging Markets Index. They show the correlation between commodity and
emerging market stocks swayed around -0.4 and 0 pre-2004, whereas jumped to 0.5

in 2009. Hence we should definitely control for the emerging market demand.

In line with Tang and Xiong (2012), and traditional theorists (Kilian, 2009; Fattouh
et al., 2013) we expect to find a positive impact of emerging market on co-movement

between equity and commodity.
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3.4.3.6 US Aggregate bond index (BOND)

Macroeconomic fundamentals are critical for commodities since their supply and
demand characteristics are highly dependent upon the economy (Joets, Mignon &
Razafindrabe, 2015). Especially co-movement of seemingly unrelated commodity
prices makes macroeconomic factors impossible to neglect (Frankel, 2014). One of
three major arguments in the surge of commodity prices is easy monetary policy.
Given the major and the most crucial tool for central banks is interest rate, easy
monetary policy appears through low interest rates. Not only for the surge in
commodity prices before Great Financial Crisis but also for the increase around
1970s, evidence show interest rates are critical (Barsky & Kilian, 2002; Frankel,
2014). Frankel (2014) argues as interest rates decrease, cost of holding commodity
decreases and demand increases. Moreover, financial traders prefer to invest in
commodity assets at low interest times (Lombardi, Osbat & Schnatz, 2011). Bearing
these fundamentals in mind, we employ JPM US Aggregate Bond Index to proxy for
macroeconomic fundamentals (Tang & Xiong, 2012). This index includes all bonds

in US including corporate, government and municipality.

Studies find that tight monetary policy actually decreases agricultural commodity
prices (Frankel, 2006; Amatov & Dorfman, 2015). Furthermore, Gospodiov and
Jamali (2013) find expansionary monetary policy shocks affect commodity prices
through net long positions of hedgers and speculators and cause an increase in
commodity prices. Therefore, monetary policies create a crucial linkage between
macroeconomy, financial participants and commodity markets. Despite the
consensus on the impact of interest rates on commodity prices, the impact on
commodity correlations is not well studied. Apostolakis and Papadoupulos (2015)
depict that an unexpected increase in interest rates leads to a stress in the market and

hence co-movements would strengthen when BOND increases.
3.4.3.7 USD index (USD)

Majority of commodity transactions are settled in US Dollar and hence the strength

or weakness of the exchange rate with respect to other major currencies is a critical
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factor (Akram, 2009). Similar to Frankel’s (2006) view on easy monetary policy,
weak US Dollar could also contribute to increasing commodity prices. Lombardi et
al (2012) indicate US Dollar can affect both supply and demand side. They state that
exporters could diminish the supply when USD depreciates. The fundamental reason
for suppliers to decrease the supply is to keep purchasing power stable under weak
USD, since commodity prices would increase under supply shortage. On the other
hand, importers whose currency has appreciated against US Dollar increase their
demand, and commodity prices increase further. Therefore, both supply and demand
effects result in higher commodity prices for weak dollar. The positive impact of
depreciating US Dollar on commodity prices is also evidenced not only for energy
commodities but also for other sub-groups such as livestock, grains and metals
(Nazlioglu & Soytas, 2012; Basher, Haug & Sadorsky, 2012; Lombardi et al. 2011).
Furthermore, US Dollar is found to be the main channel of macroeconomic news
affecting food prices (Abbott, Hurt & Tyner, 2011).

Following Tang and Xiong (2012) and Silvennoinen and Thorp (2013) we employ
US Dollar Index futures which calculates the value of US Dollar with respect to
Euro, British pound, Japanese Yen, Canadian dollar, Swedish Krona, Swiss Franc.
Even though Silvennoinen and Thorp do not find significant results, Tang and Xiong
(2012) show the negative coefficient implying appreciating USD to have negative
impact on co-movement. Hence, we also expect negative impact of USD on equity-

commodity co-movement.
3.4.3.8 Oil prices (OIL)

The increase in oil prices followed with food price spike in 2006 has driven a new
strand of literature. The relationship between energy and agricultural commodities is
thought of to be mainly through two channels. The first and traditional one argues oll
is the major input for grain producers and hence an increase in energy prices drives
agriculture prices, as well (Hertel & Beckmann, 2011). The second one, on the other
hand, is attributable to biofuel demand (Nazlioglu & Soytas, 2012). Given the
adoption of policies on reduction of oil in energy production, ethanol production has
bolstered. Hence corn, soybeans and other agricultural products could co-move with
oil (Tang & Xiong, 2012), since they become to be substitutes. In line with both
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channels, findings indicate that oil prices have negative impact on commodity prices
(Nazlioglu & Soytas, 2012; Silvennoinen & Thorp, 2015; Boroumand et al., 2014).
Furthermore, Natanelov etal (2011) find that the co-movement between agricultural
commodities and oil is dynamic in nature and is affected from major macroeconomic
fundamentals. Silvennoinen and Thorp (2015) find that high correlation of oil and
agricultural commodity is particularly observed during high commodity prices
episodes. On the other hand, they indicate grains and oilseeds have much stronger
correlation dynamics compared to soft commodities such as cotton, cocoa, coffee

and sugar.

Hence, we need to exclude the hidden impact of oil on co-movement between equity
and agricultural commodities. Either through input costs or biofuel policy changes,
literature shows that oil has an impact on agricultural commodities. In line with the
literature we expect oil to have negative impact on dynamic correlations, especially

for grains.
3.4.3.9 Global Financial Crisis dummy

Last but not least we include a dummy variable for the Global Financial Crisis
period. Since this extraordinary could overshadow the real impact of CIT, we include
atime dummy variable D, which is equal to 1 for the period between December 2007

and June 2009. The time frame is chosen following the NBER business cycles'™

Vi http://www.nber.org/cycles.html
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Figure 3.6 — Time-varying correlations of each agricultural commodity with S&P500
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3.5 Results:

3.5.1 Computing time-varying co-movement between each agricultural
commodity and US stocks

We investigate whether CIT positions help in explaining the co-movement between
agricultural commodities and equity. Hence, we first provide ADCC results for each
12 agricultural commodities with S&P500 total return index in Figure 3.6 for the
years between 1995 and 2016.

As one can note, all pairs of dynamic correlations have been swaying around similar
levels until the Global Financial Crisis. On the other hand, we observe a sharp
decrease during the Global Financial Crisis, and later in a short period of time we
observe that correlations increase to historical high figures. Such an increase is in
line with previous findings by Tang and Xiong (2012), Chong and Miffre (2010),
Silvennoinen and Thorp (2013) and Buyuksahin and Robe (2014).

The visual analysis directly tells us that these correlation figures have a back-story
and should be elaborated. Commodities have been relatively a less touched area in
finance, and starting with Gorton and Rouwenhorst’s (2006) study, we observe an
increasing interest in commodity derivatives due to diversification advantages. Even
though previous literature tells us that correlation levels increase during financial
stress episodes, we observe that co-movement has stayed at historically high levels
until 2012. Even only this finding hints us there should be another critical factor,

which structurally changed correlations.

As one can note, all pairs of dynamic correlations have been swaying around similar
levels until the Global Financial Crisis. Onthe other hand, we observe a sharp
decrease during the Global Financial Crisis, and later in a short period of time we
observe that correlations increase to historical high figures. Such an increase is in
line with previous findings by Tang and Xiong (2012), Silvennoinen and Thorp
(2013) and Buyuksahin and Robe (2014).
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The visual analysis directly tells us that these correlation figures have a back-story
and should be elaborated. Commodities have been relatively a less touched area in
finance, and starting with Gorton and Rouwenhorst’s (2006) study, we observe an
increasing interest in commodity derivatives due to diversification advantages. Even
though previous literature tells us that correlation levels increase during financial
stress episodes, we observe that co-movement has stayed at historically high levels
until 2012. Even only this finding hints us there should be another critical factor,

which structurally changed correlations.

Although ADCCs dropped back to pre-crisis levels after 2012, one question that
needs further attention would be whether correlations would have been even lower

under the absence of financialization.

The only exception between all pairs is the lean hogs which present a totally
disintegrated structure with respect to other agricultural commodities. Please also
note that we have run the analysis both via the S&P GSCI Lean Hogs Index and the
nearest futures contract price available at Thomson Reuters Eikon database. All
series provide similar disintegrated co-movement structures. Hence, we do not
interpret the results of lean hogs since none of the coefficients are significant, though

results are available upon request.

3.5.2 Does financialization increase co-movements?

After deriving ADCC results for each pair, we come to the core of our paper, where
we investigate whether financialization has an impact on co-movement of
agricultural commodities with equity. Since the SCOT report is available
commencing from January 2006, our analysis starts in 2006 and extends to 22
February 2016. We believe that such atime frame is adequate to make robust
interpretations, since it includes almost 2 years before and 8 years after Global
Financial Crisis, of which 6 of 8 years consist of no-crisis period. Hence, we might
provide a more satisfactory result on financialization, since most of the observations
come from crisis-free periods. Moreover, if there is any irregularity in the 2006-2009

period, that would be dominated by post-GFC period. As we have mentioned in our
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data section, we control for macroeconomic and financial conditions to the extent

possible, via referring to literature.

As we mentioned in the previous section, all variables are standardized except
dummy, and hence beta coefficients show the impact of 1 standard deviation (S.D.)

increase of each independent variable on co-movement pairs.

Findings for quantile regressions are provided in Table 3.4 and for selected deciles in
Table 3.5. We present results for low, normal, and high correlation states via
reporting the 1st, 5th, and 9th decile findings. Hence, we could elaborate on whether
an increase on the CIT positions strengthens or weakens the correlations further at
high correlation states compared to low or normal states. Equality of the coefficient
estimates for lower quantiles with estimates for the higher or intermediate quantiles

are rejected via F-test. Results are available upon request..

Our main hypothesis by Basak and Pavlova (2016) argues that financialization
increases co-movement of agricultural commodities with equities. Since financial
institutions are benchmarked against an investment mandate, they try to at least
match the performance of this benchmark. Therefore, the benchmark becomes a
common factor for equities and commodity futures, leading to an increase in

covariances and correlations.

Following Aulerich etal (2010, 2013) and Irwin, Sanders and Merrin (2009) our first
proxy for financialization is net long positions of CITs. Now, we need to investigate
whether commodity market has become another core market for traditional financial
asset markets. The hypothesis for the CIT coefficient to be positive indicates higher
financial institution presence bolsters the co-movement between commodities and
equities. Even though several consider commodities to shield investors from
downside risk, if financialization is a valid phenomenon it might not be as useful as a

decade ago.
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Table 3.4 — Quantile regression results at median percentile

REA

VIX

DEF

EM
BOND
usD

oIL

D1

cIT
CIT_TED
LAMBDA
LAMBDA_TED

Cocoa Coffee Comn Cotton Feeder cattle
| ] | I | I | 1l | 1
0.11 0.61 0.55 0.48 0.30 -0.14 -0.31 -0.22
0.15 0.17 0.28 0.28 0.14 0.15 0.46 0.67 0.52 0.57
0.36 0.30 0.74 0.72 0.79 0.92 0.46 0.63 0.29 0.33
-0.10 0.38 0.47 0.44 0.53
0.44 0.51 0.28 0.30 0.15 0.20 0.14
-0.11 -0.16 -0.17 -0.18 -0.18 -0.35 -0.42 -0.36
0.30 0.30 0.15 -0.31 -0.47 0.19 0.15
-1.03 -0.95 -1.54 -1.42 -1.65 -1.66 -0.93 -1.24
0.37 -0.09 0.21
-0.27 -0.45 -0.36 -0.59 -0.46
0.21 0.15 0.14 0.18 0.10
-0.28 -0.42 -0.36 -0.91 -0.56




Table 3.4 — Quantile regression results at median percentile (cont’d)

LTT

Kansas Wheat Live Cattle Soybeans Soybean Oil Sugar Wheat
[ 1] [ 1] [ 1] | 1l | 1] [ 1]

REA 0.19 -0.18 -0.17 -0.12

VIX 0.18 0.24 0.52 0.53 0.12 0.14 0.20 0.24 0.16 0.14
DEF 0.98 0.97 0.63 0.67 0.81 0.76 0.56 0.62 0.69 0.69 0.86 0.90
EM 0.35 0.44 0.32 0.39 0.20 0.00 0.36 0.33
BOND 0.26 0.39 0.16 0.20 0.31 0.39 -0.14

usD -0.78 -0.69 -0.47 -0.64 -0.40 -0.30 -0.80 -0.63 -0.21 -0.13 -0.69 -0.65
OIL -0.35 -0.33 -0.13 -0.27 -0.31 -0.27 -0.53 -0.43 0.36 0.42 -0.46 -0.42
D1 -1.42 -1.08 -1.12 -1.17 -1.69 -1.58 -1.14 -1.33 -1.59 -1.60 -0.70 -0.83
CIT 0.20 0.21 044 0.23 0.17 0.20

CIT_TED -0.48 -0.75 -0.26 -0.13 -0.58 -0.55

LAMBDA -0.09 -0.27 0.11 -0.06 0.18
LAMBDA_TED -0.57 -0.58 -0.40 -0.19 -0.38 -0.57

Notes: Quantile regression results for the median percentile. The dependent variable is the dynamic conditional correlations of each agricultural commodity futures prices with
S&P500. These conditional correlations are computed via ADCC from GARCH family. Explanatory variables are explained in Table 2.3. Model 1 tests whether net long positions of
each agricultural commodity (CIT) as reported by Supplemental COT reports help to explain co-movements of each agricultural commodity with the equity index. Model 2, on the
other hand, tests if normalized net long positions of each agricultural commodity help to explain these co-movements. We also test how the linkage changes with liquidity constraints
in the market though the interaction terms of CIT and Lambda with TED spread. Only statistically significant findings are presented.



Table 3.5 — Quantile regression results for low, normal and high correlation states

8TT

CIT CIT_TED LAMBDA LAMBDA_TED

06 o5 09|01 05 09|01 05 09|01 05 09
Cocoa 016 037 035 |-0.18 -0.27 -0.26 021 026 -0.16 -0.28 -0.23
Coffee -0.24 -045 -0.30|024 015 0.19]|-018 -0.42 -0.26
Corn 012 -0.09 -0.16 |-0.06 -0.36 -0.72 0.14 -0.36 -0.68
Cotton -0.26 -0.59 -0.55 018 0.13]-0.27 -0.91 -0.69
Feedercattle | 0.35 0.21 0.26 | -0.37 -0.46 -0.40 -0.29 -0.56 -0.51
Kansaswheat | 0.15 0.20 0.17 | -0.27 -0.48 -0.59 0.04 0.07 0.09 0.09
Live cattle 039 021 050 |-0.60 -0.75 -0.61 -0.27 -0.19| -0.55 -0.58 -0.60
Soybean 030 044 037 |-015 -0.26 -0.46| 0.33 -0.26 | -0.18 -0.40 -0.85
Soybean oil 024 023 032 |-008 -013 -0.14| 011 011 0.13]|-021 -0.19 -0.27
Sugar 0.17 -0.41 -0.58 -0.49 -0.06 -045 -0.38 -0.41
Wheat 0.07 020 0.35|-0.38 -0.55 -0.80 018 0.22]-0.34 -0.57 -0.65

Notes. Quantile regression results for low (0.1), normal (0.5) and high (0.9) correlation states, separately. Only statistically significant findings are presented. We
examine how the explanatory power of financialization on co-movements changes at low or high correlation states and during liquidity abundance or constraints.
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Figure 3.7 — CIT coefficient at other deciles
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Figure 3.7 — CIT coefficient at other deciles (cont’d)

0ZT

Notes. Quantile regression results for various quantiles. In each graph, y-axis shows the estimation results of CIT coefficient and x-axis
one can note that for all commodities, estimation results are significantly different between low, median and high quantiles.

depicts the quantiles. As



When we check the coefficient for CIT, we observe that the coefficient is positive
and significant for 8 commodities; cocoa, feeder and live cattle, soybean, soybean
oil, wheat, Kansas wheat, and sugar. The positive coefficient implies that as the net
long positions of CITs increase, the co-movement of each particular agricultural
commodity with stocks also increases. This finding is in line with Basak and Paviova
(2016), indicating that commodities are now a prominent investment tool for
financial institutions. We observe financialization coefficient is between 0.20
(wheats) and 0.37 (cocoa) indicating 1 S.D. increase in CIT net long positions, lead

to respective S.D. increase in co-movement of each commodity with equity.

Quantile regressions of CIT coefficient for other deciles are presented in Table 3.5.
Results depict that CITs affect correlations at similar levels for low and high

quantiles for most commodities. Therefore, an increase in net long positions of CITs
shows increasing financialization in either case, whether it is at low or high
correlation states. However, for wheat, Kansas wheat, live cattle and cocoa we see an
increasing trend when moving from decile 0.1 to 0.9, proposing that CIT positions
bolster the correlation of these commodities with equities, when the correlation is

already at high levels.

Moreover we see that corn, cotton and coffee display negative coefficients for CIT,
of which only the coefficient for corn is statistically significant. This proposes that
these commodities have not been financialized but then we shall elucidate why some

commodities seem to be financialized and rest is not.
3.5.2.1 Why particular commodities are financialized and rest is not?

As we have mentioned in theoretical background section, financial institutions are
benchmarked against the index and hence they invest heavily in index member
commodities. Since the performance of institutions is compared against the
benchmark, they prefer to select commodities which have better return performances
with respect to the index (Basak & Pavilova, 2016). Hence, we should see
financialized commodities to be ‘at least as good as the index’-performing
commodities. So we should examine relative performances of agricultural

commodities with respect to the S&P GSCI index, since it is the most widely tracked
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benchmark in the commodity sector. We present relative performances of each
agricultural commodity at Figure 3.7 starting from 2004. There are two major
reasons for selecting 2004 as the benchmark year. First of all, Tang and Xiong
(2012) have shown that the commodity financialization process mainly began in
2004, via increasing participation of financial institutions. Secondly, financial
managers give their investment decisions based on retrospective data. Since our
analysis starts in 2006, performance data for the previous 2 years would be
incorporated. BIS (2003) state that some years could be dominated by over-the
control events and thus short horizons would not be very appropriate to compare
performance of investment professional. They argue three to four years of averaging
would be robust. With the same token, only one year of historical performance of
any asset might falsify investors. Therefore, including previous performance would

be more proper than just comparing same periods.
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Figure 3.8 — Relative performance of each commodity vs. S&P GSCI
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Figure 3.8 — Relative performance of each commodity vs. S&P GSCI (cont’d)

Notes. Relative performance of each agricultural commodity future with respecttothe S&P GSCI. 1
January 2004 is taken as base value of 100 for both series in all graphs, unless datais notavailable.
Blue line is S&P GSCI index and red is the respective commodity.

While considering the financialization criterion, Adams and Gluck (2015) also
indicate that financial investors are highly concerned about the liquidity. Since
replication strategies are highly reliant on rolling forward, liquidity is crucial for

financial managers. Hence, they argue that relatively more liquid commodities
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should be financialized. Authors proxy liquidity via open interest, and therefore
wheat is more liquid over coffee; making wheat more preferable from this

perspective.

As we have mentioned above, cocoa, feeder and live cattle, soybean oil, soybean,
wheat, Kansas wheat, cocoa and sugar present positive and significant CIT
coefficients. This means an increase in net long positions of CITs drives the
correlation between agricultural commodities and equities further. Hence CITs
create a connection between traditional financial assets and commodity markets. On
the other hand, CIT coefficient for corn, cotton and coffee has been negative, and
significant only for corn. Therefore, we elaborate why some commodities seem to be

financialized.

Visual analysis depicts quite a clear picture that performances of commodities which
exhibit positive coefficients are relatively similar or much better compared to the
S&P GSCI. However, corn and cotton has displayed consistently poor performances.
Even though coffee has depicted relatively higher returns around 2012, poor
performance at other periods probably dominates 2012 performance. Moreover, the
average open interest for coffee during the period between 2004 and 2016 is
136thousand contracts, which is much lower compared to major agriculkural

commodities such as wheat, or corn.
3.5.2.2 Does relative size of institutions explain co-movement?

Basak and Pavilova (2016) theoretically models that normal and institutional
investors are endowed with (1-A)and A (Lambda) of the economy, respectively.
Lambda basically represents the size of financial institutions in their model. Their
hypothesis regarding the correlation between commodity and equity argues that as
the size of institutions increase, correlations would also increase, though sensitivity

to lambda is smaller.

Authors state higher expected index levels would push institutions to hold index
futures more and thus their relative wealth in the economy would be higher
compared to normal investors. Hence, they would hold a higher proportion of
market, which is A, and therefore financialization would be higher when A is higher.
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We proxy A by the share of CITs in the commodity derivatives market, which is
calculated by normalizing net long of CITs by total open interest. Basically, A
(Lambda) is our second proxy for financialization which is also used at several
studies (e.g. Aulerich etal., 2010, 2013; Irwin & Sanders, 2010).

We find that all commodities except live cattle, Kansas wheat and sugar support
Basak and Pavlova’s (2016) hypothesis, that as the share of CITs increase, co-

movements also increase (Table 3.4).

However, decile results for low and high correlation states do not indicate highly
consistent results across commodities (Table 3.5). We observe that as the share of
institutions increase, the increase in co-movements is more pronounced for already
high correlation states for wheats, soybean oil, cocoa and cotton. On the other hand,
for soybean, corn and coffee we observe that the explanatory power of A decreases at

high correlation states.

3.5.3 Is the explanatory power of CIT positions or relative size of
institutions dependentupon liquidity constraints in the market?

As we mention previously, trading motives of CITs could be dependent upon market
characteristics. They generally meet hedging needs of hedgers in commodity markets
but they might reduce their long position at stress episodes to meet their own
hedging needs. In the same vein, Cheng, Kirilenko and Xiong (2014) show that
financial traders unwind their long positions in commodity markets during crisis

episodes and hence leave hedgers with more risk than they were supposed to hold.

Since index traders recently started to consider commodities as an investment style,
they might actually exit them at the first place, when liquidity becomes scarce.
Therefore, we propose to also an interaction term of CIT with the TED spread, which
investigates whether index traders exit from the commodity market during liquidity
crunches. Since financial institutions are believed to link commodity and equity
markets (Basak & Pavlova, 2016), if they withdraw their funds from the commodity
market, this potentially decreases financialization of commodities. Therefore, the co-
movement is expected to decrease, amidst institutional nvestors’ exit from

commodity futures.
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Figure 3.9 — Coefficient of interaction term at other deciles (CIT_TED)
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Figure 3.9 — Coefficient of interaction term at other deciles (CIT_TED) (cont’d)

Notes. Quantile regression results for various quantiles of CIT_TED. In each graph, y-axis shows the estimation results of CIT_TED coefficient and x-axis depicts
the quantiles. As one can note that for all commodities, estimation results are significantly different between low, median and high quantiles. We examine how the
explanatory power of CIT positions on co-movements changes during liquidity crunches.
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Table 3.6 Panel A — Quantile regression results at low and high correlation states (with CIT)

REA VIX DEF EM BOND uUSD
Deciles 0.1 0.5 09 01 05 09| 01 05 09 0.1 0.5 09| 01 0.5 0.9 0.1 0.5 0.9
Cocoa 011 020 014 015 017| 051 036 0.30 -010 -021| 052 044 040 -0.11
Coffee 080 061 024 028 029| 107 074 0.66 042 028 035 -017  -0.27
Comn 035 048 024 014 062 078 079 025 029 038 049|025 015 -0.32 -0.18 -0.36
Cotton -0.22  -0.14 023 046 040| 043 046 021 041 044 017|036 020 024 020 -0.10
Feeder Cattle -022 -049( 032 052 043 029 040)| -013 0.26 -023 -042 -0.33
Kansas Wheat | 0.30 018 079 087 098 0.80 035 050 0.20 -0.31 -0.78 -0.39
Live Cattle -050 040 052 055|060 063 030| 024 032 0.12 -048 ( -020 -047 -0.59
Soybean Oil -0.18 030 0.14 056 056 044 -015 -019| 024 016 023 -049 -080 -0.78
Soybeans 0.33 035 0.8 081 0.60 041 0.26 -0.40 -0.50
Sugar -0.07 -017| 029 024 037| 048 069 032 047 031 023 -0.21 -0.20
Wheat 0.25 090 | 0.88 0.86 1.00 036 0.78 -0.14 -045] -045 -0.69




Table 3.6 Panel A — Quantile regression results at low and high correlation states (with CIT) (cont’d)

6¢1

OIL CIT CIT_TED D1

Deciles 0.1 05 09| 01 05 0.9 0.1 05 0.9 0.1 05 0.9
Cocoa 037 030 039|016 037 035 -018 -027 -026| -1.94 -103 -0.89
Coffee 0.15 -0.24 -045 -030| -1.63 -154 -097
Comn -0.26 -0.31 0.12 -0.16 -0.36 -072| -142 -165 -1.00
Cotton 014 019 010 -026 -059 -055| -069 -093 -0.50
Feeder Cattle 035 021 026 -037 -046 -040| 120

Kansas Wheat -0.35 015 020 017 -027 -048 -059| -142 -142 -1.59
Live Cattle -013 -035( 039 021 050| -060 -0.75 -061( -1.05 -112 -0.63
Soybean Oil -039 -053 -070| 024 023 032 -013 -014( -154 -114
Soybeans -026 -031 -028| 030 044 037 -015 -026 -046( -1.71 -169 -1.04
Sugar 043 036 0.38 0.17 -041 -058 -049| -122 -159 -0.77
Wheat -0.25 -0.46 020 035| -038 -055 -080| -1.03 -0.70 -0.93

Notes: Quantile regression results for low (0.1), normal (0.5) and high (0.9) correlation states, separately. Only statistically significant findings are presented.
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Table 3.6 Panel B — Quantile regression results at low and high correlation

states (with Lambda)

REA VIX DEF EM BOND usD
Deciles 0.1 0.5 09 01 05 09| 01 05 09] 01 05 09| 01 05 0.9 0.1 0.5 0.9
Cocoa -0.09 010 017 010 047 030 0.25 -023| 052 051 038 -020 -0.16
Coffee 070 055 015 028 022|097 072 070 -010| 049 030 032 -018 -0.23
Comn 041 030 032 015 058 077 092 050( 031 047 040 030 -0.32 -0.35 -0.32
Cotton -024 -031 -011| 016 0.67 054| 046 063 042 033 053 041 0.30 012 014
Feeder Cattle -055| 032 057 071)| 042 033 051 035| 036 0.14 -0.23 -036 -0.33
Kansas Wheat | 0.10 0.09 0.07 014| 013 010 0.16 011 010 0.06 016 008 0.16
Live Cattle 013 019 -032 | 040 053 105|074 067 027|033 039 059 | 014 -035 | -030 -0.64 -0.74
Soybean Oil -0.17 -018| 032 020 0.27] 069 0.62 0.62 034 020 021 -031 -063 -0.69
Soybeans 014 012 039| 057 076 072|018 020 029 | 042 0.39 -0.30 -0.34
Sugar -012 -012 -020| 029 016 034 056 069 028( 0.12 042 039 023 -013 -0.19
Wheat 0.20 014 090 083 090 0.88 0.33 0.90 -0.39( -055 -065 -0.25




Table 3.6 Panel B — Quantile regression results at low and high correlation states (with Lambda) (cont’d)

OIL LAMBDA LAMBDA TED D1

Deciles 0.1 0.5 09| 01 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9
Cocoa 035 030 051 021 026]| -016 -028 -023| -1.86 -095 -0.75
Coffee 024 015 019 -0.18 -042 -026| -1.24 -142 -0.93
Comn -0.28 -0.47 0.14 -036 -068| -1.35 -166 -1.64
Cotton 009 015 017 018 013]| -027 -091 -069| -067 -1.24

Feeder Cattle -0.29 -056 -051

Kansas Wheat 0.06 0.04 007 009 009| 016 019 0.39
Live Cattle -0.27 -043 -027 -019 | -055 -058 -060|-120 -117 -0.83
Soybean Oil -027 -043 -048]|0.11 011 013| -021 -019 -0.27| -160 -1.33
Soybeans -023  -0.27 0.33 -026 | -018 -040 -0.85| -146 -158 -1.18
Sugar 048 042 0.46 -0.06 -045 -038 -041| -1.36 -160 -0.75
Wheat -029 -0.42 018 0.22 -0.34 -057 -065| -1.16 -0.83 -1.34

T€T

Notes: Quantile regression results for low (0.1), normal (0.5) and high (0.9) correlation states, separately. Only statistically significant findings are presented.



Our results imply that CITs do not share the risk of hedgers at volatile times, and
especially during severe liquidity constraint episodes (Tables 3.4 and 3.5). Probably,
during high liquidity episodes, financial institutions shift to other assets than they
traditionally invest, since they have enough cash to invest in others. Bearing the
advantages of commodities in mind, commodity futures market is one of the
prominent candidates for investment. On the other hand, when the market is hesitant
that there might be a liquidity crunch, either severe or mild; financial institutions exit
from the commodity market right away. Therefore, the link between traditional
financial asset and commodity markets got damaged and explanatory power of CIT
positions on co-movement decreases significantly. To further understand the CIT

behavior during stress episodes, we need to interpret decile findings.

Outcome for quantile regressions at each decile is consistent between commodities
(Figure 3.7 and Table 3.5). We observe that the coefficient for the interaction term
becomes even more negative at high correlation episodes. For instance, for wheat,
coefficient for the 1% decile is -0.27 and decreases up to -0.59 at the 9" decile.
Hence, one should definitely be watching for correlation level, the TED spread and
whether correlation is already high or low and should decide CIT long positions have

explanatory power, accordingly.

This finding implies that the explanatory power of CIT positions decrease when the
financial sector experiences liquidity problems and decreases even more when the

co-movement is already at high levels.

We also include an interaction term of lambda with TED and results are very much
in line with previous findings. Coefficients for all these interaction terms are

negative and these findings imply that the share of CITs in the derivatives market
loses its explanatory power on co-movement levels, when TED spread is high.
Moreover, coefficients for grains and softs groups display even more negative

figures at high correlation states. This finding indicates that the explanatory power of
A decreases further at higher deciles of co-movement, and one should not rely on

share of financial institutions when making portfolio allocation decisions.
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3.5.4 Which factors are critical in explaining co-movement levels?

After showing that financialization is vital for explaining co-movement levels, we
shall also examine whether other macroeconomic and financial control variables are

statistically significant, as well.

Results for this section are available at Table 3.4 for median percentile and at Table
3.6 and 3.7 for low and high correlation states (0.1 and 0.9 percentiles).

3.5.4.1 Real economic activity (REA)

We expected real economic activity to have negative impact on co-movement, since
correlations are found to be increasing during economic downturns (Forbes &
Rigobon, 2002; Longin & Solnik, 2001; Creti et al., 2013). Furthermore, Buyuksahin
and Robe (2014) and Bruno et al. (2016) include this variable in their studies to
check the impact of economic activity on equity-commodity correlations. Both of
studies find significantly negative coefficients implying economic slumps have
bolstering effect on co-movements. Quantile regressions show that 7 of 11
commodities display negative coefficient at the median quantile and half of them are
statistically significant. The remaining 5 commodities; live cattle, coffee, cocoa, corn
and soybean, display positive coefficients of which 4 are statistically significant,
with the exception of soybean. Even though the majority supports our hypothesis on
increasing co-movement at economically bad times; we should dig into what drives
the positive coefficient for those 4 commodities. Please also note that, Buyuksahin
and Robe (2014) and Bruno et al (2016) investigate co-movement of aggregate
indices with equities. Hence they could have ruled out individual commodity

behavior.

Consistently positive coefficients for live cattle, coffee, cocoa, corn and soybean
imply, co-movement of these agricultural commodities with equity weakens during
economic slumps while strengthening in economic recoveries. corn and soybean are
two major commodities in ethanol production and have gained further importance in

energy production following biofuel policy changes (Nazlioglu & Soytas, 2012).

133



Urbanchuk (2014) find that the contribution of ethanol industry on US economy had
been 44 billion USD. Hence, financial investors could prefer to invest in these
commodities under higher economic activity, since use of energy increases at good
states (Soytas & Sari, 2003). Therefore, corn and soybean could be more integrated
with equity at prosperous economies. On the other hand, cocoa and coffee are two
close substitutes and they are found to be co-integrated in the long run (Traore &
Badolo, 2016). These commodities have respectively smaller shares in S&P GSCI
index and average net long positions of CITs are 25 and 42 thousand contracts
respectively, which are much lower compared to major agricultural commodities
such as wheat, which has an average of 230 thousand contracts. Creti et al. (2013)
study co-movement of each commodity with S&P500 and they also find coffee and
cocoa displays separate behavior compared to other commodities. Unlike other
commodities, the co-movement of coffee and cocoa with equities decrease during
declining stock prices episodes. Creti etal. (2013) attribute this dissimilarity to
speculative behavior, which is driven by profit-based rather than fundamental-based
transactions. Even though authors do not clarify the issue further, their findings are
in line with our findings of real economic activity. Since stock prices generally
indicate a decreasing pattern during economic contraction periods, the positive

coefficient for REA implies decreasing correlations at bad states.

Furthermore, deciles display crucial trends which should be covered. Please note that
at low correlation states, the coefficient for REA for almost all commodities is either
positive or low levels of negative, whereas at high correlation states, the impact of
REA becomes increasingly negative. This finding indicates that when the correlation
is already low, a decrease in economic activity also results in a decline or a slight
increase in correlations. On the other hand, at high correlation states, a decrease in
economic activity further bolsters the correlation between these two asset classes.
Hence, if financialization has strengthened the link between commodity and equity
markets in the beginning of 2000s, the decrease in economic activity could have

carried correlation to further levels.
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Also please note that by the time we have written this report, Kilian (2009) had
provided REA index until December 2015. Therefore, we assumed the index to stay
same till the end of the dataset, 22 February 2016 for the 8 observation points.

3.54.2 VIX

Basak and Pavilova (2016) indicate correlations are dependent upon states of the
economy and also demand, supply shocks and aggregate output volatilities.
Additionally, authors theoretically model stock market to be a claim against the
output of the economy. Therefore, they state that aggregate output volatility can be
proxied through VIX in the model since VIX is the implied volatility index of
S&P500. Their results show that higher VIX results in higher correlations.

Our findings are in line with Basak and Paviova (2016) that all commodities’ co-
movement with equity show positive response to increases in VIX. All commodities
display statistically significant coefficients strong financial influences (Silvennoinen
and Thorp, 2013; Cheng et al., 2014; Henderson et al., 2015). Furthermore, the

integration of commodity and financial markets are further proven.

Quantile regression findings based on deciles depict that VIX has more positive
impact on co-movement at higher correlation states. This implies that if correlations
are already high, an increase in risk perception of investors further strengthens the
integration between financial and commodity markets. This could be attributed to
different asset classes being subject to same factor at stress periods (Forbes &
Rigobon, 2002). Findings show that diversification benefit of commodities (Gorton
& Rouwenhorst, 2006) could decrease when needed the most (Daskalaki &
Skiadopoulos, 2011; Cheung & Miu, 2010; Silvennoinen & Thorp, 2013). Hence,
investors should definitely follow the co-movement levels before giving any

investment decisions.
3.5.4.3 Default premium (DEF)

Business cycles are critical for commodity co-movement trends. One of the key
advantages of commodities lies in behavioral differences in early recession periods

providing higher returns compared to equities and bonds (Bhardwaj et al., 2016).
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Furthermore, the impact of business cycles on co-movements have been found to be
significant (Alquist & Coibion, 2013; Bhardwaj & Dunsby, 2013; Bhardwaj et al.,
2016). Even though there are multiple macroeconomic indicators available to

measure the business cycle, literature has agreed upon default spread.

As we have expected, the coefficient for DEF is positive for all commodities and
statistically significant for all of them. Kansas wheat presents highest coefficients for
DEF indicating 1 S.D. increase in default spread leads to 0.86 S.D. increase in co-
movements. The coefficient indicates that when the market gives a signal on a
forthcoming recession, co-movement of all agricultural commodities with equity
increases. Therefore a financial tension in the market observed through the increase
in default spread puts further pressure on co-movement, as Bhardwaj et al (2016) and
Bhardwaj and Dunsby (2013) have argued. Moreover, we observe that default spread
is the most prominent factor between control variables, since its coefficient value is

highest among all independent variables.

Furthermore, decile regressions provide almost stable figures at low and high

correlations, implying business cycle is a crucial factor at all states.
3.5.4.4 JPM US Aggregate bond index (BOND)

Following Tang and Xiong (2012) we employ JPM US Aggregate Bond Index to
proxy for macroeconomic environment. Such index includes not only government
bonds but also corporate and municipal bonds and therefore shows the overall

interest rate environment in the US.

Our results display consistently positive coefficients for BOND for 9 commodities
and all show statistically significant results. This positive coefficient indicates that
tight monetary policy feeds co-movement between commodity and equity markets.
Since interest rate is critically important for financial markets and plays the
anchoring role, statistical significance is no surprise. The remaining 3 commodities,
Kansas wheat, wheat and live cattle, present negative coefficients but only wheat has
a statistically significant coefficient. The coefficient for BOND is around 0.20 for
significantly positive commodities (minimum is feeder cattle with 0.14 and

maximum is cocoa with 0.51) implying 1 S.D. increase in bond index level increases
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the co-movement further by 0.20 S.D. and thus underlying macroeconomic

information is a critical factor on correlations.

Decile results indicate additional findings. Visual investigation shows that at low
correlations, macroeconomic environment has more positive impact on correlations.
At high correlation states, the importance of macroeconomic environment decreases
and even becomes negative. However, the statistical significance is lost at higher
quantiles for commodities which portray a decreasing trend for BOND. Hence, it

might not be highly robust to make interpretations.
3.5.4.5 Emerging markets index (EM)

Traditional view argues that commodity prices mainly increase due to either
increasing demand or decreasing supply. Hence, this view attributes the increase in
2000s to growing emerging markets. Results indicate that 7 commodities display
consistently positive coefficients and 5 of them are statistically significant. Therefore
we can conclude that, generally, increasing demand from emerging markets has a
positive impact on the commodity-equity co-movement. The remaining 4
commodities which are coffee, cocoa, soybean oil and soybean display negative
coefficients for the first model and only cocoa and coffee are consistently negative
between two models. The negative coefficient implies increasing emerging demand
from emerging markets to decrease the co-movement. Actually, such a finding on
EM is similar to REA, since both measure economic growth, the former for

emerging markets, and the latter for world economy.

Quantile regression findings show almost constant impact of emerging markets
across deciles for 7 of commodities. From the remaining 4, we observe that decile
findings for corn, wheat, Kansas wheat and feeder cattle exhibit an increasing trend
when moving from the first decile to the last decile. For instance the coefficient for
the 1% decile is 0.08, whereas increases to 0.78 at the 10" decile, for wheat. Hence,
one can state that at low correlation states, the impact of emerging market is much
less pronounced. Onthe other hand, when the correlation is already high, a demand
shock from emerging markets could further increase the correlation for these specific

commodities.
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3.5.4.6 USD index (USD)

Since commodity transactions are mainly settled in US Dollars, a structural change
in the foreign exchange market could create further impact on commodity markets
(Lombardi et al., 2012). As we have described in the Data section, a weak USD
pushes commodity prices up for all groups of commodities. Therefore, we expect an
appreciating US Dollar to have negative impact on co-movement since it decreases
the demand for commodity transactions. Therefore, it can be said that the link

between financial and commodity markets is partially broken.

Results are in line with expectations, such that we see negative coefficients for USD
for all commodities. Therefore, an appreciating USD actually hinders the co-
movement of equities with agricultural commodities, breaking the link between
financial and commodity markets. We see that weakening USD affect co-movements
of wheat, Kansas wheat and soybean oil the most, which have coefficients of around
0.70 implying a 1 S.D. decrease in US Dollar index, surges correlations 0.7 S.D.
more. Furthermore, decile results indicate that an appreciating US Dollar has an even
stronger impact at high correlation states compared to low correlation states for the
majority of the commodities. For instance, coefficient for the 1% decile regression of
sugar is 0.00, whereas the coefficient for the 10'" decile is -0.20. This result implies
appreciating USD does not change the co-movement of sugar with equities when the
correlation is low, but has significantly negative impact at high correlation episodes.
Therefore, we can say that valuing USD plays the calming role for intensely

correlated markets.
3.5.4.7 Qil prices (OIL)

Oil is the major input for agricultural commodity production and moreover, changes
in the biofuel policy have created another link between these two; oil and
agricultural commodities (Nazlioglu & Soytas, 2012). Literature argues that OIL has
a negative impact on agricultural commodity prices, the reason being either oil

playing the major input role or it being a close substitute.
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Findings depict that the coefficient of OIL for grains and livestock are negative, as
expected, which implies that increasing oil prices decreases the co-movement
between equity and these commodities. For instance, 1 S.D. increase in OIL
decreases co-movement of corn with equity by 0.3 S.D. implying increases in oll
prices have a calming impact on co-movement. On the other hand, OIL is
consistently positive for softs group, namely cocoa, cotton, sugar and coffee,
indicating that an increase in oil prices positively affects the co-movement of softs
with equities. Even though Silvennoinen and Thorp (2015) indicate the correlation of
softs with oil is much weaker compared to grains, what drives the positive

coefficient is a subject of a future study.

Quantile regression results for grains display a U shape indicating the impact of oll
prices on co-movement is lower at high and low correlation states. Findings for
livestock group, on the other hand, show oil decreases the co-movement at high

correlation states more compared to low correlation states.
3.5.4.8 Global Financial Crisis dummy (D1)

The dummy variable takes the value of 1 for observations between December 2007
and June 2009 and 0, otherwise. Since previous papers argue that financial distress
periods can also increase correlations, we control the impact of the Global Financial
Crisis via this variable. On the other hand, a visual analysis of Figure 2.6 shows that
correlations, in fact, decreased during the crisis and increased later. The
interpretation of dummy indicates that during Global Financial Crisis period, for

instance the co-movement of corn decreases by 1.65 S.D.

Results support the visual analysis and the coefficient is highly significant and
negative for all commodity-equity pairs, except feeder cattle, indicating that the GFC
did not increase but actually decreased correlations. This finding is in line with the
results on interaction term, since during Global Finance Crisis, there was a severe
liquidity constraint. Therefore, index traders which link commodity and equity
markets prior to the turmoil exit from the market during crisis and hence correlations

decreased. Therefore, our hypothesis on financialization is further evidenced since
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co-movements display an increasing trend before and after the financial turmoil, but

not during.

3.6 Conclusion

Over the last decade, the behavior of commodities has structurally changed.
Commodity prices experienced a boom and bust, followed by abnormally high
volatilities around 2008. Furthermore, the linkage between equity and commodity
markets seems to get strengthened, since co-movements attained historically high
figures around 2008. Since commodities are the lifeblood of economies, either being
an input or output; academics, market participants, and policy-makers have sought
the answer for these sharp changes in the market. In parallel times, commodity
futures market participants have also experienced a structural change. A new group
of market participants, CITs have become a major holder of commodity futures. The
hypothesis indicating there is a relationship between the increasing presence of
institutional investors and bolstering co-movements of commodities with traditional
financial assets is termed as the financialization of commodities. Since the
financialization literature is recently growing, most studies focus majorly on energy
commodities and especially crude oil (e.g., Singleton, 2014) or the aggregated
indices such as S&P GSCI (Buyuksahin & Robe, 2014). On the other hand,
agricultural commodities have significant policy-making implications, since food is
the major consumption item of households (World Bank, 2014). Furthermore,
aggregated indices might overshadow the behavior of individual commodities, and
hence employing separate models for each commodity sheds further light on the

financialization phenomenon.

We employ the QR method to investigate whether financialization bolsters co-
movements and examine how the explanatory power of CIT positions changes with
liquidity constraints. To disentangle the impact of financialization, we control for
potential factors which have been discussed in previous studies, such as business
cycle (Bhardwaj et al., 2015), VIX (Silvennoinen & Thorp, 2013) and USD (Tang &
Xiong, 2012). Our findings propose that financialization is a valid phenomenon for
commodity market, though it is highly dependent upon the liquidity availability in
the market. Buyuksahin and Robe (2014) find that hedge funds exit from the
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commodity market at financial stress episodes, and therefore the linkage between
commodity and equity markets breaks down, but they do not find similar results for
CITs. Contrary to Buyuksahin and Robe (2014), we find that CITs exit from
commodities market during liquidity crunches, and thus the explanatory power of
their positions decreases significantly. Therefore, we find that the critical condition
for financialization to occur is the availability of high amount of cash in the market.
We also find that the default spread, which proxies for the business cycle, has a very
significant impact on co-movements. Therefore, not only the financialization or
business cycle arguments are explanatory for the increasing co-movements around
2008, but also both are equally crucial.

Furthermore, we find that VIX bolsters co-movements, though, unlike previous
evidence on increasing correlations during the economic turmoil (e.g., Forbes &
Rigobon, 2002), we find that the dummy for GFC indicates the co-movements
decrease significantly at that particular period. This finding is also in line with the
liquidity argument that low liquidity is a significant obstacle inhibiting
financialization to occur. Given the prominent tapering strategies of the Federal
Reserve Bank and European Central Bank in the last decade, one might further
investigate whether these strategies of central banks has impacts on the co-

movements of asset classes.
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APPENDICES
A. SUPPLEMENTARY TABLES

Table A.1 — Sample multicollinearity table

Coefficient Uncentered Centered

Variance VIF VIF
REA 0.00 5.00 5.00
VIX 0.00 4.75 4.75
TED 0.09 116.52 116.52
DEF 0.01 8.80 8.80
EM 0.00 3.60 3.60
BOND 0.00 4.01 4.01
usD 0.00 5.65 5.65
OlL 0.00 4.94 4.94
D1 0.03 5.76 4.91
CIT 0.00 3.31 3.31
CIT_TED 0.08 104.80 104.80
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Table A.2 Panel A — Descriptive statistics for return level

Energy Industrial Metals Precious Metals
Biofuel Cgﬁe Gas oil Hes}lmg Nzt:sral Petrol. Unlgzded Alum. Copper Lead Nickel Zinc Gold Plati. Silver
0.00014 0.00012 0.00031 0.00013 0.00000 0.00015 0.00017 0.00005 0.00012 | 0.00024 0.00019 0.00024
Mean 0 4 1 0.000143 -0.000028 5 0.000156 1 3 7 5 5 0 0 )
Median 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Maximum 0.08 0.13 0.11 0.10 0.19 0.12 0.13 0.06 0.12 0.13 0.13 0.10 0.09 0.08 0.12
Minimum -0.08 -0.17 -0.14 -0.14 -0.17 -0.15 -0.13 -0.08 -0.10 -0.13 -0.18 -0.12 -0.10 -0.09 -0.19
Std. Dev. 0.01 0.02 0.02 0.02 0.03 0.02 0.02 0.01 0.02 0.02 0.02 0.02 0.01 0.01 0.02
Skewness -0.07 -0.19 -0.08 -0.07 0.09 -0.18 -0.19 -0.23 -0.11 -0.20 -0.13 -0.20 -0.10 -0.41 -0.82
Kurtosis 5.68 6.32 5.62 5.20 5.26 6.13 5.38 5.66 7.65 7.09 6.89 6.75 9.51 6.82 10.56
Jarque-Bera 1,520 2,353 1,302 1,027 1,087 2,094 1,223 1,539 4,571 3,558 3,213 3,010 8,968 3,218 12,623
Probability 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Observations 5067 5067 4542 5067 5067 5067 5067 5067 5067 5067 5067 5067 5067 5067 5067
Agriculture and Livestock
Cocoa Coffee Corn Cotton Leanhogs Livecattlke Orangejuice Soybean  Soybean oil Sugar Wheat

Mean 0.000156 0.000017 0.000095 -0.000032 0.000016 0.000117 0.000101 0.000098 0.000154  0.000105 | 0.000052

Median 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Maximum 0.10 0.21 0.09 0.09 0.07 0.05 0.15 0.07 0.08 0.09 0.09

Minimum -0.10 -0.16 -0.08 -0.07 -0.08 -0.06 -0.14 -0.07 -0.07 -0.12 -0.10

Std. Dev. 0.02 0.02 0.02 0.02 0.02 0.01 0.02 0.02 0.02 0.02 0.02

Skewness -0.14 0.04 0.05 -0.03 0.02 -0.13 -0.10 -0.20 0.09 -0.21 0.07

Kurtosis 5.87 8.36 5.25 4.65 4.37 4.77 7.78 5.30 5.38 5.14 5.10

Jarque-Bera 1,750 6,063 1,070 574 399 674 4,338 1,151 703 1,005 936

Probability 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Observations 5067 5067 5067 5067 5067 5067 4542 5067 2975 5067 5067
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Table A.2 Panel B — Collinearity matrix for return level

Energy Industrial Metals Precious Metals
Biofuel Crude oil Gasoil Heatingoil Naturalgas Petroleun Unleadedgs | Aluminum Copper Lead Nickel Zinc | Gold Platinun Silver
Biofuel 1.00
Crude oil 0.40 1.00
Gas oil 0.28 0.62 1.00
Energy Heating oil 0.37 0.89 0.70 1.00
Natural gas 0.18 0.26 0.17 0.29 1.00
Petroleum 0.40 0.98 0.70 0.94 0.27 1.00
Unleaded gs 0.35 0.84 0.58 0.85 0.24 0.89 1.00
Aluminum 0.32 0.38 0.34 0.34 0.12 0.38 0.32 1.00
Industrial Copper 0.36 0.43 0.39 0.39 0.11 0.43 0.37 0.70 1.00
Metals Lead 0.28 0.33 0.33 0.30 0.07 0.34 0.29 0.59 0.66 1.00
Nickel 0.29 0.34 0.30 0.30 0.07 0.34 0.30 0.54 0.63 054 1.00
Zinc 0.29 0.33 0.33 0.31 0.07 0.34 0.29 0.69 075 069 059 1.00
Precious Gold 0.25 0.27 0.23 0.25 0.07 0.28 0.24 0.32 0.36 028 0.25 0.32] 1.00
Metals Platinum 0.32 0.34 0.33 0.33 0.10 0.36 0.31 0.41 0.44 038 033 0.39] 0.66 1.00
Silver 0.33 0.34 0.31 0.32 0.10 0.35 0.30 0.39 045 035 0.32 0.40] 0.81 0.66 1.00
Cocoa 0.24 0.23 0.21 0.20 0.09 0.23 0.19 0.23 025 020 019 0.21]0.21 0.25 0.24
Coffee 0.32 0.23 0.19 0.22 0.09 0.23 0.19 0.20 0.22 0.17 0.19 0.20] 0.18 0.23 0.24
Corn 0.79 0.29 0.20 0.27 0.15 0.29 0.26 0.24 0.25 018 021 0.21]0.20 0.23 0.25
. Cotton 0.38 0.26 0.22 0.25 0.07 0.27 0.23 0.23 0.27 0.21 022 0.21] 0.16 0.23 0.22
Agr;f]‘gme Lean hogs 0.09 0.13 0.07 0.11 0.04 0.12 0.11 0.08 0.09 010 008 010|004 007 0.6
Livestock | Livecattle 0.20 0.19 0.13 0.16 0.07 0.19 0.14 0.15 017 011 012 013]005 012 011
Orange juice 0.10 0.10 0.08 0.08 0.06 0.09 0.08 0.11 0.10 0.09 0.11 0.10] 0.05 0.10 0.10
Soybean 0.67 0.35 0.26 0.35 0.15 0.36 0.32 0.28 0.32 0.24 025 0.25] 0.21 0.28 0.30
Sugar 0.73 0.25 0.18 0.22 0.11 0.25 0.20 0.22 0.26 0.21 021 0.21] 0.15 0.21 0.20
Wheat 0.65 0.25 0.15 0.24 0.11 0.25 0.22 0.20 0.24 0.17 0.19 0.19] 0.18 0.21 0.22
US Stocks | S&P500 0.22 0.34 0.21 0.30 0.07 0.34 0.29 0.26 0.31 0.25 0.24 0.23] 0.01 0.19 0.13
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Table A.2 Panel B — Collinearity matrix for return level (cont’d)

us
Agriculture and Livestock Stocks
Lean Live Orange
Cocoa Coffee Com Cotton hogs cattle juice Soybean Sugar Wheat | S&P500
Cocoa 1.00
Coffee 0.22 1.00
Corn 0.16 0.22 1.00
) Cotton 0.18 0.20 030 1.00
Agr;f]”(;t“re Leanhogs | 0.06 009 0.08 0.06 1.00
Livestock | Livecattle 0.10 0.13 0.16 0.14 0.30 1.00
Orange juice | 0.06 0.06 0.06 0.09 0.06 0.08 1.00
Soybean 0.20 0.23 0.65 0.33 0.08 0.16 0.12 1.00
Sugar 0.20 0.27 0.26 0.26 0.05 0.13 0.07 0.25 1.00
Wheat 0.16 0.22 0.66 0.28 0.10 0.15 0.03 0.51 0.23 1.00
US Stocks | s&P500 0.17 0.15 0.16 0.21 0.05 0.17 0.09 0.18 0.14 0.15 1.00




Table A.3 Panel A — Spillover from stocks to commodity

H=10 days H=21 days H=63 days H=126 days | H=252 days
Pre- Post- | Pre- Post- | Pre- Post- | Pre- Post- | Pre- Post-
Fin. Fin. Fin. Fin. Fin. Fin. Fin. Fin. Fin. Fin.
Biofuel 0.4 25 0.4 4.2 0.3 7.3 0.3 9.6 0.3 109
Crude Oil 1.7 8.0 1.6 10.7 1.3 16.1 14 20.4 14 22.9
Gas Qil 3.8 4.3 35 5.9 2.6 9.7 2.8 135 2.9 16.9
Energy Heating Oil 2.3 5.6 3.0 7.3 38 101 41 126 | 41 147
Natural Gas 0.3 0.1 0.6 0.1 3.9 1.2 5.4 2.7 5.4 3.4
Petroleum 2.2 7.9 2.1 10.2 1.6 14.5 1.6 18.0 1.6 20.4
Unleaded Gas | 1.3 4.8 1.2 6.4 0.8 9.0 0.7 11.2 0.7 13.0
Aluminum 0.8 4.4 0.6 6.7 0.3 14.3 0.4 214 0.4 25.4
Industrial Copper 0.4 6.4 0.4 10.6 1.0 20.1 1.3 27.7 13 32.0
Metals Lead 0.2 4.5 0.5 6.2 0.7 9.8 0.8 12.7 0.8 14.8
Nickel 0.2 3.2 0.4 5.6 36 117 46 168 | 47 194
Zinc 0.0 4.4 0.4 6.4 2.6 9.5 4.4 12.0 4.4 14.0
Precious Golc_j 0.4 8.3 03 117 03 187 03 235 | 03 255
Metals Platinum 0.1 6.1 0.1 9.7 0.4 16.6 0.6 21.2 0.6 22.9
Silver 0.4 4.8 0.2 6.7 0.6 11.5 11 15.4 1.3 17.0
Cocoa 0.2 1.1 0.6 2.8 1.1 11.0 13 20.5 13 27.1
Coffee 0.1 0.5 0.1 0.6 0.1 0.8 0.1 1.0 0.1 1.0
Corn 0.8 0.6 0.9 1.3 0.7 3.3 0.9 4.8 0.9 5.3
Adricult Cotton 0.2 25 0.3 3.3 0.1 4.0 0.1 4.3 0.1 4.6
grg::d U | Lean Hogs 01 13|01 25 |06 49 | 11 61 | 11 63
Livestock Live Cattle 0.2 1.8 0.6 3.4 2.7 6.7 4.4 6.7 5.1 11.8
(ON} 0.1 0.3 0.1 0.3 0.2 0.2 0.2 0.2 0.2 0.2
Soybeans 0.0 1.0 0.4 1.7 2.4 2.8 3.4 3.7 35 4.0
Sugar 0.5 2.2 0.3 3.1 0.4 4.9 0.8 6.5 1.1 8.0
Wheat 0.2 1.1 0.7 1.8 3.1 3.6 4.6 5.2 4.9 6.2
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Table A.3 Panel B — Spillover from commodity to stocks

H=10 days H=21 days H=63 days H=126 days H=252 days
Pre- Post- Pre- Post- Pre- Post- Pre- Post- Pre- Post-
Fin. Fin. Fin. Fin. Fin. Fin. Fin. Fin. Fin. Fin.
Biofuel 0.1 0.2 0.6 0.7 3.7 5.3 5.2 11.7 5.3 15.8
Crude Qil 0.4 7.0 0.3 7.9 0.4 10.7 0.5 135 0.5 15.4
Gas Oil 15 2.7 1.2 2.9 3.1 35 5.6 4.3 6.1 5.1
Heating Oil 0.2 34 0.1 3.6 0.3 4.5 0.5 5.8 0.6 7.1
Natural Gas 0.5 0.0 0.3 0.0 0.5 0.0 0.6 0.0 0.7 0.0
Petroleum 0.4 6.5 0.3 7.0 0.6 9.2 0.9 11.7 0.9 13.9
Unleaded Gas 0.4 5.2 0.4 5.7 0.3 7.4 0.3 9.3 0.3 111
Aluminum 0.1 3.3 0.2 3.7 3.1 3.6 5.1 35 5.4 34
Copper 0.5 35 0.4 4.1 3.3 5.2 5.7 6.0 6.0 6.5
Lead 0.1 1.8 0.4 25 6.3 6.3 12.2 11.9 14.0 18.6
Nickel 0.1 2.7 0.1 3.3 0.5 5.9 0.6 8.4 0.6 9.8
Zinc 3 16 0.3 2.1 0.7 3.9 0.9 6.6 0.9 10.1
Gold 2.6 3.8 2.1 4.1 1.7 5.3 1.7 6.3 1.7 6.8
Platinum 0.1 4.1 0.2 5.9 0.2 9.6 0.2 12.2 0.2 13.2
Silver 0.5 25 0.4 3.0 25 5.2 5.3 7.1 6.5 7.9
Cocoa 0.6 0.0 1.4 0.1 2.2 0.3 25 0.8 2.6 1.2
Coffee 0.2 0.2 0.6 0.2 15 1.3 1.7 2.3 1.7 2.6
Corn 0.1 0.2 0.1 1.4 0.4 8.0 0.6 134 0.6 15.2
Cotton 0.1 1.2 0.1 2.0 0.8 3.9 1.7 6.4 2.4 8.8
Lean Hogs 0.4 0.5 0.9 1.0 2.3 1.7 2.9 2.0 3.0 2.1
Live Cattle 0.1 0.7 0.1 1.0 0.3 1.3 0.8 1.3 1.1 1.6
0J 1.0 0.1 0.7 0.2 3.7 0.8 5.7 15 5.8 1.9
Soybeans 0.2 0.6 0.1 14 0.6 3.9 1.0 6.1 1.0 7.1
Sugar 0.1 0.1 0.1 0.0 1.1 0.4 3.0 2.0 5.0 5.0
Wheat 0.0 0.6 0.0 2.1 0.4 10.2 0.8 19.7 0.9 25.6
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Table A.4 Panel A —Volatility spillover results at H=10 days (1997 — 2008; 2008 —

2016)
Spillover from Spillover from
Equity to Commodity to Net
Spillover Index Commodity Equity Connectedness
Pre- Post- Pre- Post- Pre- Post- Pre- Post-
Fin. Fin. Fin. Fin. Fin. Fin. Fin. Fin.
Biofuel 0.3% 1.5% 0.41 2.93 0.13 0.15 0.28 2.78
Crude Qil 1.1% 11.1% 1.41 12.29 0.78 9.95 0.63 2.34
Gas Oil 22%  4.8% 2.58 6.30 1.74 3.31 0.84 2.99
Energy Heating Oil 0.7%  7.6% 1.06 10.21 0.26 5.04 0.80 5.17
Natural Gas 02% 0.1% 0.10 0.17 0.30 0.03 -0.20 0.14
Petroleum 1.2% 10.4% 161 12.08 0.84 8.67 0.77 3.41
Unleaded Gas | 0.6%  8.1% 0.54 9.29 0.65 6.83 -0.11 2.46
Aluminum 0.6% 6.5% 0.76 7.72 0.36 5.25 0.40 2.47
Industrial Copper 0.4% 9.8% 0.39 11.41 0.33 8.13 0.06 3.28
Metals Lead 01% 57% 0.18 7.91 0.07 3.54 0.11 4.37
Nickel 0.1% 6.6% 0.08 6.67 0.06 6.58 0.02 0.09
Zinc 0.0% 6.3% 0.02 9.71 0.07 291 -0.05 6.80
Precious G_old 1.5% 6.4% 1.50 7.42 1.53 5.44 -0.03 1.98
Metals Silver 0.8%  5.5% 1.36 4,50 0.16 6.57 1.20 -2.07
Platinum 0.3% 7.9% 0.53 7.82 0.16 7.90 0.37 -0.08
Cocoa 0.3% 1.2% 0.37 2.06 0.23 0.25 0.14 1.81
Coffee 0.1% 0.8% 0.04 0.99 0.08 0.52 -0.04 0.47
Corn 0.3% 0.4% 0.49 0.53 0.13 0.33 0.36 0.20
Cotton 0.3% 1.3% 0.21 1.65 0.35 0.95 -0.14 0.70
Agriculture Lean Hogs 09% 0.3% 0.83 0.39 0.96 0.12 -0.13 0.27
and Livestock | Live Cattle 0.1% 2.2% 0.07 2.75 0.04 1.55 0.03 1.20
0J 03% 0.2% 0.10 0.40 0.59 0.01 -0.49 0.39
Soybeans 0.1% 1.3% 0.12 0.97 0.11 1.59 0.01 -0.62
Sugar 0.8% 0.8% 1.57 1.54 0.12 0.04 1.45 1.50
Wheat 02% 0.8% 0.39 0.70 0.05 0.99 0.34 -0.29
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Table A.4 Panel B — Volatility spillover results at H=21 days (1997 — 2008; 2008 —

2016)
Spillover from Spillover from
Equity to Commodity to Net

Spillover Index Commodity Equity Connectedness

Pre- Post- Pre- Post- Pre- Post- Pre- Post-

Fin. Fin. Fin. Fin. Fin. Fin. Fin. Fin.

Biofuel 0.2% 2.5% 0.32 4.48 0.08 0.60 0.24 3.88

Crude Qil 1.2% 13.4% 1.66 15.81 0.82 10.96 0.84 4.85

Gas Oil 21% 6.3% 2.66 9.04 1.59 3.65 1.07 5.39

Energy Heating Qil 06% 9.8% 1.09 13.99 0.16 5.51 0.93 8.48
Natural Gas 01% 0.2% 0.12 0.32 0.17 0.03 -0.05 0.29

Petroleum 1.3% 12.5% 1.72 15.71 0.80 9.36 0.92 6.35

Unleaded Gas | 0.4% 10.4% 0.34 13.15 0.48 7.68 -0.14 5.47

Aluminum 04% 9.3% 0.48 12.10 0.24 6.44 0.24 5.66

Industrial Copper 0.2% 15.2% 0.22 19.95 0.22 10.36 0.00 9.59
Metals Lead 01% 8.3% 0.10 12.25 0.06 431 0.04 7.94
Nickel 0.1% 10.4% 0.05 12.35 0.17 8.38 -0.12 3.97

Zinc 01% 9.3% 0.09 15.02 0.10 3.61 -0.01 1141

Precious G_old 1.3% 8.4% 1.41 10.84 1.10 5.90 0.31 4,94
Metals Silver 0.7% 7.1% 1.02 5.90 0.29 8.26 0.73 -2.36
Platinum 0.7% 11.5% 1.06 13.12 0.26 9.78 0.80 3.34

Cocoa 0.8% 2.3% 1.03 4.09 0.55 0.42 0.48 3.67

Coffee 01% 0.7% 0.12 1.04 0.09 0.31 0.03 0.73

Corn 03% 1.5% 0.42 1.10 0.19 1.86 0.23 -0.76

Cotton 03% 1.9% 0.23 1.81 0.31 1.95 -0.08 -0.14

Agriculture Lean Hogs 16% 0.5% 1.59 0.54 1.57 0.41 0.02 0.13
and Livestock | Live Cattle 0.0% 3.5% 0.05 4.34 0.04 2.57 0.01 1.77
0J 02% 0.1% 0.07 0.26 0.40 0.01 -0.33 0.25

Soybeans 01% 2.4% 0.09 1.67 0.10 3.21 -0.01 -154

Sugar 1.0% 1.1% 1.92 2.16 0.08 0.04 1.84 212

Wheat 03% 1.7% 0.51 0.79 0.03 2.51 0.48 -1.72
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Table A.4 Panel C— Volatility spillover results at H=126 days (1997 — 2008; 2008 —

2016)
Spillover from Spillover from
Equity to Commodity to Net

Spillover Index Commodity Equity Connectedness

Pre- Post- Pre- Post- Pre- Post- Pre- Post-

Fin. Fin. Fin. Fin. Fin. Fin. Fin. Fin.

Biofuel 0.9% 10.4% 1.55 9.23 0.18 11.48 1.37 -2.25

Crude Qil 20% 21.9% 2.63 25.99 1.45 17.82 1.18 8.17

Gas Oil 21% 14.5% 211 20.56 2.13 8.49 -0.02 12.07

Energy Heating Oil 0.7% 17.7% 1.08 24.50 0.26 10.80 0.82 13.70
Natural Gas 15% 4.1% 2.88 7.00 0.09 1.12 2.79 5.88

Petroleum 1.3% 21.0% 1.90 26.12 0.78 15.92 1.12 10.20

Unleaded Gas | 1.4% 19.8% 1.84 22.94 0.93 16.63 0.91 6.31

Aluminum 4.0% 22.5% 1.09 35.87 6.83 9.04 -5.74  26.83

Industrial Copper 45% 31.6% 1.97 45.83 6.96 17.44 -499  28.39
Metals Lead 21% 20.2% 0.46 28.64 3.80 11.80 -3.34 16.84
Nickel 1.6% 27.1% 0.49 37.38 2.80 16.87 -2.31 2051

Zinc 27% 19.2% 3.71 29.04 1.71 9.26 2.00 19.78

Precious G_old 1.3% 18.4% 1.11 28.35 1.46 8.49 -0.35 19.86
Metals Silver 4.4% 16.5% 1.21 16.07 7.59 16.90 -6.38 -0.83
Platinum 2.3% 24.5% 3.96 34.49 0.64 14.48 3.32 20.01

Cocoa 44% 13.6% 6.98 24.32 1.82 291 5.16 21.41

Coffee 1.2% 1.6% 2.26 1.40 0.06 1.72 2.20 -0.32
Corn 1.1% 10.1% 2.12 4.42 0.17 15.85 1.95 -11.43

Cotton 03% 5.6% 0.32 2.19 0.24 9.10 0.08 -6.91

Agriculture Lean Hogs 45% 3.7% 6.31 3.58 2.59 3.87 3.72 -0.29
and Livestock | Live Cattle 1.8% 9.1% 0.66 8.52 2.97 9.63 -2.31 -1.11
0J 1.4% 0.3% 0.81 0.37 1.89 0.28 -1.08 0.09

Soybeans 1.2% 6.7% 217 5.65 0.18 7.73 1.99 -2.08

Sugar 1.8% 3.4% 2.52 3.52 1.17 3.37 1.35 0.15
Wheat 1.0% 10.2% 1.64 1.30 0.28 19.07 1.36 -17.77
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Table A.4 Panel D — Volatility spillover results at H=252 days (1997 — 2008; 2008 —

2016)
Spillover from Spillover from
Equity to Commodity to Net

Spillover Index Commodity Equity Connectedness

Pre- Post- Pre- Post- Pre- Post- Pre- Post-

Fin. Fin. Fin. Fin. Fin. Fin. Fin. Fin.

Biofuel 1.3% 13.4% | 2.31 10.35 0.24 16.47 2.07 -6.12

Crude Qil 21% 242% | 2.70 28.31 1.52 20.14 1.18 8.17

Gas Oil 27% 18.1% | 2.09 24.33 3.22 11.86 -1.13 12.47

Energy Heating Qil 0.7% 20.7% | 1.08 27.48 0.36 13.89 0.72 13.59
Natural Gas 1.7% 5.1% 3.35 8.82 0.09 1.45 3.26 7.37

Petroleum 13% 23.7% 191 28.72 0.78 18.77 1.13 9.95

Unleaded Gas | 1.8% 23.0% | 2.44 25.23 1.24 20.76 1.20 4.47

Aluminum 7.0% 25.1% 1.78 40.62 12.13 9.52 -10.35 31.10

Industrial Copper 74% 33.8% | 3.00 48.90 11.71 18.74 -8.71  30.16
Metals Lead 48% 243% | 0.73 32.50 8.89 16.18 -8.16 16.32
Nickel 21% 29.1% | 0.64 40.13 3.52 18.04 -2.88 22.09

Zinc 4.7%  22.6% | 5.98 32.51 3.33 12.59 2.65 19.92

Precious G_old 16% 19.7% 1.34 30.54 1.92 8.82 -0.58 21.72
Metals Silver 6.8% 18.2% 191 17.94 11.63 18.43 -9.72 -0.49
Platinum 2.6% 25.6% | 4.55 36.25 0.70 14.85 3.85 21.40

Cocoa 5.3% 18.0% | 8.58 31.40 2.09 4,55 6.49 26.85

Coffee 1.3% 1.7% 2.53 1.42 0.06 2.02 247 -0.60
Corn 15% 11.4% | 273 491 0.17 17.96 2.56 -13.05
Cotton 0.3% 8.2% 0.35 2.31 0.24 14.00 0.11 -11.69

Agriculture Lean Hogs 47% 4.1% 6.77 4.00 2.65 4.28 4.12 -0.28
and Livestock | Live Cattle 2.8% 11.3% | 0.94 9.68 4,56 12.95 -3.62 -3.27
0J 1.8% 0.5% 1.05 0.57 251 0.42 -1.46 0.15

Soybeans 16% 7.3% 2.88 6.30 0.24 8.32 2.64 -2.02

Sugar 26% 59% 2.68 3.96 2.45 7.79 0.23 -3.83
Wheat 1.3% 13.4% | 2.06 1.44 0.48 25.31 1.58 -23.87
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B. TURKISH SUMMARY (TURKCE OZET)

1. Giris

Emtia tlirev piyasalar1 oyuncular1 2000l yillardan sonra ¢ok ciddi bir degisim icine
girmislerdir. Onceki senelerde oyuncular ana olarak iki gruptan olusmaktaydi:
Spekiilatorler ve emtia fiyat riskine karsi vadeli tesim piyasasinda kontrat alip satan
kisi veya kurumlar. Ancak son on senede emtia endeks tacirleri (CIT) tirev
piyasalarin ¢ok dnemli bir diger oyuncusu oldu (CFTC, 2008). Aslnda CIT’lar
bilnen biiyik finansal ve kurumsal yatrimcilardr ve performans kriterleri bilinen
emtia endekslerinin (6rn., S&P GSCI) getiri oranlarin1 gegmektir. Bu sekilde
kurumsal yatrimcilara para yatran kiiciik yatrimcinin yatrimini ortalamadan daha
iyl bir getiriye tasimayl amaclarlar. Bunu yaparken de endeksleri olusturan her bir
emtiaya yatrmm yaparak iyi bir getiri pesinde kosarlar.

Finansal yatrimcilarin artan katliminin nedenleri, emtianin geleneksel finansal
araclara karsm riskin dagitilmasmna olanak saglamasi, enflasyona kasm korumasi ve
erken resesyon ve ge¢ biiyiime donemlerinde yikksek getiri saglamasidir (Gorton ve
Rouwenhorst, 2006). Emtia tiirev piyasalarina olan yatmim tutar1 2003°de 15 milyar
Amerikan Dolar1 ken 2008°de 200 milyar Amerikan Dolarr’na yilikselmistir. Ayni
zamanlarda emtia fiyatlar1 ve oynakliklar1 da tarihsel ortalamalarin oldukga {istiine
c¢ikmistir. CIT’larin katiim1 ile aym zamanlara denk gelen emtia piyasasmdaki
degisiklikler politika-yapicilar i¢in ciddi bir endise yaratmustr. Pek ¢oklari bu
yatrimeilarin emtia fiyatlarini arttirdigini 6ne siirerken (Masters, 2008; Singleton,
2013; Soros, 2008a, 2008b ), kimileri de gelisen piyasalar tarafindan gelen yiiksek
talebin fiyatlar1 yukan tasidigini ileri stirmektedir. (Hamilton, 2009; Krugman,
2008). Ik grubun savi, kurumsal yatrimcilarm son donemde artan emtia yatirim
istahi ile birlikte “emtianin finansallasmasi” olmustur. Finansal kurumlar getiri
lizerine yogunlastiklar1 i¢cin, bashca politka yapicilar bu kurumlarin emtia piyasasi
Ozelliklerini bozduklarini ileri siirmektedirler (de Schutter, 2010).
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Finansallasma hipotezi, emtia ve finansal pazarlar arasmdaki baglantinin emtia tlirev
piyasalarinda artan kurumsal yatrmm ile birlikte olduk¢a giiclendigini
savunmaktadir. Bahsi gecen baglanty, oynaklk yayilimi ve korelasyon seklinde
olmaktadir (Adams ve Gliick, 2015). Bu nedenle ¢alismamizi ana olarak ii¢ bolime
ayrmaktayiz. Birinci boliimde tiirev piyasalarmin spot fiyatlari nasil etkiledigini
teorik olarak Ozetliyor, kurumsal yatrimcilarin emtia dinamikleri lizerindeki tesirini
literatiirde gegen cahsmalar {izerinden inceliyoruz. Ikinci bolimde 25 emtia ile ABD
hisse senedi piyasast (S&P500) arasmda oynaklk yayilimi analizi yapip
finansallagsma hipotezini test ediyoruz. Asil olarak inceledigimiz soru ise finansalar
piyasalardaki oynakhigin emtia piyasalarina taginmasinin CIT’lar ile birlikte saysal
anlamda artip artmadigidir. Ikinci béliimde kurumsal yatrmcilarin oldukca dnem
verdigi risk dagilimi konusunun temelini olusturan korelasyonu inceliyoruz.
Geleneksel anlamda emtia piyasasi, finansal yatrim araglari piyasasindan oldukca
farkh olarak alglanmaktadir. Ancak; kurumsal yatrimcilarin emtia tiirev piyasasina
girmesi ile birlkte emtia piyasalarinin faydalarmi zamanla kaybettigine
inamlmaktadwr. Bu nedenle 12 tarmsal emtia ile S&P500 arasmda korelasyona

bakacak ve bu korelasyonu hangi faktorlerin giiglendirdigini inceleyecegiz.
2. Birinci Bolum

Emtia tiirev piyasalar1 ile spot piyasalar arasmdaki bagmtiy1r agiklayan esas olarak iki
teorik model vardr. Birincisi Keynes’in (1930) onciiliigiinii ¢ektigi riskten korunma
baskis1 hipotezidir ve getirinin bugiin kararlastirilan vadeli kontrat fiyat1 ile beklenen
spot fiyat arasmndaki farktan (risk primi) dogdugunu kabul eder. Bu nedenle de
Keynes (1930) vadeli kontratta riski iistlenen kisinin alict olmasi nedeniyle risk
priminin de alc1 hesabma ge¢cmesini Ongoriir. Ancak bu hipotezin temeli normal
doniiklik teorisinin, yani vadeli islem fiyatlarmm spot fiyatlardan diisiik olmasi
esasma dayanr. Normal doniiklik teorisini destekleyen ise fazla ampirik ¢ahsma
bulunmamaktadir (Chang, 1985; Miffre, 2016).

Ikinci model ise emtia depolama teorisidir (Kaldor, 1939) ve spot ve vadeli kontrat
fiyatlar1 arasmndaki farkn depolama ve finansman giderleri ile bagmtil1 oldugunu
ileri siirer. Deaton ve Laroque (1992, 1996) depolamanin daha az oynak ve piirlizsiiz
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emtia fiyatlar1 sagladigmi iddia eder. Fama ve French (1988) ise benzer iligkiyi
ampirik olarak gostermistir.

Literatiir bu iki teorik modeli kullanarak islemi uzatma (roll forward) stratejisi ile
emtianin hisse senedi piyasasindan bile daha iyi bir getiri kaynagt oldugunu
gostermistir (Gorton ve Rouwenhorst, 2006). Ancak finans aragtrmacilarinin emtia
piyasalarma olan ilgisi 2000’lere kadar smrli kalmis (Erb ve Harvey, 2006), Gorton
ve Rouwenhorst’un (2006) ¢ahsmas1 ile finansal yatrimcilar emtia piyasasina
yikselen bir talep gostermislerdir. Beklenen ve beklenmedik enflasyona kars
koruma kalkani saglamasi, bono ve hisse senedi piyasalari yatrimcilarina risk
dagilm1 konusunda yardimci olurken aym zamanda yiiksek getiri saglamasi
emtianin ana ilgi ¢ekici noktalar1 olmustur. Hatta, resesyon baslangic1 ve biiylime
donemlerinin sonlarma dogru kisith getiri saglayan geleneksel finansal yatrim
araglarma karsm bu donemlerde oldukea 1yi getiri saglamaktadir (Gorton ve
Rouwenhorst, 2006).

Dolayisiyla finansal kurumlarin emtia piyasasina olan istali artmuis ve “‘emtianin
finansallagsmas1” terimini literatiire kazandrmistir. Teorik agiklamasini ise bilgimiz
dahilinde yapan tek ¢alisma Basak ve Pavlova’nin (2016) cahsmasidir. Yazarlar,
kurumsal yatwimcilarin performanslarinin genelde bir gostergeye, genellikle iyi
bilnen bir endekse gore karsilastrildigimi sdylemektedir. Kurumlarina olan sermaye
akis1 ise bahsi gecen endekse gore ne kadar basar gosterdiklerine bagh oldugu i¢cin
gostergeyi olabildigince gegmeye c¢alsirlar. Kurumlar hem hisse senedi hem de her
bir endeks iiyesi olan emtia tiirev piyasalarma yatrim yaptiklar1 i¢in, beklenen
endeks seviyesi ortak bir faktor haline gelir ve iki piyasa arasindaki korelasyonu
guclendirir. Ancak endeks lyesi olmayan emtia icin bu sav gegerli degidir. Aym
sekilde endekse gore kotli performans sergileyen her bir emtia da
finansallagsmayacaktir. Aym zamanda finansallasma ile birlikte endeks iiyesi olan her
bir emtia birbiri ile daha bagmtili hale gelmektedir. Ozellikle depolanabilir emtia igin
gelen arz veya talep soklart diger endeks tiyeleri emtiay1 da etkileyecektir. Basak ve
Pavlova (2016), emtianin disaridan gelen haberlere daha duyarli oldugunu teorik
olarak aciklarken, finansal piyasalarda olusan soklarm da emtia piyasasma daha
kolay yayidigmi ifade etmektedir.
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3. Ikinci Béliim
3.1. Giris ve literatiir ozeti

Emtia piyasalar1 ekonomiler ve ekonomilerin biiyiimesi i¢in olduk¢a onemlidir
(Deaton ve Miller, 1996) ve bu nedenle emtia piyasasindaki istikrarin ya da

istikrars1zligin 6nemli sonuglar1 olabilir.

Kriz donemlerinde ¢esitli risklere karsi koruma saglayan varlklar finansal sistemin
istikrar1 ve dayanakhlig1 icin olduk¢a onemlidir (Baur ve Lucey, 2009). Hatta
finansal duzenlemeler de asil olarak riskin dagitilmas1 prensibi tizerine kurulur,
nedeni de resesyon donemlerinde kurumlarin iflasinin 6niine gegebilmektir. Gorton
ve Rouwenhorst’un (2006) bahsettigi iizere emtia konjonktiir donemlerinde
geleneksel finansal araglardan farkh davranabilmektedir. Dolayisiyla da yatrimeilar:
asagl yonli risklerden korumakta, iflas intimalini dusirmektedir. Fakat, eger
kurumsal yatmmcilar stirekli olarak emtia ve hisse senedi piyasalarinda al-sat
yapiyorlarsa bu durum her iki pazarm birbirinin sokuna karsi daha duyarh hale
getirebilir (Tang ve Xiong, 2012). Biz de bu bélimde finansallagsma ile finansal

soklarm emtia piyasalarma yaylliminm artp artmadigmi inceleyecegiz.

Ayrica yaylmanin korelasyon tizerinde iki onemli avantaji vardr. Birinci olarak
korelasyon soklara karsm ani diisiis ve yiikselis gosterebildigi icin nedensellik
bakmmdan yorumu biraz daha belirsizdir. Ote yandan yayilim analizinde hangi
varhgin digerini etkiledigi daha aciktr. Ikinci olarak da korelasyonda iki varligin
korelasyonu hangi varh@i once dikkate alrsaniz aln birbirine esittir; fakat yaylim
analizinde yon olgusu oldugu icin esit degildir.

Yayllim analizleri literatiirde globallesme ile Oncelikle cografi bolgeler arasnda
incelendi (Hamao, Masulis ve Ng, 1990; Bekaert ve Harvey 1995). Ozellikle Asya
krizi, Latin Amerika krizi ve sonrasmda da 2008’deki biiyiik kriz, farkh sonuglar
gostermekle birlikte bulagicilik literatlirinii oldukca buyuttd.

Ikinci olarak ise varlk gruplar1 arasmda bulasicilk analizleri yapildi ve “emniyete
ucus” (flight-to-safety) literatiirii olarak gbze ¢arpmaya basladi Ik baslarda bono
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piyasasi daha ¢ok giivenli liman olarak goriiliirken (Shiller ve Beltratti, 1992),
sonraki senelerde gayrimenkul, altm ve petrol de dikkat ¢ekmeye baslad1 (Baur ve
Lucey, 2010). Ancak guvenli liman o6zelliklerinin zaman ve Ulke secimlerine gore

oldukca degiskenlik gosterdigi de ¢ahgsmalarda vurgulanmaktadir.

Oynaklk agisindan yaylim analizlerine baktigimizda hisse senedi piyasalar1 ile
emtia piyasalar1 arasmdaki ¢aligmalarin daha c¢ok petrol lizerinden yapimasi

petrolin ekonomiler Uzerindeki 6nemi g6z oniine alndiginda saswtict degildir.
Cesitl iilkeler ile yapilan ¢algmalarda oynaklk yayiliminin kimileri icin tek yonli
olarak hisse senedi piyasalarindan petrole ya da tam tersi yonde; Kimileri icin ise cift
yonli oldugu gosterilmistir (Malik ve Hammoudeh, 2007; Arouri ve ark., 2011; Bhar
and Nikolova, 2009). Son zamanlarda degerli metaller, tarmsal emtia ve endiistriyel
metallerin de hisse senedi piyasalar1 ile iliskisi incelenmeye baslanmistir (Mensi ve
ark.,, 2013; Sadorsky, 2014). Ancak halen yapilan ¢alismalar olduk¢a smrhdir ve
her bir emtia piyasasi bazinda yapilmis c¢ahsmalar oldukca kittir.

3.2 Yontem

Calsma esas olarak iki basamaktan olusmaktadwr. Birinci basamakta finansallagma
doneminin ne zaman basladigini belirlerken, ikinci boliimde de oynaklk yayilma
Ozelliklerinin finansallagsma Oncesi ve sonrasinda ne sekilde degistigini

incelemekteyiz.

Finansallasmanm baslangicin1 belirlemek {izere literatiirde ana iki yontem vardir.
Birincisi, onceki caliymalar1 goz Oniine alarak ihtiyari bir nokta segmek, digeri ise
yapisal kirllma noktalarmi belirleyen istatiksel metotlar1 kullanmaktir. Biz her iki
yontemi de kullanmakla birlikte test sonuclarinin her ikisi ile de ¢ok benzer ¢ikmasi
nedeniyle bulgularimizi ihtiyari se¢cimimiz olan 2004 oncesi ve sonrast seklinde

sunduk.

Cahgmanin ikinci kisminda yontem olarak Diebold ve Yimaz in (2012) oldukca
basit ve anlasilmas1 kolay olan yontemini kullanacagiz. Onceki ¢absmalar daha ¢ok
GARCH bazh testler yaptiklar1 i¢in herhangi ki donem arasmdaki karsiastrma
istatiksel Onem iizerinden yapimustir. Her iki donemde de istatiksel onemli(siz)lik
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tespit edilmesi, donemler arasmda fark olmadigi ve bu nedenle de arastrmaciyi
finansallasmanin olmadig1 sonucuna vardmabilir. Ancak biz Diebold ve Yimaz’in
(2012) gahsmasini kullanarak yayilmayi nicel olarak da belirleyebilecek ve donemler
arasmdaki farkhlig1 da analiz edebilecegiz.

Veriseti olarak 25 emtianin Datastream Uzerinden elde edilen S&P GSCI spot endeks
fiyatlarin1 kullaniyor, zaman araligi olarak da 1 Ocak 1997 ve 6 Haziran 2016 arasm

seciyoruz.

Oncelikli olarak oynaklk icin her bir emtia ve S&P500’iin GARCH (1,1)’ini
hesapliyor ve daha sonra her bir emtiay1 S&P500 ile birer vektor otoregresif modele
koyuyoruz. Sonrasmda da genellestirilmis varyans ayristirma sonuglarini gesitli giin
aralklar1 (is gliinii baznda yaptigimiz icin 10, 21, 63, 126 ve 252 giin) i¢in elde
ediyoruz. Sonug olarak her bir emtianin S&P500’iin varyans agiklamasinda (ya da
tam tersi) ne kadar payr oldugunu Sgreniyoruz. Ornegin Tablo 2.4’de aliminyum

icin 63 giinliik sonug tablosunu finansallagsma Oncesi ve sonrasi i¢in gorebilirsiniz.

Bu tablo bize hisse senedi piyasasmnin aliiminyum varyansini agiklama giicliniin
finansallasmadan once %0.3 oldugunu, sonra ise bu saymin %14.3’e ¢iktigimni
goriiyoruz. Ote yandan hangi varhgm digerini etkiledigini gdrmek igin net yayilmi
hesaplamamiz gerekmektedir. Bunun i¢in her bir varligin diger varli§in varyansi
Uzerindeki etkisini birbirinden ¢ikarilarak bulinmaktadir. Ornegin aliiminyum icin
net yaylma finansallasmadan once -2.71 iken (0.34-3.05), 2004 sonrasmda 10.64’¢
(14.26-3.62) yiikkselmistir. Saymin negatif olmasi yayllimin emtiadan hisse senedi
piyasasina, poztif olmasi ise hisse senedi piyasasindan emtiaya yayillimin oldugunu
gostermektedir. Tablo 2.4’lin sag kdsesinde yer alan say: ise ortalama olarak her bir

varh@in bubiri iizerindeki yayilim endeksini hesaplamaktadir.

Bu yontem ile yaylmanin nicesel olarak artip artmadigini, ortalama yayilma

endeksini ve yayllmanin yoniinii analiz edebilecegiz.
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3.3. Bulgular

Giin arahgmi secerken sonuclarimizin se¢imimize duyarhligini azaltmak i¢in hem
kisa, hem orta hem de uzun vadeli olarak sunduk. Ancak sonuclarimizin yorumu asil
olarak ticer aylk donemler (63 is gilinii) baznda olan tablolardan gelecektir. Yatirim
yapan kurumlar genel olarak portfoylerini ¢ok sik degistirmedikleri i¢in

calismamizin amacma en ¢ok uyan araligin 63 giin oldugu kanisindayiz

Tablo 2.5 esas sonuglarimizi finansallasma Oncesi ve sonrasi olarak biitiin emtia
piyasalar1 i¢cin 6zetlemektedir ve olduk¢a Onemli bulgular gbze carpmaktadir. Birinci
olarak oynaklk yayilim endekslerinin portakal suyu ve dogalgaz dismdaki biitiin
emtia piyasalar1 i¢in artti@ini gézlemliyoruz. Finansallasmadan once endeks %0,3 ve
%3,5 arasmda seyrederken, finansal yatrimcilarin emtia piyasasma katiimlar: ile
birlikte %0,5 ve %13,4 araligina yiikselmistir. 2004’ten Once diisik seyreden endeks
bize emtia piyasasinin risk dagihiminda onemli bir rol oynadigini ve finansal
piyasalara iliskin asag yonli riskten korudugunu gostermistir. Bu nedenle Gorton ve
Rouwenhorst’un (2006) sonuglar1 ile benzerlik gosteren kisimlar1 vardr. Ancak
yatrimcilarin emtia tlirev piyasasma artan istahlar1 ile birlikte finansal soklara olan
bagisikliklar1 sorgulanabilir hale gelmistir.

Diger taraftan, dogalgaz ve portakal suyunun finansallasmamis olmasinin nedenini
inceledigimizde, Basak ve Pavlova’nin (2016) modelinin bir cevabi oldugunu
gorityoruz. Onceden de bahsettigimiz gibi EET’ler endeks iiyesi emtia piyasalarina
yatrim yapmaktadirlar ve endeks iiyelerinden de kendi performans gostergelerine
gore daha 1yi getiri saglayanlar1 se¢mektedirler. Portakal suyu herhangi bilindik bir
endeks tiyesi emtia degildir; dolayisiyla finansallagmamasi teori ile uyumludur.
Dogalgaz ise endeks iiyesi olmakla birlikte karsilastrmali olarak gosterge endeksi ile
bakidiginda (Figiir 2.3) oldukca kotii performans sergilemis oldugunu goérebiliyoruz.
Sonug olarak Basak ve Pavlova’nin (2016) bahsettigi iizere bulgularimiz finansal
yatrimcilarin endeks iiyelerini ve bu iiyelerden de en az kendi gostergeleri kadar iyi

performans sergileyenleri sectigini gosteriyor.
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Tablo 3.5’den ¢ikan bir diger sonug da degerli ve endustriyel metallerin ile enerji
grubunun tarmsal emtiaya gore daha cok finansallasmis olmasidwr. Degerli
metallerin yatrim amagh kullanimi bilinen bir gergektir (Antonakakis ve Kizys,
2015). Endistriyel metaller ve enerji grubu ise ekonomilerin dnemli girdilerindendir
ve bu nedenle finansal piyasalarla olan iligkisinin daha giicli olmasi sasirtic1 degildir
(Ordu ve Soytas, 2016). Tarimsal emtia ise yatrim amaci ile bu gruplar arasmda en
az dikkat cekendir. Fakat, yakm zamanda ABD’nin biyoyakit politikasindaki
degisiklik nedeniyle tarimsal emtia enerji grubunun ikamesi olmustur.

Tablo 2.5’den ¢ikan bir diger bulgu da net yayllmanin finansallasma Oncesinde emtia
piyasasindan hisse senedi piyasasma, finansallagma sonrasmnda ise tam tersi yonde
oldugudur. Dolaysiyla emtianin finansal soklara karsi artan hassasiyeti ise emtianin

en onemli avantajlarindan birinin ortadan kalkmaya bagladigmi gostermektedir.

Diebold ve Yimaz (2012) analizin zaman arahgmin arttk¢a daha fazla yayilma
oldugu sonucu gosterebilecegini ifade etmistir. Bu sebeple biz calsmamizi, 2
haftalik (10 giin), aylk (21 giin), 6 aylk (126 giin) ve senelik (252 giin) olarak Tablo
2.6’da sunduk. Sonuglar bize finansallagma Oncesinde ¢ahgmanin zaman araligimi
arttrmanim yayllma {izerinde cok ciddi bir artisa neden olmadigini gdstermistir.
Dolayistyla 2004 6ncesinde emtia piyasast ciddi anlamda yatrimciy: finansal
soklardan koruyan bir koruyucu kalkan olmustur. Ancak finansallagma sonrasi
doneme bakarsak zaman arahgi yayilim iizerinde ¢ok ciddi bir etmen haline

gelmistir. Bu da bize emtianin kisa dénemli i¢cin kismen asad yonli risklere karsi
koruyabilecegini; ancak kurumsal yatmimcilar gibi uzun vadeli yatrimcilar i¢in bu

avantaji saglayamadigmi gostermektedir.

Hisse senedi ve emtia piyasasi arasinda artan bagmnti iizerme finansallagsma
hipotezini kabul etmeyen bir grup arastrmaci ise iliskinin ekonomik konjonktiirdeki
dalgalanmalar sebebiyle arttigini ileri siirmektedir (Bhardwaj ve ark., 2016). Bu
nedenle 2004 sonrasmdaki bolimii NBER’in belirlemis oldugu resesyon siiresini
dikkate alarak kriz sonrasi (2009 ve 2016) ve 6ncesi (2004 ve 2009) olarak iki
boliime ayrdik. Bu sekilde kriz nedeniyle olusmus bir bagnti varsa kriz sonrasi

bunun “normal” seviyelere inmesini bekliyoruz. Ancak Tablo 2.7 bize durumun
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boyle olmadigini kriz oncesi ve sonrasi donemde ciddi bir finansallasma oldugunu

ve bunun gecici bir donem olmadigint gostermektedir.
4. Ugiinctl BAIUm
4.1. Giris ve Literatiir Ozeti

CIT’larin emtia tlrev piyasalarina girmesi ile birlkte emtia fiyatlar1 ve oynakliklar1
tarthsel ortalamalarin oldukca lizerme ¢ikmustir. Ay sekilde hisse senedi piyasalari
le emtia arasmdaki korelasyon da ylikselmis, (Biiyliksahin ve Robe, 2014)
finansallagsma olgusunu bir adim Oteye tasmustir. Figilir 3.2°de gorebileceginiz gibi
korelasyon uzun siire 0 degerlerinde gezinmesine ragmen, S&P GSCI i¢cin 0.54°¢
S&P GSCI tarmmsal emtia endeksi i¢in 0.34’lere kadar artmis ve uzun siire bu
seviyelerde kahmgtir.

Calsmanin amaci CIT net pozisyonlarinin 6zellikle 2008’den sonra gbzlenen hisse
senedi ve tarrmsal emtia korelasyon artismi agiklaylp aciklayamadigmi ve bu sekilde
finansallagsmanin tarmsal emtialar i¢in gegerlili§ini incelemektir. Tarmsal emtia
secimimizin ana olarak iki sebebi vardr. Birinci olarak S&P GSCI gibi toplu
endeksler lizerinden yapilan c¢ahsmalar her bir alt grubun ve emtianin kendine Gzgl
davranmisini gblgeleyebilir. Aym zamanda emtia bazinda yapilan c¢ahsmalar da daha
¢ok enerji emtiasi bazinda yapilmis (6rn., Fattouh ve ark., 2013; Singleton, 2014),
ancak tarimsal emtia daha az dikkat ¢ekmigtir. Oysa gidamin mesken harcamasindaki
oranmin globalde %58,3 ve oldugu g6z Oniine alnrsa, tarimsal emtianin
dinamigindeki herhangi bir degisimin ciddi sonuglar1 olabilir. Bu nedenle de
ozellikle tarmsal emtiay1 cabsmamzda inceleme karar aldik. ikinci olarak da
kullanacagimiz CIT net pozisyon veri seti sadece tarimsal emtia i¢in mevcuttur.
Bagka ¢alismalar farkh veri setleri kullanmis ve Cheng ve ark. (2014) bu verilerde
ciddi hatalar oldugunu ve CIT pozisyonlar1 yerine kullanilmamas1 gerektigini ifade

etmistir.

Calymamiz ana olarak iki kol literatiir ile yakmndan ilintilidir, birincisi yatrimcilarin
Ozelliklerinin varlk fiyatlamasina etkisi olup olmadigi iken, ikincisi ise kurumsal

yatrimcilarin emtia piyasasi temellerine etkisini arastirir.
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Birinci kisim literatiire baktigimizda yatrimet profilinin (kurumsal/ bireysel
yatrime1) varlk fiyatlamasi iizerindeki etkisini inceleyen teorik olduk¢a az makale
oldugunu goriiyoruz (Basak ve Pavlova, 2013). Profesyonel yonetim altmda olan
varlklar 1946’da ABD gayri safi yurtici haslasmin %50’si ikken bu sayr 2013
itibariyle %240’a ¢tkmistr (Haldane, 2014). Bu nedenle de CAPM gibi geleneksel
varlk fiyatlama modellerinin bireysel yatrimci 6zelliklerinden ortaya ¢ikmasi ¢ok
da sagirtic1 degildir. Ancak giiniimiizde profesyonel yatrimlar bu kadar ¢ok artmigsa
kurumlarm varlklar iizerinde etkisinin olmasi da kagmilmazdr (Basak ve Pavlova,
2013). Ornegin Basak ve Croitoru (2006), kisit1 daha az olan yatrimcilarin (bizim
durumumuzda kurumsal yatmrimcilarm) varlklardaki yanhs fiyatlandirmanin Oniine
geetigini savunur. Kyle ve Xiong’da (2001) yatrimcilarin ayni anda portfoylinde
tuttugu varlklarmm birbirlerine karsi daha duyarli olacaklarmi ve korelasyonlarmimn
artacagmi ongdrmektedir. Ote yandan, diinyada onlarca farkh iikkeden yiizlerce farkh
varlk vardr. Bu nedenle de korelasyonun artismi gozlemlemek zor olabilir. Ancak
Barberis ve Shleifer (2003) yatrmmcilarin biitiin varlklar1 analiz edip se¢cmek i¢in
kisith kapasiteleri oldugunu ve karar siirecini kolaylagtirmak i¢cin yatwrim tarzlarn
olusturduklarin1 savunur. Yazarlar yatrim tarzmm herhangi bir grup hisse senedi,
fon, varlik olabilecegini soyler. Barberis ve ark. (2005) ise bahsi gecen makaleden
yola cikarak herhangi aym kategoride olan varlklarm birbiriyle daha ¢ok korelasyon
sergilediklerini ifade eder. Wahal ve Yavuz’da (2013), emtianin finansallagmay1
miiteakip bir yatrim tarz haline gelip gelmedigini incelemek icin bir model kurar ve

sonuclar emtianin bir tarz hale geldigini savunmaktadir.

Cabsmamizin ilgilendigi ikinci literatiir dah ise “emtianin finansallagsmas1”
konusudur. Bilgimiz dahilinde kurumsal yatrimcilarin emtia piyasasi dinamiklerini
teorik bir modelde ele alan tek ¢calisma Basak ve Pavlova’nin (2016) tarafindan
olamdir. Daha Once de bahsettifimiz gibi, yazarlar finansallagsma ile birlikte hisse
senedi ve emtia piyasalar1 arasmdaki bagmtinin arttigini1 savunmaktadir.
Finansallasma konusu emtia i¢in olduk¢a yeni gelisen bir literatiir oldugu i¢in
ampirkk ¢alismalarda heniiz bir ortak goriis olusmamistir. Basak ve Pavlova’y1

(2016) destekleyen makalelerin bashcast Tang ve Xiong (2012) tarafindan yapilmis
ve oldukca dikkat ¢cekmistir. Yazarlarin ¢alismasi emtia piyasast dinamiklerinin 2004

yih itibariyle degistigini ve kurumsal yatwimcilarin artk emtiayr bir yatrm araci
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olarak kabul ettigini gostermektedir. Diger ampirik ¢ahgmalar da Amerikan hisse
senedi piyasasi ile secilimis emtia piyasalarini dikkate alarak yapilmis olmakla
birlikte (6rn., Irwin ve ark., 2009), farkh hisse senedi ve bono piyasalar1 da
cahsmalara eklenmeye baslamustr (6rn., Silvennoinen ve Thorp, 2013).

Cheng ve ark. (2014) ise CIT’lerin emtia piyasalarma girislerinin finansal
piyasalardaki ortam ile yakindan ilintili olabildigini gostermistir. Normal sartlar
altmda CIT’ler emtia tiirev piyasalarinda alm pozisyonu alarak kendilerini cesitli
risklere karsi giivence altma alan kurumlarin karsismda yer alrlar. Ancak Cheng ve
ark. (2014), finansal piyasalarda korkunun arttii donemlerde CIT’lerin emtia
piyasalarindan ¢iktiklarini ve kendini giivence altma almaya calisan kurumlar
normal zamanlardan daha biiyiik riskle karsi karsiya braktiklarmi gdstermislerdir.
Benzer sekilde Biiyiiksahin ve Robe’da (2014) koruma amach fonlarin (hedge fund)
hisse senedi-emtia korelasyonunu agiklamada onemli oldugunu ancak piyasada
likidite sikmtis1 oldugu zaman benzer pozisyonlarm korelasyonu agiklayamadigini
gostermistir. Bu nedenle de fimansallasma olgusu kimi kosullara, 6zellikle de
piyasadaki likiditeye bagmli olabilir. Ciinkii finansal kurumlar likidite bollugunda
yatrim yapilacak yeni varhklar ararken, likidite kismtis1 ile birlikte kendi yeterlik
bolgelerine geri donebilirler. Bu da hisse senedi ve emtia piyasasi arasmdaki iliskiyi
zayiflatabilir.

Genel olarak biitiin ¢algmalar korelasyonun arttigini gostermekle birlikte neden
arttidr lizerindeki tartisma heniiz son bulmamistir. Bir grup arastrmact
finansallasmanin olmadigini, finansal ve emtia piyasalar1 arasmda artan bagmtinin
ekonomik konjonktiir ile agiklandigini savunur (6rn., Alquist ve Coibion, 2014;
Bhardwaj ve Dunsby, 2013; Bhardwaj ve ark., 2015). Ozellikle 2000 yilindan sonra
hizla artan gelisen piyasa talebini karsilamak iizere emtia fiyatlarmin arttigin,
korelasyonun da sonrasmda ortaya ¢ikan 2008 krizi ile agiklanabildigini iddia
etmektedirler. Alquist ve Coibion (2014) piyasalarin benzer faktorlere egilimli ve
hassas olduklar1 durumlarda korelasyonun arttigini, kriz ortamlarnin da buna iyi bir
ornek oldugunu savunur. Ashnda bulasicilik literatiirii de benzer sonuglart
gostermistir (Bekaert ve Harvey 1995). Daha sonra Bhardwaj ve ark. (2015)

ekonomik konjonktur ile hisse senedi-emtia piyasalar1 arasmdaki korelasyona
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bakmis ve olduk¢a yiiksek bir oran bulmustur. Bruno ve ark.’da (2015)
finansallagmanin korelasyon iizerinde biiyiik bir etkisi olmadigmi bulmakla birlikte
ekonomik konjonktiir degiskeni istatiksel olarak onemli ¢ikmustir. Ancak yazarlar
bunu finansallasmanin olmadigi sonucuna baglamamistr. Ekonomik konjonktiir
degiskeninin 6nemli ¢ikmasi ashnda iki piyasanin birbirine entegre olmaya
basladigini gosterdigini, bunun baska tiirli ¢tkmayacagini iddia etmistir.

Biz de literatiirde bahsi gecen énemli faktorleri dikkate alarak, finansallasmanin

hisse senedi-tarimsal emtia korelasyonu {iizerindeki etkisini inceleyecegiz.
4.2 Yontem

Aragtrma sorumuzun cevabmi incelemek i¢in yontem olarak iki basamakh bir
yontem kullanacagiz. Birinci olarak korelasyonu hesaplayabilmek icin GARCH
ailesinden bir yontem olan asimetrik dinamik kosullu korelasyon (ADCC) metodunu
kullanacagiz (Cappiello ve ark., 2006). Bu yontem bize S&P500 ve her bir tarmmsal
emtia arasmda zaman i¢inde degisen korelasyon konusunda bilgi verirken, negatif

veya pozitif yonde olusan soklar1 da dikkate alarak bir zaman serisi sunuyor.

Calsmanin ikinci basamaginda hesapladigimiz korelasyonu finansallasma ve diger
faktorler ile birlikte bir kantil regresyon modeline (Quantile Regression - QR)
ekleyecegiz. QR yontemi esas olarak agrliklandirilmis en kiicik mutlak sapmalar
yontemine gore regresyon sonuglarmi sunar ve kullanicinin istedigi ylizdelik
dilimler i¢in farkh sonuglar verebilir. Geleneksel regresyon yontemi swradan en
kiiciik kareler yontemi ile katsayilar1 ortalama bir deger iizerinden hesaplar ve ciddi
varsaymmlar iizerinden hareket eder. Bu varsayimlardan bazlar1 normallik ve es
varyansliliktir ve finansal veri setlerinde genelde ¢ok zor bulunan o6zelliklerdir. Aym
zamanda regresyonlar aykiri gozlem noktalarma karsi asmi hassastirlar ve sonuglar
bir kag asmt gézlem ile ciddi 6lciide degisebilmektedir. Diger taraftan QR, bu
sorunlar1 ortadan kaldwrarak daha anlamli analiz sonuglar1 verebilmektedir.

QR yonteminde bagmli degisken icin olan degerler kullanicinin sectigi dilimlere
ayrilarak karsiik gelen her bir bagimsiz degisken ayri1 ayri regresyonlara konar. Bu
sekilde bagimli ve bagimsiz degiskenler arasindaki iliskiye dair resim daha net bir
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sekilde oniimiize ¢ikar (Koenker, 2005). Ozellikle korelasyon degerlerinin zaman
icerisinde c¢ok farkh degerler gostermesi QR yonteminin kullanimini 6ne ¢ikarmustir.
Korelasyonun yiiksek ya da diigiik seyrettigi donemlerde bagimsiz degiskenlerin
aciklama giicliniin ne Olclide degistigini ve arada asimetrik bir iliski olup olmadigi
incelenebilecektir. Aynt zamanda geleneksel regresyon yontemindeki varsaymmlar
bizi ¢ok ilgilendirmeyecek ve sonuglarimizin farkh durumlarda ne sekilde degistigini

inceleyebilecegiz.

Korelasyon hesaplamas1 i¢in 12 adet tarmsal emtianin en yakm zamanl tiirev
kontratmin giinliik fiyatlarin1 1 Ocak 1995 ve 22 Subat 2016 arasi i¢in elde ettik.
Aym sekilde S&P500’tn de giinlik endeks fiyatlarini gekerek, bitin serilerin
getirilerini hesap ettik ve duragan olan zaman serilerini hesapladik. Daha sonra her

bir emtia ile S&P500°1 eslestirerek, 12 adet korelasyon verisini hesapladik.

Ikinci asamada kullandigimiz veri setinde ise bashca bagmsiz degiskenimiz,
finansallasma i¢in kullandigimiz CIT net pozisyonlaridir. Ancak bu veri seti sadece
haftalikk bazda ve 1 Ocak 2006’dan sonrasi i¢in mevcuttur. Diger bagimsiz
degiskenler srastyla su sekildedir: Global ekonomik durumu yanstmak i¢in
Kilian’1in (2009) gelistirdigi ger¢ek ekonomi faaliyeti endeksini, ekonomik
konjonktur durumunu yanstmak icin Moodys’in Baa ve Aaa 6zel sektdr borglanma
senetleri arasmdaki faiz farkini, gelisen iilkke tarafindan gelen talep miktarini
yansitmak icin MSCI gelisen iilke endeksini, makroekonomik gelismeler i¢cin JP
Morgan bono endeksini, piyasadaki likidite durumunu yanstmak i¢in TED farkm,
finansal piyasalardaki korku icin VIX endeksini, foreks piyasasindaki degisiklikleri
yansitmak icin de Amerikan Dolar1 endeksinin en yakmn vadeli kontrat fiyatin1 ve son
olarak da biyoyakit politikasindaki degisiklikleri de kontrol etmek i¢in petrol
fiyatlarin1 kullandik. Modelimiz denklem 3.16’da mevcuttur.

4.3 Bulgular

Coklu ortak dogrusallik probleminin 6niine gegmek ve yorumlarin daha anlaml
olmas1 i¢in biitiin degiskenler (kukla degisken disinda) standardize edimistir.
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Figiir 3.6’da gorebilecegimiz gibi korelasyonlarin hepsi oldukg¢a paralel bir trend
gostermektedirler. 2008 krizi doneminde hepsinde ciddi bir diisiis gbzlemlenirken,
kriz ertesi artis uzun siirelerle devam etmistir. Ashnda literatlriin uzun sire Uzerinde
durdugu riskin dagitilmasi igin iyi bir oyuncu olarak kabul edilen emtianin, Ozellikle
2008 sonrasi ¢ok da iyi olmadigmi gostermektedir.

Aragtrma sorumuzun cevabi igin Tablo 3.4’e gz atabilirsiniz. Basak ve Pavlova’nin
(2016) temel hipotezi finansallasma ile birlikte korelasyonlarin artmasi gerektigidir.
Bu nedenle CIT degiskeni i¢in katsayilar1 inceledigimizde, 8 emtia i¢cin pozitif ve
istatistiki olarak onemli oldugunu goriiyoruz. Sonug bize bahsi gecen 8 emtianin
finansallastigin1 gdstermektedir. Ornegin CIT net pozisyonundaki 1 standart sapma
degisim kakaonun S&P500 ile olan korelasyonu 0.37 standart sapma kadar

attrmaktadir.

Diger secimis yiizdelikk dilimler i¢in de sonuglar Tablo 3.5’de mevcuttur. Sonuglar
CIT katsayilar1 i¢in neredeyse benzer sayilar gostermektedir, dolayisiyla CIT
pozisyonlarinin korelasyon iizerindeki giicii diisiik ya da yiikksek korelasyon
seviyelerinde bir ka¢ emtia diginda degisiklik gostermemektedir.

Fakat, bir diger 6nemli bulgumuz, nusr, pamuk ve kahve i¢in finansallagma
olmadig1 yoniindedir. Daha Once de bahsettigimiz gibi kurumsal yatrimcilar kendi
gosterge endekslerine gore daha iyi performans sergileyen emtiay1 secerek onlara
yatrim yapmaktadirlar (Basak ve Pavlova, 2016). Bu nedenle biitlin emtia
getirilerini S&P GSCI endeksi ile 2004 yilindan itibaren karsilastirmali olarak Figiir
3.8’de sunuyoruz. Goze ¢arpan en onemli sonug kahve, pamuk ve musrin endekse
gore daha diisiik getiri saglamalarma ragmen, difer 8 emtianin en azmndan endeks
kadar iyi performans sergilemis olmalaridir. Bu da aslnda tam olarak teorik

altyapimizin bize sundugu Onermedir .

Bir diger 6nemli konu CIT pozsyonlarinin korelasyonu agiklama giiciiniin finansal
piyasalardaki likiditeye bagh olup olmadigmin incelenmesidir. Cheng ve ark.’nm
(2014) bahsettigi iizere eger CIT’lar kimi zamanlarda emtia piyasasma girip kimi
zamanlarda ¢ikiyorlarsa korelasyon da buna bagh olarak degisebilir. Finansallagsma
hipotezinin ger¢ekten CIT larin emtia tiirev piyasalarinda aldig1 pozisyon ile
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ilintililigi de bu sekilde test edilmis olacaktr. Test etmek icin ise modele bir CIT ve
TED arasinda bir etkilesim terimi koyarak katsaymin istatistiki onemine baktik.
Katsayilar onceki bulgularla uyumlu olarak ve bekledigimiz gibi negatif ¢iktl. Yani
CIT net pozisyonu her ne kadar korelasyonu agiklasa da, kit likidite dénemlerinde
aciklama giictinii kaybetmektedir. Dolayisiyla, CITlar likiditenin bol oldugu
donemlerde kendi “yeterlik bolgeleri”nden cikip emtia piyasalarma yatrim yapmaya
baglar ve boylece finansal ve emtia piyasalarini birbirine daha ¢ok baglarlar. Ancak
likidite kisildigi anda emtia piyasasmdan c¢ikarak bu bagmtiyr zayiflatirlar. Yiizdelik
dilimler arasindaki sonuglara baktigimizda ise biitlin emtia piyasalar1 i¢cin yiiksek
korelasyonda negatif katsaymm daha da biiylidiigiinii gzlemliyoruz. Bu da bize
CIT’larm yiiksek korelasyon ortamlarinda emtia piyasasindan daha da hizl
ciktiklarini gostermektedir.

Diger degiskenlerin katsayilarina baktiZimizda ise dnemli bulgular goze
carpmaktadwr. Birinci olarak, bir grup arastrmacmin daha once de bahsettigi iizere
ekonomik konjonktiir korelasyonlar1 agiklamada olduk¢a 6nemli bir faktordiir.
Ayrica 2008 krizi donemini kontrol etmek iizere koydugumuz kukla degiskenin
katsayis1 biitiin korelasyonlar i¢in negatiftir. Bulasicilik literatiirii kriz donemlerinde
korelasyonlarin farkh varlk gruplar i¢in artabilecegini gostermektedir (Bekaert ve
Harvey, 1995). Bizim bulgumuz bunun tersini savunmakla birlikte, 2008 krizindeki
kit likidite ortamu dikkate almdiginda Onceki savimiz ile uyumludur. Basak ve
Pavlova (2016) aym1 zamanda VIX’in de korelasyonlar iizerinde arttiric1 bir etkisi
oldugunu ifade etmektedir. Sonuglara baktigimizda VIX’in pozitif katsayisiin biitiin
korelasyonlar i¢in gegerli oldugunu goriiyor, finansal piyasalardaki korkunun emtia

piyasalar1 lizerinde de etkisi olabilecegini gdstermekteyiz.

Tarmsal emtianin hepsi Amerikan Dolar iizerinden alp satimaktadwr. Diger major
yabanci paralara gore degerlenen Amerikan Dolar1 emtiaya yonelik talebi azaltacagi
icin korelasyonlar Uzerinde negatif bir etki yapabilir. Beklentilerimiz ile uyumlu
olarak, bulgularimiz USD katsayismin negatif oldugunu gostermektedir. Piyasalar
arasindaki ciddi etkilesim de bu sekilde daha da goze carpmaktadir.
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5. Sonug

Son 10 sene igerisinde emtia piyasast dinamikleri ciddi dlgiide degismistir. Emtia
fiyatlar1 2008 ¢ok ciddi fiyat artislar1 ve diistisleri yasanus; sonug¢ olarak da oynaklk
tarthi seviyelerin cok Ustiine ¢ikmustir. Benzer zamanlarda ABD hisse senedi ile
emtia piyasalar1 arasndaki bagmti da gliclenmis ve biitiin bu gelismeler politika
yapicilar lizerinde baski yaratmustir. Emtia piyasalarinin ekonomiler ve biitiin diinya
vatandaslar1 agismdan 6nemi géz oniinde bulunduruldugunda bu baskmin
yansimasmin pek ¢ok kisisel ve kurumsal yatwrimci, kar amaci giitmeyen
organizasyon, akademik arastrmacilar ve karar vericiler iizerinde oldugu da bir
gergektir. CIT’larm yatrimlarinin artis1 ile emtia piyasasinda goriilen tarihi
degisiklikler paralellik gostermeye baslayinca emtianin finansallasmas1 hipotezi de
ilk olarak Domanski ve Heath (2005) tarafindan dillendirilmistir.

Bu tezin esas amaci ise ABD hisse senedi ve emtia piyasalar1 arasmdaki bagmtinin
artismin finansallagsma ile agiklanip agiklanamadigint incelemektir. Hipotezin yanki
bulmasiyla beraber ampirik cahsmalarda hiz kazanmis ve hem dogrulayan hem de
desteklemeyen yonde ¢iktilar goriilmiistiir. Birinci gorlis finansallasma hipotezinin
gecerli oldugunu gostermekte ve piyasalarin artik geri dondiirilemez sekilde
baglandigin1 savunmaktadir (6rn., Tang ve Xiong, 2012). Ikinci gbriis ise son 10
senede diinya ekonomisinin yasamis oldugu ekonomik konjonktiir geregi biitiin
varlklarin daha bagmtil1 hale geldigini ancak bunun gecici oldugunu ifade
etmektedir (6rn., Bhardwaj ve ark., 2015). Ampirik ¢ahsmalar yeni yeni biiyiise de
teorik olarak finansallagsmay1 agiklayan, bizim bilgimiz dahilinde tek bir ¢calsma
vardr (Basak ve Pavlova, 2016).

Basak ve Pavlova (2016) kurumsal yatrmmcilarin finansal piyasalara girmesiyle
birlikte emtianin finansallagtigint modellerinde gostermektedir. Ancak bu
yatrimecilar hem ABD hisse senedi hem de emtia piyasalarimda yatrim yapmalari
nedeniyle, birbirlerindeki soklardan daha fazla etkilenmektedirler. Bu nedenle ik
cahsmamizda 25 emtia tiirev piyasast ile ABD hisse senedi piyasasi arasmda
oynaklk yaylimini incelemekteyiz. Sonuglar Basak ve Pavlova’nin (2016)
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savundugu iizere ¢cogunluk emtianin finansallagtigini, kalanlarm ise diisiik getiri
saglayan ve endeks liyesi olmayan emtia piyasalar1 oldugunu gostermektedir.

Ikinci cahsmada ise hisse senedi ve tarmsal emtia piyasalar1 arasmdaki korelasyon
zaman serisini inceledik. Modelimizde ekonomik konjonktiir ve gelisen iilke
piyasalar1 tarafindan artan talebi de goz oniinde bulundurarak, finansallagsmanin
korelasyonlar1 nasil etkiledigini inceledik. Bulgularimiz artan kurumsal yatrimci
pozisyonlarmnin korelasyonu arttirdigini; ancak yine bu yatrimcilarin piyasalarda
gozlemlenen bir likidite sikmtis1 ile birlikte emtia piyasalarindan ¢iktigini
gostermektedir. Dolayistyla emtia piyasalar1 CIT’larn likidite bol oldugunda giris
yaptigt; kit likiditede ise ¢ikis yaptigi bir piyasa ozelligi kazanmistir. Ancak giris
yaptiklart anda da emtia piyasalarinin kabul edilegelmis risk dagitma ozelligi de
ortadan kismen kalkmaktadir.
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