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ABSTRACT

AN ALGORITHMIC FAULT-TOLERANT CONTROL ARCHITECTURE
WITHOUT ACTUATOR REDUNDANCY

Marangoz, Alp

Ph.D., Department of Aerospace Engineering

Supervisor : Assist. Prof. Dr. Ali Türker Kutay

September 2018, 160 pages

In this thesis work, a novel algorithmic fault tolerant control system architecture against

actuator failures is developed. The method is based on injection of perturbations on the

controlled states that are connected to healthy actuators, in order to compensate for the

failed components and maintain overall stabilization of the system. An adaptive state

estimator structure is used for detection of faults and fault mitigation perturbations are

generated from a singularly perturbed dynamic system, which is a part of the control

architecture. The proposed method is an algorithmic fault tolerant control architecture

in a sense that the fault tolerance and reliability is achieved algorithmically and without

using any redundant physical components.

For the theoretical analysis of the developed control system, the problem is formulated

as a nonlinear control problem for interconnected systems and a theorem is structured

that includes the assumptions, conditions and stability properties of the proposed

architecture. Resultant algorithm can be applied to wide variety of problems including

multi-input-multi-output unstable nonlinear systems, provided that the system under

consideration is Lipschitz continuous and certain bound conditions are satisfied.
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Design methodology is explained through theoretical analyses and analytically tractable

numerical examples. Applications on more complex systems and limitations of the

proposed fault tolerant control system architecture are demonstrated on joint failures

of robotic manipulators and propeller loss of quadrotors cases through theoretical

analyses and simulation results.

Keywords: Fault tolerant control, Nonlinear control, Adaptive control, Control of

interconnected systems, Singular perturbation theory
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ÖZ

YEDEK TAHRİK UNSURU KULLANILMAYAN BİR ALGORİTMA
TABANLI HATA TOLERANSLI KONTROL MİMARİSİ

Marangoz, Alp

Doktora, Havacılık ve Uzay Mühendisliği Bölümü

Tez Yöneticisi : Dr. Öğr. Üyesi Ali Türker Kutay

Eylül 2018 , 160 sayfa

Bu tez çalışması kapsamında, tahrik elemanlarında gerçekleşen hataların kotarılmasına

yönelik yeni bir algoritma tabanlı hata toleranslı kontrol mimarisi geliştirilmiştir.

Geliştirilen metod, sağlıklı tahrik elemananlarına bağlı durumlara, hatalı elemanların

hareketlerini telafi etmek ve sistemin genel kararlılığının sürdürülebilmesi amacıyla,

pretürbasyonlar eklenmesine dayanmaktadır. Hata tespiti uyarlamalı durum kestiriciler

ile gerçekleştirilirken hata kotarma amaçlı oluşturulan pertürbasyonlar ise kontrol

sisteminin bir parçası olan tekil bir dinamik sistem tarafından üretilmektedir. Önerilen

yöntemde hata kotarma amacıyla herhangi bir fiziksel yedekleme ihtiyacı duyulmaması

nedeniyle, geliştirilen hata toleranslı kontrol mimarisi “algoritma tabanlı” olarak

nitelendirilmiştir.

Geliştirilen mimarinin analizi için kontrol mimarisi, birbirine bağlı doğrusal olmayan

sistemler için bir kontrol problemi olarak ele alınmış ve önerilen kontrol mimarisi ile

ilgili varsayımları, koşulları ve kararlılık özelliklerini içeren bir teorem oluşturulmuştur.

Oluşturulan yöntem, uygulanan sistemin Lipschitz sürekli olması ve bazı sınırları

sağlaması koşulu ile, doğrusal olmayan, çok girdi-çıktılı ve kararsız sistemler de dahil
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olmak üzere birçok probleme uygulanabilmektedir.

Önerilen mimari için tasarım yöntemi, teorik analizler ve analitik olarak izelenebi-

lecek sayısal örneklerle açıklanmıştır. Daha karmaşık sistemlerdeki uygulamaları ve

yöntemin kısıtlamaları ise robotik manipülatörlerdeki eklem hatalarından kurtulma

ve dört pervaneli hava araçlarındaki pervane kayıplarından kurtulma problemlerinde,

teorik analizler ve sistem benzetim sonuçları ile beraber sunulmuştur.

Anahtar Kelimeler: Hata toleranslı kontrol, Doğrusal olmayan sistemlerin kontrolü,

Uyarlamalı kontrol, Birbirine bağlı sistemlerin kontrolü, Tekil pertürbasyon teorisi
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CHAPTER 1

INTRODUCTION

1.1 Motivation and problem definition

Any practical implementation of a control system requires some form of fault tol-

erance. Even robustness of control algorithms to variations in system parameters

can be regarded as a fault tolerance measure, while for complex and safety critical

systems a more systematic approach is required. Especially safety critical systems

such as manned air vehicles and space launch systems can contain complex control

architectures with various hardware and software redundancies in order to achieve

certain level of reliability. But generally, there are two steps to be taken in order to

make a system fault-tolerant: The existence of faults has to be detected and identified

and the controller has to be adapted to the faulty situation so that the overall system

continues to satisfy its goal [1]. This can be achieved through presence of redundant

sensors and/or actuators. This redundancy can either be physical, i.e., using more

than one sensor and/or actuator per channel, or analytical. Analytical redundancies

occur in the form of relations (or constraints) between states that are imposed by the

system dynamics [2]. For example, jet engine under the wing of a transport aircraft

both produces thrust and also pitching moment. Therefore limited control can be

achieved in pitch channel with adjusting the thrust of an aircraft. Obviously, such kind

of analytical redundancies are highly system specific.

Sensor costs are decreasing [3] and therefore for many systems, it is possible to use

redundant sensors and increase the reliability in a cost-effective manner. However

actuator redundancy is still costly, since actuators are in general more expensive and

their presence have direct impact on physical design of systems. Therefore, a fault
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tolerant control system architecture, which does not require any actuator redundancy

is very valuable. Furthermore, interest in low cost, small sized autonomous robotic

systems are increasing. They are now used in more critical roles in operation with

more complex and expensive payloads. Increasing reliability of these systems through

usage of FTC architectures, without using redundant components is a critical part of

development of low cost, safety critical autonomous systems.

The aim of this thesis work is development of such kind of an FTC architecture,

i.e., an FTC algorithm that exploits the dynamics of the system in order to achieve

fault tolerance and reliability algorithmically, without using any redundant physical

components.

The main idea for the developed FTC algorithm is to generate perturbations on the

trajectories of the states that are connected to the healthy actuators that would com-

pensate for the loss of the faulty actuators and stabilize the overall dynamics of the

system. Proposed architecture is applicable to many system forms, including systems

with unstable internal dynamics and fault detection is an integral part of the control

system through adaptive components.

The idea of stabilizing perturbations can be formulated by the following Multi-Input-

Multi-Output (MIMO) system:

ẋ = f(x, u) with, x, u ∈ Rn

Consider the case where m number of actuators are faulty. Then the states of the

system can be grouped into two as x1 ∈ Rm and x2 ∈ R(n−m) such that states that

are included in x1 are linked to the faulty actuators and the x2 states are linked to the

healthy actuators. With zero action on the faulty actuators, overall system dynamics

can be cast into a cascaded form,

ẋ1 = f1(x1, x2) (1.1a)

ẋ2 = f2(x1, x2, u2) (1.1b)

The proposed method can be regarded as introduction of a perturbation on the trajectory

of x2, so that the x1 dynamics is also stable and stays in a bounded vicinity of origin.
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In this thesis, a systematic methodology is developed for design of such a control

system and a new fault tolerant control system architecture is proposed.

1.2 Control of interconnected systems

The dynamic system (1.1) covers a wide class of problems and it is often denoted as

a “Cascade”, “Interconnected” or “Underactuated” system. It falls under the interest

of sub-fields of control theory. For example, theoretical studies for the robust control

of systems driven by external noise is based on the system representation where

f1(x1, x2) is independent of x2, i.e., f1(x1, x2) = f1(x1). Similarly, adaptive control

structures usually increases the order of the system with an additional dynamics for

the calculation of the adaptive control inputs. Overall system driven by an adaptive

controller can also be written in this form , where x1 represents the adaptive controller’s

output and u2 as the nominal controller’s input.

The difficulty in finding general solutions for such systems comes from the result that

even if both ẋ1 = f1(x1, 0) and ẋ2 = f2(0, x2, u) are globally asymptotically stable,

the resulted interconnected system (1.1) might not be globally asymptotically stable.

One way to guarantee overall stability is if both systems (1.1a) and (1.1b) are also

input-to-state stable [4] (x2 is regarded as an input for f1 in this manner).

The overall system dynamics is closely related to the stability of the first system (1.1a),

when input is zero, i.e., stability properties of the system ẋ1 = f1(x1, 0). This is

referred to as the “The zero dynamics” of the system (1.1). Systems whose zero

dynamics is stable is called “minimum phase system” and it is called “non-minimum

phase” if it is unstable.

It is known that output regulation with smooth feedback laws is possible for weakly

minimum phase systems, provided that system has a relative degree one 1 [5]. Existence

of a controller for the “minimum phase systems” with affine-in-control controlled

system (1.1b) are studied by Marconi, Praly and Isidori. They have shown that it is

possible to find a smooth controller that would solve the output regulation problem,

1 Relative degree is defined as the number of times that the Lie derivative of the output function can be taken
before the control input appears. For output function of identity, relative degree is always one.
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provided that a feedback law exists that would keep the zero dynamics of the problem

bounded and they have provided a method for construction of such kind of a controller

in their subsequent work [6, 7].

For the “non-minimum phase systems”, the unstability of the zero dynamics poses

a problem and general methods for control system design is limited in the literature:

Nazrulla and Khalil provided a method for systems in normal form. They used a

sliding mode control on the estimate of the internal dynamics in order to achieve

stabilization [8]. Chiang and Isidori on the other hand developed a regulator design

technique which relies on a “post-processing” internal model and high-gain based

stabilizers for single input multiple output systems [9]. Affine-in-control property, i.e.,

when f2(x1, x2, u) = f ′2(x1, x2) · u, is important for the above mentioned results.

While above mentioned research concentrates on finding analytically exact methods for

general class of systems, more pragmatic approaches are also available. Well known

backstepping techniques involve systematically finding controllers for each state [10,

11]. Similar ideas are also available in the literature such as up/down augmentation

[12] or dynamic surface control [13]. However, these analyses require specific forms

for the dynamics such as, pure feedback or strict feedback form [14].

Another well known technique is the sliding mode controllers, where a stable manifold

for the internal dynamic ẋ = f1(x1, x2) is found and switching based discontinuous

control laws are employed in order to stabilize the overall system over this manifold

[15]. Although some methods exists in order to smooth the control action, resultant

control actions are nevertheless involve high frequency chattering.

When considering the internal dynamics (1.1a), the x2 states can be regarded as a

control input to the x1 states. But for a general coupled nonlinear system, x2 is not

linearly related to the x1 dynamics. Finding smooth feedback laws for non-affine,

non-minimum phase systems, where the control signal is not linear is still a challenge,

even for the case where the number of inputs is equal to the number of states. They

are not directly applicable to systems in the form of (1.1), but following results

can be mentioned for completeness of the literature review. Narang-Siddarth and

Valasek achieved stabilization of open-loop unstable non-affine-in-control system

with constructing the control input from superposition of a feedback function that
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renders the nonlinear system passive and an output feedback law that is used for

stabilization [16]. Ho and Hedrick provided a systematic method to construct output

vectors that transform the non-minimum phase output to a minimum phase one through

linearization of the error dynamics for single input single output (SISO) non-minimum

phase systems [17]. Some other selected techniques found in the literaturecan be

summarized as, rewriting the nonlinear system in the state dependent coefficient

form and solving the state dependent Riccati equation in each time step in order to

calculate control inputs [18], approximating the non-affine-in-control function using

neural networks [19–21] or fuzzy functions [22] and using adaptive update law for

stabilization of the system.

Nonlinear control is a rich and very active research area. However, as shown in

previous paragraphs, a general methodology that can be applied to all classes of

problems are not available. Therefore, although proposed fault mitigation method can

be cast into a control problem for interconnected systems, a novel control method that

can be applied to wide range of problems is very valuable in this line of research.

Development of such a method, that can be applied to wide range of problems provided

that certain conditions are satisfied, constitutes the thesis work. The perturbation sig-

nals are generated by a singular dynamic system in the proposed architecture (Figure

1.6). With this control structure, overall closed loop dynamics can be formulated as a

singular perturbation problem and results of the Tikhonov’s theorem can be used to

analyze the behaviour of the system. Highlights of this FTC architecture -including

assumptions, limitations and advantages-, scope of the thesis work and original contri-

butions are summarized in Section 1.5, while formal and detailed analysis is provided

in Chapter 2, together with a main theorem that covers the assumptions, limitations

and results of the proposed method.

In order to compare the proposed method with the existing control structures in the

literature, similar adaptive control architectures and control algorithms that rely on

singular perturbation techniques is reviewed in Section 1.4,
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But before these discussions, a brief overview of fault tolerant control systems is given

in next section, in order to introduce key concepts and nomenclature.

1.3 Fault tolerant control systems

Faults can occur within an operational life time of any system. Some faults critically

damages the functionality of the system and therefore halts the operation of it, while

others might just degrade some of the functionality and the system continues to operate

with a reduced performance. Extends of the systems capability to continue operation

under the affect of a fault is called Fault Tolerance [1].

Developments in fault tolerance control system analyses dates back to start of early

implementation of control systems and it is also called “Execution Monitoring” in

process control literature [23]. It is a research field on its own and there are many

books [24, 25] and survey papers on the subject [26–29]. The aim in this section is to

highlight briefly the key concepts of the problem. For this purpose, factors affecting

the nominal operation of a control system is shown in Figure 1.1.

Figure 1.1: Factors affecting the nominal operation of a control system [25]

A control system is designed based on a modeled plant behaviour with certain pa-

rameter sets. The aim of the controller is regulate the outputs of the system, while

controlling internal states of the plant. Of course, parameters and behaviour of the plant

can deviate from the design conditions. Robustness analyses are used for maintaining

the system states and outputs within operational limits, even under the presence of
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noise.

Such kind of deviations are rather continuous and do not introduce additional dynamics

to the system. On the other hand, much more severe cases can be encountered in the

form of faults. Control systems which are capable of tolerating potential faults in order

to improve the reliability and availability while providing a desirable performance are

called Fault Tolerant Control Systems (FTCS) [30].

Fault tolerant control techniques are usually system specific. In fact, one of the first

steps of systems design includes a Failure Modes, Effects and Criticality Analysis

(FMECA). In this part of the system design process, subsystems and system as a

whole are investigated for failure possibilities and consequences of these failures on

the operation of the system and safety of individuals. Design decisions are made based

on these findings [1].

Results of such analyses are also used for development of fault tolerant control algo-

rithms, which monitors the system operations in real time, determines if the system

is functioning normally and executes predetermined actions if it is not, before failure

becomes catastrophic. These functions are called “Fault Detection”, “Fault Diagnosis”

and “Fault Mitigation”. These terms are explained below [1, 24, 25].

Fault Detection is the capability of the system for discriminating the presence of a

fault from deviations from nominal operating conditions. Simplest form of fault

detection algorithms is using output limits that causes system to stop when a

certain threshold is crossed.

Fault Diagnosis is related to determination of the size and type or nature of the

fault (Fault Identification), as well as the faulty component (Fault Isolation).

This requires more information to be deduced from measurements and correct

identification of the fault is critical for selecting the right response to the fault.

For example in the case of robot arms, typical faults are locked joints or free

swinging joints. With the knowledge of the specific faulty joint and the nature

of the fault, it is possible to lock the motor brakes at the faulty joint (of course,

if a lock mechanism is present) and find feasible trajectories for the end effector.

Effect of the fault on the system dynamics is dependent on the structure of the
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system and therefore fault diagnosis algorithms are highly system specific and

usually requires a model for the fault, such as fault as an additive disturbance

or a multiplicative parameter. Nevertheless, typical fault diagnosis algorithm

structures that are related to the thesis work encountered in the literature are

grouped and summarized below:

• State observers: Luenberger type state observers can be used for continuous

estimation of the internal states of the system. Residuals of these observers

bears information related to modeling error and external disturbances and

therefore, they can be used for detection and identification of faults. Fault

signals within the system can be constructed using basis functions, such as

neural networks and this signal can be used for detection and identification of

the fault.

• Nonlinear observers: System specific nonlinear observers can also be de-

signed and used for fault estimation. While state observers require full state

measurements for the estimation of the fault, nonlinear estimators can be

designed specifically for reduced number of observations [31, 32].

• Multiple model extended Kalman filters / Filter banks: Kalman filters are

extensively used in different applications for estimation purposes. For fault

diagnosis, parallel running Kalman filter banks with different system models

that correspond to specific fault model of the system, can be used. FTC

algorithm can compare the outputs of these filters and find the best model that

matches the observed outputs [2, 33].

• Stochastic models: Faults can be regarded as discrete changes in the state

of the system. By assigning probabilistic measures, behaviour of the system

can be modeled as Markov processes, with each state as a probable fault

mode. Stochastic approach to the system dynamics is required for such fault

diagnosis schemes [34].

Fault Mitigation or Recovery is the controllers actions for the system to continue

its operation, with full or partial functionality. Fault mitigation is the key

ingredient of an FTC scheme, since it is the whole purpose of designing an

FTC structure. Typically two kinds of actions are done. If the fault changes the
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system parameters, parameters of the control algorithms are adjusted accordingly.

Adaptive control systems inherently poses such kind of tuning capability but their

operations might be unreliable [35]. Therefore, gain scheduling type controllers

are also used. The other action in the event of a fault is reconfiguration of the

system using healthy components. If it is a sensor fault, measurements of the

faulty sensor are not used. Instead, operations are continued either using the

measurements of a backup sensor, or the lacking information is completed using

different sensor data. For example, pitch angle of an aircraft can be estimated

using angle of attack sensors and GPS’s velocity measurements, instead of a

gyro. Such kind of relations are called analytical redundancies [2] and they can

also be used for actuator failures. Although typical fault mitigation approach to

actuator failures is to use redundant actuators and reconfigure the allocation of

control signals to actuators [36] , many systems pose analytical redundancies in

actuators. For example, position of the end point of a multiple link robot arm

can be adjusted with more than one combination of the link angles. A feasible

link angle combination can be found that both satisfies the constraints coming

from the faulty link and the desired position of the end effector [37].

Fault tolerant control systems employ above mentioned functions on the control system

in order to make the system robust to failures of components. Fault tolerant control

is a mature field with different methodologies and many applications. Redundancy

is widely used in employing of fault tolerant control systems but algorithmic fault

tolerance measures that does not require physical redundancies is also sought, which

is the central theme of this thesis work.

1.4 Related control system design techniques

The proposed method includes injection of high frequency perturbations on the tra-

jectory of the actuated state and analyzing the stability of the control system using

singular perturbation theory. Of course there are other techniques in the literature

that uses superposition of control signals or singular perturbation theory as control

method. Most of these developments are scattered in the literature and there is no

single reference that overviews all of them. Therefore this section is dedicated to
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review of such related techniques.

1.4.1 Control system design methods based on compensation

A recurring idea in control system design techniques is generation of an auxiliary

signal and superposing it to the output of a nominal controller. The auxiliary signal is

usually used for online compensation of effects that had not been taken into account

during the design of the nominal controller. Typical application of this idea is adaptive

controllers but even Stability Augmentation Systems (SAS) of aircraft can be regarded

in this way.

In fly-by-wire aircraft, flight control systems adds high frequency control signals

generated by SAS to the low frequency commanding signals of the pilot, in order

to maintain stability of the aircraft while tracking the commands of the pilot. Such

kind of command superposition is possible for linear systems, since linear systems

response to the superposition of two signals are itself superposition of the response of

the system to the two input signals separately. Feedback signals also should be filtered

for the frequency range of interest and fed to the relevant part of the controller, for the

overall system to function properly.

For nonlinear systems, superposition of inputs in order to achieve an equivalent

combined response is not possible. But many nonlinear control structures, especially

adaptive controllers, use a similar structure to attain the control goal.

Consider the following MIMO dynamic system:

ẋ = A · x+B · (u+ f(x))

where f(x) represents the nonlinearity of the system.

In adaptive controllers, control signal is written as superposition of two signals:

u = un + uad. The idea is to find control signal uad that would cancel out the

nonlinearity f(x) so that resulting system becomes linear and the nominal control

signal un can be used for adjustment of this system. It is easier to prove that adaptive

controllers converge to the desired negating signal uad = −f̂(x) asymptotically; but

the real problem is, it is not always possible to do it with bounded control signals and
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with bounded error band. Bursting of control signals and temporal instabilities can be

observed in many applications [35].

There exists novel adaptive control architectures that claims free of these problems.

In L1 adaptive control architecture, Hovakimyan and Cao proposes to use projection

based bounding functions on the estimation of the nonlinearity (f̂(x)) and low pass

filters to filter the high frequency part of the control system [38]. This makes L1

norms of the control signals bounded, which can be used in the design of the controller.

Although some critics exists [39, 40], L1 adaptive control provides metrics that can be

used for stability and transient performance prediction. Typical L1 adaptive control

architecture is shown in Figure 1.2.

Figure 1.2: Typical L1 adaptive control architecture [38]

Another approach is called Concurrent Learning adaptive control [41], whose imple-

mentation structure is shown in Figure 1.3. Estimation of nonlinearity (f̂(x)) will be

explained in Chapter 2, in detail; but it can be stated briefly that, this calculation is

based on an error minimization algorithm that uses the instantaneous value of the error

signal. In concurrent learning, historical stack of error signals are recorded and used

for the estimation of the nonlinearity. Another idea for using recorded data is using

orthogonal basis functions to approximate the nonlinearity and least square for the

estimation of the coefficients of the basis functions [42].

It is known that performance of controllers can be improved by modifying the reference
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Figure 1.3: Typical Adaptive Model Inversion (AMI) - Concurrent Learning adaptive

control architecture [41]

input of control systems, especially for enforcement of control constraints [43]. A

regulator signal, so called the “Command Governor” signal is superposed on the

reference input for this purpose. A command governor structure on an adaptive control

architecture is also proposed by Yucelen and Johnson [44, 45]. The regulator signal is

generated by an external linear system driven by the error between a reference model

and actual output of the system. With this structure, controller becomes linear and

therefore it is possible to define performance metrics together with signal bounds.

Command governor modification is shown in Figure 1.4.

Adaptive control is not the only method that decomposes the control inputs and

calculates them from different control objectives. It is known that high frequency

oscillations can be used for trajectory tracking of underactuated robotic systems, if

the system is in specific normal form and internal states are stable [47, 48]. Similarly,

Schenato used high frequency oscillatory control signals superposed on the control

input to control the flight of a robot insect [49]. Systems that don’t have internal

dynamics, i.e.,f(x) = 0 in ẋ = f(x) + g(x) · u, are called driftless systems. For

such systems, averaging theory [4] provides relations between the response of the

system to oscillatory inputs and the mean of the input signal. Using this relations,

Schenato developed a feedback control design method which generates oscillatory

control signals that can stabilize an unstable system, similar to the example provided

in the introductory part.
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Figure 1.4: Typical Command Governor adaptive control architecture [46]

Control system design is a very rich and dynamic field and it is not possible to

summarize, even briefly, all of the different techniques and applications within the

content of a thesis. Those that are mentioned are the ones that have been found

most relevant. Another aspect of the proposed FTC structure is usage of the singular

perturbation theory, which will be reviewed in the next section.

1.4.2 Singular perturbation theory based control methods

Perturbation Theory deals with equations that have a small parameter -a perturbation- in

their forms. Dependence of the solutions of algebraic, ordinary and partial differential

equations on this small parameter can be analyzed using perturbation theory. In some

cases, presence or absence of the perturbations changes the order of the equation, like

if the coefficient of the highest derivative term in an ordinary differential equation

is a small parameter. Such kind of problems are called singular perturbations and

mathematical techniques that deal with such kind of systems are grouped as Singular

Perturbation Theory.

13



Singular perturbation theory have many application areas. For control systems, these

applications are mainly related to modeling of the plant that will be controlled. Using

singular perturbation theories tools, one can simplify the problem and analyze the

dynamics of the system at different time scales. Therefore singular perturbation theory

can be used for include robustness analysis, time scale separation and system reduction

[50].

Singular perturbation theory is used in this thesis work for analyzing the effects of high

frequency perturbations on the system dynamics. Such a usage of singular perturbation

theory, directly within the control law, is less common than the typical applications

mentioned above. One of them is the Adaptive Dynamic Inversion (ADI) control

system architecture developed by Hovakimyan, Lavretsky and Sasane [51, 52]. This

technique relies on Tikhonov’s theorem on singular perturbations [4]. It is one of the

central theorems of the singular perturbations theory and also it is the starting point of

the algorithmic fault mitigation approach developed in this thesis work. Therefore it

will be discussed in Chapter 2 in detail, but general outline of the theory can be given

by considering the following system of equations:

ẋ = f(t, x, u, ε) (1.2)

ε · u̇ = g(t, x, u, ε) (1.3)

Now for ε→ 0, (1.3) becomes g(t, x, u, 0) = 0. Let u = h(t, x) be a solution to this

equation. Then the dynamic system (1.2) and (1.3) can be reduced to

ẋ = f(t, x, h(t, x), 0) (1.4)
dy

dτ
= g(t, x, y + h(t, x), 0) (1.5)

where τ = t/ε.

The first equation (1.4) is called the “Reduced System” and the second equation (1.5)

is called the “Boundary Layer System”. This reduction is valid provided that the

system is comprised of continuous functions, reduced system has a unique solution

and the origin of the boundary layer system is exponentially stable.

The idea of the ADI technique is that if the perturbed dynamics (1.3) is taken as the

control input, then Tikhonov theorem provides a basis for reduced system (1.4) to
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become the inversion of the original system. Let frm(t, x, r) be the reference model

that we want our system to follow, with r being the reference input. By choosing

the right hand side of the perturbed dynamics as g(t, x, u) = f(t, x, u)− frm(t, x, r),

results of Tikhonov’s theorem states that control input u would lead the system into

the state x where f(t, x, u) = frm(t, x, r), i.e.,practically control input would invert

the system.

In order to satisfy the requirements on the stability of the reduced and boundary layer

system, following form of equations is used .

ẋ = f(t, x, u)

ε · u̇ = −sign(
∂f

∂u
) · [f(t, x, u)− (Arm · xrm +Brm · r)] (1.6)

where reference model dynamics is ẋrm = Arm ·xrm+Brm ·r and−sign(∂f
∂u

) ensures

that the boundary layer system is stable. A critical assumption for the controller is that
∂f
∂u

is sufficiently bounded away from zero for all (t, e) ∈ [0,∞).

Continuing work by Lavretsky and Hovakimyan extends the formulation to compensate

for uncertainties through online estimation of the nonlinearity with a neural network

structure [52]. For this purpose, a state estimator and adaptive update law is added to

the control structure.

For the control of the system in the form of ẋ = A · x + B · f(t, x, u), nonlinearity

f(t, x, u) can be represented by linear combination of basis functions. Radial basis

function (RBF) based neural networks are typically used for such purposes. Let Φ(x, u)

be n dimensional basis function and W (t) be the vector of n weighting coefficients,

then the approximation of f(t, x, u) can be written as f̂(t, x, u) = Ŵ (t)T · Φ(x̂, u).

This approximate form is used in the right hand side of (1.6). Adaptive update law

used for updating of weighting coefficients is given in (1.7), where Γ is the adaptation

gain, es = x̂− x is the estimation error and P solves the algebraic Lyapunov equation

ATs ·P +P ·As = −Q for arbitrary Q = QT > 0 and As is the stable state estimation

error dynamics. In order to bound the weighting coefficients, projection operator is

applied on the adaptive update law. Together with the state estimator (1.8) and control
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law (1.9), final form of the control system can be achieved (Figure 1.5).

˙̂
W (t) = Γ · Proj

(
Ŵ (t),−Φ(x̂, u) · es · P ·B

)
(1.7)

˙̂x(t) = A · x+B ·
(
Ŵ (t)T · Φ(x̂, u) + As · es

)
(1.8)

ε · u̇ = −sign(
∂f

∂u
) ·
[
Ŵ (t)T · Φ(x̂, u)− (Arm · xrm +Brm · r) + As · es

]
(1.9)

Figure 1.5: Adaptive Dynamic Inversion (ADI) based control system architecture

For a further improvement, integrals of the RBFs, together with RBFs as basis functions

can be used which assures that assumption on monotonic property with respect to

control input of the unknown system dynamics is satisfied [53].

However, further analysis of Teo and How revealed that ADI controller is equivalent

to a linear proportional-integral model reference controller if the sign of the control

effectiveness is known [54]. This can be seen (roughly) by considering the integral of

the control law in (1.6) and using the relations ẋ = f(t, x, u) and ẋrm = Arm · xrm +

Brm · r: ∫ t

0

ε·u̇ · dt =

∫ t

0

f(t, x, u) · dt−
∫ t

0

(Arm · xrm +Brm · r) · dt

→ ε·u(t) =

∫ t

0

ẋ · dt−
∫ t

0

ẋrm · dt

→u(t) ≈ 1

ε
· (x(t)− xrm)

Therefore, this form of ADI is equivalent to calculation of the difference between a

reference model xrm and the measured state x and multiplying with a large gain 1/ε.
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However this equivalence holds only for the time response when applied to the exact

system and robustness properties of ADI and PI realization are not equivalent. In

fact proportional-integral realization performs better when accurate knowledge of the

nonlinear system dynamics is not available [55], while ADI realization is more robust

to time delays [56].

Although further research on ADI is not pursued, there exists few works in the literature

that use a similar idea. For example, higher order derivatives of the control signal and

the state feedback signal can be used for generation of the control signal [57]:

εq · u(q) + dq−1 · εq−1 · u(q−1) + . . .+ d1 · ε · u̇+ d0 · u = k0 ·
(
frm − x(n)

)
where superscript (n) represents the n-th time derivative.

In another application, control law is written as a singularly perturbed system not

for the inversion of the whole system, but just for the inversion of the non-affine

control function [58]. For the system in the form of ẋ = f(x) + g(x, u), control law

written in the form of ε · u̇ = − (g(x, u)− v) would lead to the converged system of

ẋ = f(x) + v.

Singular perturbation theory provides a method for generation of fast control signals

and time scale separation for the control system analysis and this feature is exploited

in the above mentioned methods. In this thesis work, a similar idea is constructed for

the development of an algorithmic fault mitigation approach, but instead of generat-

ing control signals, singular perturbation theory is used for generation of reference

trajectories.

1.5 Proposed method, scope and limitations

Recovery from actuator failures, without using redundant actuators is aimed for

the thesis work. For this purpose, an algorithmic fault tolerant control architecture

is developed. This architecture is basically an adaptive controller that generates

perturbations on the trajectories of the states that are connected to healthy actuators,

that would stabilize or guide the motion of the states that are connected to faulty

actuators. Fault detection and isolation is achieved through state estimator as part
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of the algorithm. Overall system can be implemented within a Health Monitoring

framework, i.e.,as an external outer control system that checks the operation of the

control system and warns and/or executes predetermined functions if a fault is detected.

General overview of the system is shown in Figure 1.6. Here, u1 represents the faulty

actuator and perturbations on the reference trajectory of the actuated states (r2) are used

for stabilization of the whole system. It should be remarked that states (x1, x2) and

control signals (u1, u2) shown can be multidimensional, although they are grouped into

two as those that are connected to healthy actuators (x2) and those that are connected

to faulty actuators (x1).

Figure 1.6: Architecture of the developed fault tolerant control system. Within the

shown configuration, perturbations on the reference trajectory of the actuated states

(x2) are used for stabilization of the whole system

As the details will be explained in Chapter 2, the problem is formulated such that the

stabilizing perturbations are generated from an external dynamic system and overall

closed loop system can be written as a singular perturbation problem:

ẋ1 =f1(x1, x2)

ẋ2 =f2(x1, x2, u)

ε · ṙ = α · [f1(x1, r + r2)− fr1(x1, r2)] + Arr

where fr1(x1, x2) is the reference model for the x1 dynamics and r2 is the reference

signal for x2. Ar is a Hurwitz matrix , ε is a small parameter and α = ±1 will be
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chosen appropriately for stable r dynamics. Choice of ε, fr1 and Ar are part of the

fault tolerant control system design process.

The proposed control law can be regarded as introduction of an additional state as a

secondary command on the trajectory of x2. This secondary command is generated

by a singular dynamic system, whose structure is determined in order to render the x1

dynamics into a desired form. With this control structure, overall closed loop dynamics

can be formulated as a singular perturbation problem and results of the Tikhonov’s

theorem (Theorem 2.3.1) can be used to analyze the behaviour of the system.

As will be shown in Chapter 2, proposed control structure can be applied to wide

class of problems, including systems with unstable internal dynamics, i.e., ẋ1 =

f1 is unstable, provided that the systems under consideration satisfy the following

assumptions:

Assumptions

• Proposed method is suitable for continuous systems, including the closed loop con-

troller for x2 dynamics. Therefore, discontinuous control laws, such as Sliding-Mode-

Controllers or switching control are not allowed in the original system.

• The structure of the system should permit that the perturbations on the directly con-

trolled states (x2) affect the x1 dynamics. This condition can be formulated with the

following controllability assumptions:

• The homogeneous system ẋ1 = f1(x1, x2), with x2 as the control input, is small-

time locally controllable from x1,0 = 0 ∀x2 ∈ Rm : x2 ⊂ Ω.

• The homogeneous system ẋ2 = f2(x1, x2, u) is small-time locally controllable from

x2,0 = 0 ∀x1 ∈ R(n−m) : x1 ⊂ Ω.

• In order to prove that the perturbation signal r is bounded, a certain condition on

ẋ1 = f1(x1, x2) dynamics is required, which can be formulated as an assumption on

the existence of a the following bound:

‖f1(0, x2)‖ ≤ γ2 ‖x2‖

19



Details of this condition is discussed in Chapter 2. Note that this condition does not

restrict that ẋ1 = f1(x1, 0) should be stable. In fact the system can be unstable even

with respect to x2, but the growth should be linearly bounded.

• Initial conditions of the system should be bounded.

Limitations

Proposed method is applicable to wide class of problems, provided that the above

mentioned assumptions are satisfied. The limitations on the results that can be achieved

can be summarized as follows.

• Proposed methodology guarantees the stability of the uncontrolled dynamics (x1)

such that it is ultimately bounded. It does not guarantee convergence and proposed

methodology does not provide a mechanism for command tracking of the unactuated

states.

• Although it is proved that the trajectory perturbations are bounded, provided that the

above mentioned assumptions are valid, their bound, which also depends on initial

conditions and value of ε, might exceed actuator or system limits. But it should

be noted that the results provided in Chapter 3 and 4 are achieved using system

simulations that takes into account these effects as well.

• Transient response of the system have not been taken into account in the analyses, for

its mathematical treatment in general nonlinear systems is difficult, it is left outside

of the scope of the thesis work. Since the method is developed as a fault tolerance

measure, for the case under study, stability is more important than performance.

Advantages

With these assumptions and limitations, advantages of the proposed method can be

summarized as follows.

• Proposed FTC architecture does not require any actuator redundancy.
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• It can be used in systems where number of actuators are less then number of states,

i.e., underactuated systems.

• It can also used in systems which have unstable internal dynamics.

• It can be implemented as an outer loop to an existing control system and it can function

without using switching laws.

• Fault detection is an integral part of the FTC system.

Original Contributions

A novel algorithmic fault tolerant control architecture is developed within this thesis

work. Original contributions can be summarized as follows.

• Developed FTC is in fact an adaptive controller and therefore it can be used directly

as a control algorithm for control of nonaffine in control, cascade (or interconnected)

systems that have unstable internal dynamics. Within the limitations explained in

Chapter 2, this capability is unique to the proposed architecture.

• Due to coupling of system dynamics, estimation of disturbance signal is difficult

in robotic systems. Within the content of the thesis work, a state transformation is

proposed for robotic systems, which decouples and enables correct construction of the

external disturbance signal.

• Fault tolerant controller for quadrotors that deal with propeller loss is very limited in

the literature. Proposed solution is a valuable contribution that it can be implemented

together with an existing controller and without requiring any linearization.

1.6 Summary of the thesis

Development of a new fault tolerance control architecture and laying out the design

methodology constitutes the thesis work. In order to explain the details of the proposed

method, the rest of the thesis is organized as follows:
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Chapter 2. Theoretical foundations of the proposed algorithmic fault tolerant control

architecture is laid down in Chapter 2. For this purpose, it is shown that how

fault tolerant control problem can be cast into a control problem for nonlinear in-

terconnected systems. Details of the proposed control architecture are explained

with stability proofs. Applications on model problems are also provided.

Chapter 3. Robotic systems can be cast into a standard second order Lagrangian form,

independent of the dimension of the system and most of the robotic control

systems use this form as the model of the plant dynamics. FTC algorithm is

derived for this general form and applied to a vertical two-link and a horizontal

three-link robot arm problems in Chapter 3, in order to demonstrate the feasibility

of proposed FTC architecture on robotic systems. A suitable transformation of

states for fault detection in robotic systems is also presented.

Chapter 4. Attitude control is an essential part of any flight control system. Quadrotor

is chosen as an application platform and developed FTC algorithm implemented

for complete loss of a propeller case.

Chapter 5. Finally, remarks on the proposed algorithmic fault tolerant control archi-

tecture, further research directions and possible applications are given in Chapter

5.

1.7 a Note on notation

The focus of this thesis is Multi-Input-Multi-Output systems and therefore formula-

tions are applicable to multidimensional systems. No additional symbol is used in

order to indicate multidimensionality and unless otherwise specified, all variables

are vector variables. As usual, multiplication of variables is implied with consequent

placement, without any operator in between. In order to improve the readability of

some formulations, “·” sign is also used as indication of multiplication operation. For

equations involving matrix terms, all multiplications are matrix multiplication.

For vector product (or cross product) between vectors, “×” sign is used. In some

formulations, “×” operator is used in front of vectors to indicate the skew-symmetric
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form of vector. It is defined for u ∈ R3 as,

(u×) =


0 −u3 u2

u3 0 −u1

−u2 u1 0


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CHAPTER 2

THEORETICAL DEVELOPMENT OF THE FAULT TOLERANT

CONTROL STRUCTURE

Main output of this thesis work is a novel control structure that can be used as an

algorithmic fault tolerance measure. Therefore a controlcentric theoretical analysis is

required in order to determine the design parameters and range of applicability of the

proposed structure.

For this purpose, first, how the proposed method can be formulated as a control

problem for interconnected or cascade systems is explained in Section 2.2. Then

in Section 2.3, some stability related definitions, theorems and results that will be

used in the analysis is reviewed. After that, the main theorem that covers the extend,

assumptions and results of the proposed method is given in Section 2.4.

Fault detection is an integral part of the proposed method and its structure is explained

in Section 2.6. In order to demonstrate the performance of the control system, analyt-

ically tractable prototype problems are discussed in Section 2.5 and finally, general

overview of the method is summarized in Section 2.7.

2.1 Introduction

Fault tolerant control problem can be analyzed using a general form of a nonlinear

Multi-Input-Multi-Output (MIMO) dynamic system (2.1) with x ∈ Rn, u ∈ Rm and

y ∈ Rr.
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ẋ = f(x) + g(x, u)

y = h(x, u)
(2.1)

Generally, three types of faults can be considered for a development of an FTCS:

• Many systems are designed for finite number of operation points and control param-

eters are tuned for the specified conditions. Presence of a fault might lead to sudden

change of parameters or introduction of unmodeled dynamics such as appearance of

vibration. This kind of faults are related to unknown changes in f(x) and g(x, u).

• Control systems use sensors in order to gather information about the states of the

system. Faults in the sensor measurements are possible which would lead to faulty

readings or no measurements at all. This can be analyzed through analysis of the

measurement function h(x) and output vector y.

• Actuators are the mechanism that control systems use in order to manipulate the

plant and unlike sensors, whose dynamics can be safely ignored in most applications,

they an integral part of the system. Actuator faults may lead to partial or complete

loss of control capability and in terms of control synthesis, a major change in g(x, u)

dynamics occurs.

In order to evaluate the effects of failures and develop control algorithms for coping

with them, different tools from the control system theory can be used.

Change in the dynamics of the system is rather a robust control problem. Various

analysis and design techniques exist in the literature to make the control system cope

with such variations and adaptive control is one of them. With implementing adaptive

components in the FTC structure, proposed control system exhibits a fault tolerance

character in this manner.

If r > n in (2.1), then there are more measurements than required and this can be used

for finding and replacing a faulty sensor. In typical applications, Kalman filters are

employed to find an optimal estimate of the measurement and bounds on probable

value of the signal or multiple measurements are voted for their validity. Such kind

of algorithms can be implemented without effecting the rest of the control system.
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Another approach is using physical constraints of the system. In many cases, physics

of the problem pose restrictions on the states. For example, no-slip condition on a

rolling wheel imposes a constraint between the angular velocity of the wheel and the

speed of the vehicle it carries. These are called “Holonomic constraints” and they are

very common in robotic systems. Such constraints can be used as rules for checking

the validity of the sensor measurements. Since these constraints are system specific,

resulted FTC algorithm against sensor faults is also system specific.

Since most of the fault tolerance measures against sensor faults are either too system

specific or can be developed outside of the control system, such measures are not

addressed in this thesis work. But the developed FTC architecture does not inhibit

implementation of such measures.

Main aim of the developed FTC algorithm is to propose a systematic design methodol-

ogy to deal with actuator faults with the reduced capability of the control system with

wide applicability. The proposed solution to the problem is:

• Fault diagnosis through estimation of the time dependent fault signal

• Zeroing the control input of the faulty actuator as the first fault mitigation act.

• Generating perturbations on the healthy actuators for overall stabilization and com-

mand following of the damaged system.

In order to analyze the proposed implementation of the above fault mitigation algo-

rithm, it will be explained in Section 2.2 that such kind of a fault mitigation algorithm

would result in a coupled system where number of actuating signals are less than

number of states (assuming no overactuation in the original system), which are also

commonly called as cascade systems or interconnected systems. As explained in Sec-

tion 1.2, existing control system architectures for such kind of systems have a limited

range of applicability. Therefore a novel control system architecture is developed. This

control system architecture is analyzed in subsequent sections.
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2.2 Fault Mitigation as a Control Problem

In order to pose the algorithmic fault mitigation policy as a control problem, let the

number of faulty actuators be mf . For the case where number of states is equal

to or more than the number of actuators (n ≥ m), the states x ∈ Rn and control

input u ∈ Rm of (2.1) can be split into two as (x1, x2) and (u1, u2) where x1 ∈
Rn−(m−mf ), x2 ∈ Rm−mf , u1 ∈ Rmf , u2 ∈ Rm−mf . The aim of this grouping is to

separate the faulty actuators and write down the dynamics of the healthy actuators as a

fully actuated system. However for a coupled nonlinear system, splitting the states is

rather arbitrary. When the mechanics of the problem is such that an actuator is directly

related to a state, as in the case of the robot arm problem, it is logical to choose x1

that are directly linked to u1 but in general, any mf number of states can be chosen as

the internal dynamics. Since this choice may effect the performance of the controller,

alternatives should be evaluated during the control system design process.

With this note, (2.1) can be rewritten as,

ẋ1 = f1(x1, x2, u1 + d)

ẋ2 = f2(x1, x2, u2)
(2.2)

The fault signal is modeled as an additive signal to u1 and it is denoted as d. The

nature of the fault determines the fault signal d. For example if the actuator becomes

ineffective, then the fault signal can be written as d(t) = −u1(t). Or if there is an

unexpected lag in the actuator, fault signal can be modeled as d(t) = −u(t) +u(t+ τ),

with τ denoting the time lag. In any case, fault signal is a function of control input,

i.e., d = f(u1(t)). With this approach, fault diagnosis algorithm becomes estimation

problem for the signal d(t) and the fault mitigation problem becomes control under

the effect of an external disturbance.

In order to cope with the faulty situation, first fault mitigation act is nullifying the

effect of the fault. This can be done with cutting of the power of the actuator or locking

the actuators. Either of the actions result in u1 = d = 0. Although actuator lock in a

nonzero position might result in a residual control force, which can be regarded as an

uncertain time independent constant disturbance. Such effects can be handled through

adaptive parts of the FTC algorithm.
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Figure 2.1: Block diagram of the overall control system

After the first fault mitigation act, (2.2) can be written as,

ẋ1 = f1(x1, x2) (2.3a)

ẋ2 = f2(x1, x2, u2) (2.3b)

With this form, proposed fault mitigation algorithm can be analyzed as a control

problem of general interconnected or cascade systems.

The proposed control law can be regarded as introduction of an additional state as a

secondary command on the trajectory of x2. This secondary command is generated

by a singular dynamic system, whose structure is determined in order to render the x1

dynamics into a desired form. With this control structure, overall closed loop dynamics

can be formulated as a singular perturbation problem and results of the Tikhonov’s

theorem can be used to analyze the behaviour of the system. Block diagram of the

proposed control system architecture is shown in Figure 2.1.

The idea of the developed control architecture is to construct a trajectory for x2 as

x2(t) = r2(t) + r(t) such that r(t) stabilizes the x1 dynamics. This perturbation on

the trajectory of x2 is generated by a singular dynamic system, whose structure is

determined in order to render the x1 dynamics into a desired form. With this structure,

overall closed loop dynamics can be formulated as a singular perturbation problem.

Tikhonov’s theorem on singular perturbations of dynamic systems is the main tool

for the proposed method. Therefore before the presentation of the proposed control

architecture and the design method, Tikhonov’s theorem and some definitions and
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results from the analysis of time-varying and perturbed systems, that will be used in

the proof of the main theorem are explained in the next section.

2.3 Mathematical Preliminaries

The mathematical foundation of the proposed method relies mainly on Singular Pertur-

bation Theory. Basic definitions and main theorems from the literature are reviewed in

this section. First, the main theorem of the Singular Perturbation Theory, also known

as the “Tikhonov’s Theorem” is explained. Then some definitions and results from

the stability analysis of nonlinear time-varying systems are given in the subsequent

sections.

2.3.1 Tikhonov’s Theorem

Singular perturbation problem can be stated by considering the following system of

equations, where ε is a small parameter [4]:

ẋ = f(t, x, z, ε), x(t0) = ξ(ε)

ε · ż = g(t, x, z, ε), z(t0) = η(ε)
(2.4)

Theorem 2.3.1 (Tikhonov’s Theorem). Consider the singular perturbation problem

(2.4) and let z = h(t, x) be an isolated root of the equation g(t, x, z, 0) = 0. Assume

that the following conditions are satisfied for all

[t, x, z − h(t, x), ε] ∈ [0, t1]×Br ×Bρ × [0, ε0]

• The functions f , g and their first derivatives with respect to (x, z, ε), the function

h(t, x) and the Jacobian ∂g(t, x, z, 0)/∂z and their first partial derivatives with

respect to their arguments are continuous. The initial data ξ(ε) and η(ε) are smooth

functions of ε.

• The reduced problem ẋ = f(t, x, h(t, x), 0), with x(t0) = ξ(0) has a unique solution

x̄(t), defined on [t0, t1], and ‖x̄(t)‖ ≤ r1 < r for all t ∈ [t0, t1].

• The origin of the boundary layer model dy
dτ

= g(t, x, y + h(t, x), 0) is exponentially

stable, uniformly in (t, x).
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Then there exists positive constants µ and ε∗ such that for all ‖η(0)− h(t0, ξ(0))‖ < µ

and 0 < ε < ε∗, the singular perturbation problem (2.4) has a unique solution

x(t, ε), z(t, ε) on t ∈ [t0, t1]. With ŷ(τ) being the solution of the boundary layer model,

following relations hold uniformly for t ∈ [t0, t1]:

x(t, ε)− x̄(t) = O(ε)

z(t, ε)− h(t, x̄(t))− ŷ(t/ε) = O(ε)

Tikhonov’s theorem is quite general and applicable also to multidimensional systems.

As explained in Section 1.4, it has many applications from system reduction to control

system design. Slightly different versions are also available in the literature. Although

the stated result is the same, some versions assume asymptotic stability of the reduced

problem and the boundary layer model [50, 59], instead of exponential stability.

However, it is known that systems where origin is asymptotically, but not exponentially,

stable is not robust to smooth perturbations with arbitrary small linear growth bounds

[60]. Exponential stability condition assures a robust solution and therefore it is

retained in the development of the proposed method.

2.3.2 Definitions related to stability of time-varying systems

Following definitions and lemma will be used for proving the stability of the proposed

structure. Presented versions are taken from the book “Nonlinear Control” authored

by Hassan K. Khalil [61].

Definition 2.3.1. Consider the following n-dimensional system

ẋ = f(t, x), x(t0) = 0

in which t0 ≥ 0, f is piecewise continuous in t and locally Lipschitz in x for all t ≥ 0

and x ∈ D, where D ⊂ Rn is domain that contains origin.

The solutions of this system is uniformly bounded if there exists c > 0, independent

of t0, and for every a ∈ (0, c), there is β > 0, dependent on a but independent of t0,

such that

‖x(t0)‖ ≤ a→ ‖x(t)‖ ≤ β, ∀t ≥ t0
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Definition 2.3.2. Class K and KL functions:

• A scalar continuous function α(r), defined for r ∈ [0, a), belongs to class K if it is

strictly increasing and α(0) = 0. It belongs to class K∞ if it is defined for all r ≥ 0

and α(r)→∞ as r →∞.

• A scalar continuous function β(r, s), defined for r ∈ [0, a) and s ∈ [0,∞), belongs

to class KL if, for each fixed s, the mapping β(r, s) belongs to class K with respect

to r and, for each fixed r, the mapping β(r, s) is decreasing with respect s and

β(r, s)→ 0 as s→∞.

Definition 2.3.3. The system ẋ = f(x, u) is input-to-state stable if there exist a class

KL function β and a class K function γ such that for any t0 ≥ 0, any initial state x(t0),

and any bounded input u(t), the solution x(t) exists for all t ≥ t0 and satisfies

‖x(t)‖ ≤ max

{
β (‖x(t0)‖ , t− t0) , γ

(
sup
t0≤τ≤t

‖u(τ)‖
)}

,∀t ≥ t0

Input-to-state stability of ẋ = f(x, u) implies the following properties:

• For any bounded input u(t), the state x(t) is bounded;

• x(t) is ultimately bounded by γ
(
supt0≤τ≤t ‖u(τ)‖

)
;

• if u(t) converges to zero as t→∞, so does x(t);

• The origin of the unforced system ẋ = f(x, 0) is globally asymptotically stable.

Following lemma (Lemma 4.5, p.108 [61]) gives a sufficient condition for input-to-

state stability.

Lemma 2.3.2. Suppose f(x, u) is continuously differentiable and globally Lipschitz

in (x, u). If ẋ = f(x, 0) has a globally exponentially stable equilibrium point at the

origin, then the system ẋ = f(x, u) is input-to-state stable.

Proof. This lemma is a consequence of converse Lyapunov theorem, that states the

existence of a Lyapunov function for exponentially stable systems and its proof can be

found in the original sources [4, 61].
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2.3.3 Stability of time-varying and perturbed systems

Definition 2.3.4 (Exponential stability). Let f(x) be a locally Lipschitz function

defined over a domain D ⊂ Rn, which contains the origin and f(0) = 0. The

equilibrium point x = 0 of ẋ = f(x) is exponentially stable if there exists positive

constants c, k and λ such that,

‖x(t)‖ ≤ k ‖x(t0)‖ e−λ(t−t0),∀t ≥ 0

for all ‖x(0)‖ < c. It is globally exponentially stable if the inequality is satisfied for

every initial state x(0).

This condition actually states that, a trajectory started within a certain region of

the phase space is contained within an exponentially decreasing function. Proof

of exponential stability is achieved by finding appropriate Lyapunov functions for

the system under consideration. Of course, linear stable time invariant systems are

exponentially stable with λ corresponding to eigenvalues. But for nonlinear systems,

there is no general methodology. Some useful results are presented by Khalil and the

following results are based on his lecture notes [60].

Following theorem poses a sufficient condition for exponential stability of the origin

for a dynamic system.

Theorem 2.3.3. Let the origin x = 0 be an equilibrium point of ẋ = f(t, x) and

D ⊂ Rn be a domain containing x = 0. Suppose f(t, x) is piecewise continuous in

t and locally Lipschitz in x for all t ≥ 0 and x ∈ D. Let V (t, x) be a continuously

differentiable function such that

k1 ‖x‖a ≤ V (t, x) ≤ k2 ‖x‖a

∂V

∂t
+
∂V

∂x
f(t, x) ≤ −k3 ‖x‖a

for all t ≥ 0 and x ∈ D, where k1, k2, k3 and a are positive constants. Then, the origin

is exponentially stable. If the assumptions hold globally, the origin will be globally

exponentially stable.

If the dynamic system is time-invariant, then the corresponding Lyapunov function

V (t, x) would be independent of t.
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A possible approach to the analysis of a time dependent nonlinear system is, treating it

the time dependent terms as a perturbation to an exponentially stable, time-invariant

nominal system. Following corollaries summarizes the results that can be achieved

from such an approach.

Corollary 2.3.1. Consider the perturbed system

ẋ = f(x) + g(t, x), g(t, 0) = 0

where ẋ = f(x) is an exponentially stable system and in accordance with Theorem

2.3.3, let the corresponding Lyapunov function V (x) has the following bounds:

c1 ‖x‖2 ≤ V (x) ≤ c2 ‖x‖2

∂V

∂x
f(x) ≤ −c3 ‖x‖2∥∥∥∥∂V∂x
∥∥∥∥ ≤ c4 ‖x‖

The origin of the perturbed system is exponentially stable if

‖g(t, x)‖ ≤ γ ‖x‖ , 0 ≤ γ <
c3

c4

Proof. Use the Lyapunov function of the original system V (x) as a Lyapunov function

for the perturbed system:

V̇ (t, x) =
∂V

∂x
f(x) +

∂V

∂x
g(t, x)

⇒ V̇ (t, x) ≤ ∂V

∂x
f(x) +

∥∥∥∥∂V∂x g(t, x)

∥∥∥∥
≤ −c3 ‖x‖2 + c4 ‖x‖ ‖g(t, x)‖

if ‖g(t, x)‖ ≤ γ ‖x‖, then the last inequality can be written as,

V̇ (t, x) ≤ −c3 ‖x‖2 + c4γ ‖x‖2 = − (c3 − γc4) ‖x‖2

c3/c4 > γ, together with ‖g(t, x)‖ ≤ γ ‖x‖ condition guarantees that V̇ (t, x) < 0,

which indicates the exponential stability of the perturbed system.
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Corollary 2.3.2. For the system in Corollary 2.3.1, if the original system is linear

stable system, i.e., f(x) = Ax whereA is Hurwitz, that satisfies the Lyapunov equation

PA + ATP + Q = 0 with P for an arbitrary Q = QT > 0, then the origin of the

perturbed system is exponentially stable if

‖g(t, x)‖ ≤ γ ‖x‖ , 0 ≤ γ <
λmin(Q)

2λmax(P )

Proof. Considering V (x) = xTPx as the Lyapunov function for the dynamic system

ẋ = Ax. P is a solution to the Lyapunov equation PA+ATP = −Q with Q = QT >

0. Then it can be written that,

λmin(P ) ‖x‖2 ≤ V (x) ≤ λmax(P ) ‖x‖2

V̇ (x) = −xTQx ≤ −λmin(Q) ‖x‖2

∂V (x)

∂x
= xTP + xTP T →

∥∥∥∥∂V (x)

∂x

∥∥∥∥ =
∥∥xT (P + P T

)∥∥ = 2 ‖P‖ ‖x‖

⇒
∥∥∥∥∂V (x)

∂x

∥∥∥∥ ≤ 2λmax(P ) ‖x‖

Therefore, c3 = λmin(Q) and c4 = 2λmax(P ). Hence,

γ <
λmin(Q)

2λmax(P )

is a sufficient condition for exponential stability of the perturbed system.

Remark 2.3.1. Since Lyapunov equation can be solved for any Q = QT > 0 (Theorem

2.3.5), it is better to choose Q such that the ratio λmin(Q)
2λmax(P )

is maximized. It can be

shown that this ratio is maximized for Q being the identity matrix [4].

2.3.4 Existence of solutions

For a general nonlinear dynamic system ẋ = f(x, t), Cauchy existence theorem states

that continuity of f(x, t) is sufficient for local existence of a solution, however for the

uniqueness of the solution, f(t, x) should also satisfy Lipschitz condition:

Theorem 2.3.4. If the function f(x, t) is continuous in t, and if there exists a strictly

constant L such that

‖f(x2, t)− f(x1, t)‖ ≤ L ‖x2 − x1‖ (2.5)
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for all x1 and x2 in a finite neighborhood of the origin and all t in the interval

[t0, t0 + T ] (with T being a strictly positive constant), then ẋ = f(x, t) has a unique

solution x(t) for sufficiently small initial states and in a sufficiently short time interval.

Condition (2.5) is called the Lipschitz condition and it is sufficient for uniqueness of

the solution. Continuous functions with bounded first derivatives (within the domain

of interest) satisfy Lipschitz condition. It should be noted that Lipschitz condition is

a rather conservative condition and for most physical problems, smoothness of f is

enough for the existence and uniqueness of the solution of the dynamic system [15].

Lyapunov equation, which can be written as PA + ATP = −Q, is widely used in

control system design methods and the following theorem (Theorem 3.7, p.72 [61])

provides the existence of the solution of Lyapunov’s equation.

Theorem 2.3.5. A matrix A is Hurwitz if and only if for every positive definite sym-

metric matrix Q there exists a positive definite symmetric matrix P that satisfies the

Lyapunov equation PA+ATP = −Q. Moreover, if A is Hurwitz, then P is the unique

solution.

Remark 2.3.2. Theorem 2.3.5 is biconditional. Therefore, negative definiteness of A

(“Hurwitz Matrix”) implies the existence of the solution of the Lyapunov equation.

2.4 Proposed Control Architecture

Mathematical foundations of the proposed method can be laid down with considering

the following dynamic system,

Σ0 :
ẋ1 = f1(x1, x2) (2.6a)

ẋ2 = f2(x1, x2, u2) (2.6b)

where x1 ∈ Rn, x2 ∈ Rm, u ∈ Rm.
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Following theorem provides the necessary conditions for achieving the stability of

x1 around origin, while x2 can be maintained within a bounded vicinity of a time

dependent reference trajectory r2(t) ∈ Rm using the proposed method.

Theorem 2.4.1. The interconnected system Σ0 can be stabilized around the trajectory

x2(t) = r2(t) + Br such that there exists c > 0, independent of t0, and for every

a ∈ (0, c), there is β > 0, dependent on a but independent of t0, such that,

‖x1(t0)‖ ≤ a→ ‖x1(t)‖ ≤ β, ∀t ≤ t0

and ‖x2(t)− r2(t)‖ < β2, where r ∈ Rn is the output of a singularly perturbed

system,

ε · ṙ = α · [f1(x1, r2 +Br)− fr1(x1, r2)] + Arr (2.7)

with ε as a small parameter and α = ±1. fr1(x1, x2) is a stable reference model with

origin as a stable equilibrium point and Ar is a Hurwitz matrix, B is a constant matrix

with dimensions B ∈ Rn×m, provided that the following assumptions hold,

A1 The functions f1 and f2 are at least locally Lipschitz functions with continuous and

bounded derivatives and f1(0, 0) = 0.

A2 The homogeneous system (2.6a), with x2 as the control input, is small-time locally

controllable from x1,0 = 0, ∀x2 ∈ Rm : x2 ⊂ Ω.

A3 The homogeneous system (2.6b) is small-time locally controllable from x2,0 = 0,

∀x1 ∈ Rn : x1 ⊂ Ω and there exists a smooth feedback control system that provides

control inputs u = u(x1, x2) such that error between the reference command x2c

and x2 converges to zero:

lim
t→∞

e2 = lim
t→∞
‖x2 − x2c‖ = 0

A4 Internal dynamics f1(x1, x2) has the following bound:

‖f1(0, x2)‖ ≤ γ2 ‖x2‖

and the perturbed system satisfies the following conditions,

C1 Ar satisfies the following bound,∥∥∥∥∥ ∂f1

∂x2

∣∣∣∣
[x1(t),r2]

B

∥∥∥∥∥ ≤ γ1 and γ1 <
1

2λmax(P )

where P is the solution to the Lyapunov equation for Ar: PAr + ATr P + I = 0.
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C2 Ar satisfies the following bound,

‖f1(0, x2)‖ ≤ γ2 ‖x2‖ and γ2 <
1

2λmax(P )

where P is the solution to the Lyapunov equation for Ar: PAr + ATr P + I = 0.

Proof. The theorem will be proved by first showing that the system of equations (2.6)

and (2.7) is a singular perturbation problem and the conditions of the Tikhonov’s

theorem will be verified. The boundedness of x1 will be shown using the results of

the Tikhonov’s theorem and boundedness of r(t) will be proved by showing that r(t)

dynamics is input-to-state stable, under the provided assumptions.

1. The system of equations (2.6) and (2.7) can be formulated as a singular perturba-

tion problem by observing that for xc2 = r2 +Br, existence of a stable control

system (Assumption A3) guarantees that the error signal e2 = x2 − (r2 +Br)

is uniformly bounded such that ‖e2(t)‖ ≤ c. The error dynamics ė2 can be

considered as a stable dynamic system g2 as,

ė2 = g2 (x1, e2, u)

With this representation, e2 can be used as the state variable, instead of x2. This

change of variables leads to the following system.

ẋ1 = f1(x1, e2 + r2 + r) (2.8a)

ė2 = g2 (x1, e2, u) (2.8b)

ε · ṙ = α · [f1(x1, e2 + r2 +Br)− fr1(x1, r2)] + Arr (2.8c)

For ε is a small parameter, interconnected system (2.8) can be regarded as a

singular perturbation problem. Reduced problem of the singular perturbation

problem (2.8) is obtained with setting ε to zero. Since neither x1 dynamics,

nor e2 dynamics involve ε term explicitly, reduced problem is equivalent to the

original uncontrolled system Σ0:

ẋ1 = f1(x1, e2 + r2 +Br)

ė2 = g2 (x1, e2, u)
(2.9)
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The boundary layer model of the singular perturbation problem (2.8) can be

obtained with replacing r with y + h(x1) in εṙ equation:
dy

dτ
= α · [f1(x1, r2 +By +Bh(x1))− fr1(x1, r2)] + Ar(y + h(x1)) (2.10)

where h(x1) is a solution of the equation α·[f1(x1, r2 +Bh(x1))− fr1(x1, r2)]+

Arh(x1) = 0 and τ = t/ε.

Before using the results of the Tikhonov’s theorem, its assumptions should be

verified.

2. First assumption of the Tikhonov’s theorem (A1 of Theorem 2.3.1) is related to

smoothness of the dynamic system and it is satisfied for smooth f1, f2, g2, fr1

functions. This assumption is also retained in this work (Assumptions A1 and

A3).

3. Second assumption of the Tikhonov’s theorem (A2 of Theorem 2.3.1) is related

to the uniqueness of the solution of the reduced problem (2.9).

Since it is assumed that both f1 and g2 are continuous and bounded (Assumptions

A1 and A3), existence and uniqueness of the solution of this system van be

guaranteed using the Cauchy existence theorem (Theorem 2.3.4).

4. Third assumption of the Tikhonov’s theorem (A3 of Theorem 2.3.1) requires

that origin is an exponentially stable equilibrium point of the boundary layer

model (2.10).

Derivation of global exponential stability conditions using Definition 2.3.4 and

Theorem 2.3.3 is difficulty and highly system specific. Therefore, conditions of

local exponential stability will be sought, using Taylor series expansion of f1.

Since boundary layer equation represents the deviation dynamics from the

solution of the reduced problem, it is reasonable to expand f1 around this

solution

f1(x1, x2) = f1(x1(t), x̄2(t)) +
∂f1

∂x2

∣∣∣∣
[x1(t),x̄2(t)]

[x2(t)− x̄2(t)]

For x̄2(t) = r2, boundary layer equation (2.10) can be rewritten as;

dy

dτ
= α ·

[
f1(x1, r2) +

∂f1

∂x2

∣∣∣∣
[x1(t),r2]

(By +Bh(x1))− fr1(x1, r2)

]
+ Ary + Arh(x1))

(2.11)
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By definition, h(x1) is an equilibrium solution of the perturbation equation

εṙ = 0 and hence,

α ·

[
f1(x1, r2) +

∂f1

∂x2

∣∣∣∣
[x1(t),r2]

Bh(x1)− fr1(x1, r2)

]
+ Ary + Arh(x1) = 0

Removing the corresponding terms from the (2.11) results in,

dy

dτ
=

(
Ar + α · ∂f1

∂x2

∣∣∣∣
[x1(t),r2]B

)
y (2.12)

Boundary layer model (2.12) is in the form of a perturbed linear time varying

system. For α · ∂f1
∂x2

∣∣∣
[x1(t),r2]

B < 0, boundary layer equation is always exponen-

tially stable. But if this is not the case, results of the Corollary 2.3.2 can be used

for derivation of sufficient conditions of exponential stability.

Existence of a bound on the derivative of f1 is assured in Assumption A1 and

therefore exponentially stability of the boundary layer model (2.12) can be

guaranteed if,∥∥∥∥∥ ∂f1

∂x2

∣∣∣∣
[x1(t),r2]

B

∥∥∥∥∥ ≤ γ1 and γ1 <
λmin(Q)

2λmax(P )

where P is the solution to the Lyapunov equation for Ar: PAr +ATr P +Q = 0,

Q = QT > 0 and existence of a stable matrix Ar with the desired bound can be

verified using Theorem 2.3.5 and Remark 2.3.2. Using identity matrix as Q (see

Remark 2.3.1) results in the condition given in C1 of Theorem 2.4.1.

5. With all assumptions of the Tikhonov’s theorem, Theorem 2.3.1 is satisfied, its

results can be used to show that for x = (x1, e2) in (2.6),

x(t)− x̄(t) = O(ε)

where x̄(t) is the solution of the reduced problem (2.9).

The order of magnitude notation can be replaced with an inequality,

x(t)− x̄(t) = O(ε) → |x(t)− x̄(t)| ≤ K · ε

such that there exists a positive number K for all t ∈ [t0, t1].

For ε = 0, the perturbed system (2.7) has the solution,

f1(x1, x2) = fr1(x1, r2)
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and therefore x̄(t) = (x̄1(t), ē2(t)) is the solution of the dynamic system,

˙̄x1 = fr1(x̄1, r2)

˙̄e2 = g2 (x̄1, ē2, u)

Since fr1 is a stable reference model for x1 dynamics, it is bounded. Let this

norm be ‖x̄1(t)‖ < β̄. Also, since x2 error dynamics e2 is stable, an upper

bound can be found such that ‖ē2‖ ≤ β̄e. For x̄(t) = (x̄1(t), e2(t)), it can be

concluded that,

‖x̄(t)‖ ≤ β̄ + β̄e

Then the existence of an upper bound on ‖x1(t)‖ can be shown using several

triangular inequalities for norms:

|‖x1(t)‖ − ‖x̄1(t)‖| ≤ |x1(t)− x̄1(t)|

Since, |x1(t)− x̄1(t)| ≤ K · ε→ |‖x1(t)‖ − ‖x̄1(t)‖| ≤ K · ε

‖x1(t)‖ ≤ ‖x̄1(t)‖+K · ε

Hence, ‖x1(t)‖ ≤ β̄ + β̄e +K · ε

This completes the proof of the main result that,

‖x1(t0)‖ ≤ a→ ‖x1(t)‖ ≤ β, ∀t ≤ t0

with β = β̄ + β̄e +K · ε. This relation on state bounds is shown schematically

in Figure 2.2.

6. The final thing that should be considered is the ultimate boundedness of the

perturbation signal r(t). This can be proved if it can be shown that r(t) dynamics

(2.7) is input-to-state stable (Definition 2.3.3). Lemma 2.3.2 can be used for this

purpose, where it is stated that exponential stability of ẋ = f(x, 0) is sufficient

for input-to-state stability of ẋ = f(x, 0).

x1 and r2 can be regarded as external inputs in (2.7). For x1(t), r2(t) = 0, this

equation can be written as,

ε · ṙ = α · [f1(0, r)− fr1(0, 0)] + Arr
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Figure 2.2: Schematic view of the bound on the states x1.

Since fr1(0, 0) = 0 (Assumption A1), resultant system can be written as,

ε · ṙ = αf1(0, r) + Arr (2.13)

ε is a positive constant and therefore it does not effect the stability condition.

Since Ar is Hurwitz and a design parameter, Corollary 2.3.1 can be used.

Since α = ±1 and ‖f1(0, r)‖ ≤ γ2 ‖r‖ (Assumption A4), (2.13) is exponentially

stable provided that Ar satisfies the bound:

‖f1(0, r)‖ ≤ γ2 ‖r‖ and γ2 <
1

2λmax(P )

where P is the solution to the Lyapunov equation for Ar: PAr + ATr P + I = 0.

This is the condition given in C2 of Theorem 2.4.1.

With this condition, input-to-state stability of r(t) dynamics can be guaranteed

and, as stated in Definition 2.3.3, upper bound on r(t) can be written as,

r(t) ≤ γ

(
sup
t0≤τ≤t

(‖x1(τ)‖+ ‖r2(τ)‖)
)

This completes the proof.
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Remark 2.4.1. Tikhonov’s theorem provides a result where convergence on the solution

of the reduced problem is achieved in order of magnitude basis. Since K < ∞, if

ε → 0 then K · ε → 0 and theoretically the system would converge to the reduced

problem solution. However, depending on the value of ε and initial conditions, K can

be large and this might result in larger x1 and r values, which might exceed the system

limits in practice.

Remark 2.4.2. Conditions for exponential stability of the origin of the boundary layer

equation (2.12) is provided only for the linearized form of it. Validity of this lin-

earization also depends on initial conditions and deviations from the desired behaviour,

which is characterized by the reduced problem.

Remark 2.4.3. Tikhonov’s theorem provides a limiting behaviour. Transient dynamics

such as peak response or convergence time of the overall system is affected by the

choice of ε, fr1 and x2 controller, through e2 dynamics. These aspects of the control

system are more problem specific and therefore this aspect of the problem is discussed

at example applications.

Remark 2.4.4. Ar, f1(r) and ε are design parameters that should be adjusted within

the design process. System specific conditions C1 and C2 provides bounds on Ar.

Existence of such an Ar that satisfies any desired bound is guaranteed with Theorem

2.3.5 and Remark 2.3.2

Remark 2.4.5. Constant matrixB ∈ Rm×n is used to project the calculated perturbation

r ∈ Rn to x2 trajectory which is Rm. Form = n, identity matrix is a natural choice but

for the cases where m 6= n, this matrix determines how the calculated perturbations

are distributed to the directly controlled states. This usage is explained though an

example in Section 2.5.2.

Remark 2.4.6. The theorem is developed for systems where origin is an equilibrium

point of the internal dynamics, i.e., f1(0, 0), fr1(0, 0) = 0. However, it is actually

merely a convenience and the proofs are still valid for any other equilibrium point as

well, since a shift in variables would result in a state variable set where origin is an

equilibrium. Such kind of situations occurs in for example partial failure cases, where

a residual control force still remains. This is automatically handled by the algorithm

by shifting the equilibrium point where the net resultant force becomes zero. Such a

case is discussed in Chapter 4.
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However for some systems, it is not possible to nullify such an effect through a shift in

the state variables. For example consider the system ẋ = sin x + 2, which does not

have any equilibrium point.

Remark 2.4.7. A state estimator based disturbance estimator is developed in Section

2.6. Apart from fault detection purposes, calculated disturbance vector d̂ can be used

within the perturbation calculation as well:

ε · ṙ = α ·
[
f1(x1, r2 + r) + d̂− fr1(x1, r2)

]
+ Arr

With such an adaptive term, developed structure can be made robust to modeling

errors.

Theorem 2.4.1 includes the conditions and results of the proposed fault tolerant control

method. Fault detection and adaptive compensation part will be explained in Section

2.6 and after that, overall design methodology for the proposed architecture will be

explained in Section 2.7. But before that, capabilities of the proposed control system

will be demonstrated through numerical examples.

2.5 Numerical examples

In order to explain the methodology more thoroughly and show how the mathematical

relations given in Theorem 2.4.1 can be applied, analytically tractable prototype prob-

lems are presented in this section. Numerical examples are chosen in order to reflect

important characteristics of the nonlinear control structure that will be used as the fault

mitigation algorithm. Fault detection is not addressed in this section, since its imple-

mentation is straightforward and system specific remarks are given in corresponding

chapters, where application on more complex problems are demonstrated.

2.5.1 Example 1

Consider the following dynamical system:

ẋ1 = x2
1 + x3

2

ẋ2 = u
(2.14)

44



Typical approach for designing a control system for nonlinear systems is linearization.

For x = x̄+ x′, this results in,

d

dt

x′1
x′2

 =

2x̄1 3x̄2
2

0 0

x′1
x′2

u+

0

1

u
As can be directly seen from the system matrix, the linearized system is uncontrollable

around the origin, i.e., (x̄1, x̄2) = (0, 0). Therefore it is not possible to design a linear

controller that would stabilize the system around the origin.

Furthermore, the zero dynamics of the system (ẋ1 = f1(x1, 0)) is unstable. A possible

approach would be finding a sliding surface with x3
2 + x2

1 − Arm1x1 = 0, that can be

used with a Sliding Mode Controller or finding a suitable control Lyapunov function.

But it is not straightforward to find a smooth nonlinear controller. Proposed method

would provide an alternative.

For the stabilization of x1 around the origin and command tracking of x2(t), consider

the following closed loop system.

ẋ1 = x2
1 + x3

2

ẋ2 = K · (r2 + r − x2)

εṙ = α ·
[
x2

1 + (r2 + r)3 − Arm1x1

]
+ Arr

(2.15)

With comparison to (2.6), f1(x1, x2) = x2
1 + x3

2 and f2(x1, x2, u) = u. B is taken as 1.

Assumptions A1 - A3 of Theorem 2.4.1 are straightforward to verify. For Assumption

A4, linear growth bound on f1(0, x2) = x3
2 should be found:

‖f1(0, x2)‖ =
∥∥x2

2 · x2

∥∥ ≤ |x2|2 ‖x2‖

Although limx2→∞ x
2
2 = ∞, a subset of R can be chosen for the calculation of an

upper bound. For example, for |x2| ≤ δ, γ2 in C1 of Theorem 2.4.1 can be found as

γ2 = δ2. Such kind of a bound can always be found for functions that satisfy Lipschitz

condition.

With reference to (2.12), boundary layer equation can be written as,

dy

dτ
=
[
Ar + α3r2(t)2

]
y (2.16)
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Choosing α = −1 is advantageous, since r2(t)2 term is always positive. Therefore

system is stable for any value of Ar. Assume that the domain of interest is x1, x2 ∈
[0, 1]. Then ‖f1(0, x2)‖ ≤ γ2 ‖x2‖ with γ2 = 1.

Control system (2.15) is implemented with α = −1, K = −10 and Arm1 = −2. Ar is

taken as Ar = 0.

Stabilization around the origin is demonstrated for the case with initial condition

of (x1, x2) = (1, 1). Response of the system is shown in Figure 2.4. System is

brought in to the close vicinity of zero but not exactly zero. Since linearized system is

uncontrollable at exactly x2 = 0, any trajectory that misses the origin leaves a residue

that results in a very slowly decaying oscillation. Further more, if the trajectory crosses

the equilibrium line x1 = −x3/2
2 , stops at this point. The value of Ar determines this

trajectory and this behaviour is shown in Figure 2.3.

x1
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A
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Figure 2.3: Phase space trajectories of the example problem (2.15) with initial condi-

tion (x1, x2) = (1, 1) for different Ar values.

Sinusoidal trajectory tracking can also be achieved with the same controller parameters.

Response of the system is shown in Figure 2.5. Generated perturbation on the nominal

trajectory of the system is also shown on Figure 2.6.
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Figure 2.4: Stabilization around the origin for the Example Problem 1 (2.15) with

initial condition (x1, x2) = (1, 1). System parameters are: Ar = 0, Arm1 = −2 and

K = −10.
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Figure 2.5: Trajectory tracking performance for the Example Problem 1 (2.15) with

initial condition (x1, x2) = (1, 1) and reference input of r2 = sin(2πt). System

parameters are: Ar = 0, Arm1 = −2 and K = −10.
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Figure 2.6: Trajectory tracking performance for the Example Problem 1 (2.15) with

initial condition (x1, x2) = (1, 1) and reference input of r2 = sin(2πt) - Reference

input and generated perturbation. System parameters are: Ar = 0, Arm1 = −2 and

K = −10.

2.5.2 Example 2

Attitude control in three dimensions is integral part of any aerospace vehicle’s flight

control system. A typical fault tolerant control problem in this direction is discussed

in Chapter 4. Basic model of this problem that does not include details of the flight

dynamics, which is more suitable for theoretical discussions, is analyzed in this section.

Consider the angular momentum equation,

Iω̇ = −ω × Iω +M

where ω ∈ R3 is the angular velocity vector, I is the inertial moment tensor and

M ∈ R is the control torque vector.

It is known that angular momentum equation can be stabilized around the origin with a

smooth feedback law, even forM =
[
0 M1 M2

]T
case [62]. In order to demonstrate

the capability of the proposed control architecture, consider the stabilization of the

angular momentum of the system around origin, using only a single torque along the
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axis parallel to w3.

For diagonal I , above equation can be written as,

q̇1 = aq2q3

q̇2 = bq1q3

q̇3 = cq1q2 + u

(2.17)

where ω =
[
q1 q2 q3

]T
, a = (I2− I3)/I1, b = (−I1 + I3)/I2, c = (I1− I2)/I3 and

u = M3/I3. Assume that I1 < I2 < I3 so that a, c < 0 and b > 0.

With comparison to (2.3), states can be grouped as x1 =
[
q1 q2

]T
and x2 = q3 with,

f1(x1, x2) =

aq2

bq1

 q3 f2(x1, x2, u) = cq1q2 + u

There are 2 states to be additionally stabilized, but there is only one channel that the

perturbation signal can be superposed. One alternative that can be applied in this

case is generating two dimensional perturbation signal (r ∈ R2) and applying the

summation of the signals as the stabilizing perturbation: r → Br with B =
[
1 1

]
.

The closed loop system can be written as,

q̇1 = aq2q3

q̇2 = bq1q3

q̇3 = cq1q2 + u

u = −cq1q2 +K · (r2 +Br − q3)

εṙ = α

0 a

b 0

q1

q2

 (r2 +Br)− Arm1

q1

q2

+ Arr

(2.18)

Linearization term −cq1q2 is added to the control input, in order to linearize q3 dy-

namics. Since a and b have opposite signs, choice of α does not matter. α = 1 can be

chosen for simplicity.

For the determination ofAr, consider the Condition C1 of Theorem 2.4.1 for the bound
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on the Jacobian of f1:

∂f1

∂x2

B =

aq2

bq1

[1 1
]

=

aq2 aq2

bq1 b1


The upper bound on

∥∥∥ ∂f1∂x2
B
∥∥∥ can be calculated with using determinant as the norm:∥∥∥∥∂f1

∂x2

B

∥∥∥∥ = 0

Therefore any positive number γ1 can be used as the upper bound.

The Condition C2 of Theorem 2.4.1 can be formulated similarly,

‖f1(0, x2)‖ = 0

Therefore, any stable Ar is sufficient for exponential stability of the boundary layer

equation.

For the convergence behaviour of the system, consider the solution of the perturbation

equation εṙ = 0: 0 a

b 0

q1

q2

 (r2 +Br)− Arm1

q1

q2

+ Arr = 0

or with rearrangement of the terms,r2

0 a

b 0

− Arm1

q1

q2

+

0 a

b 0

q1

q2

B + Ar

 r = 0

Using B = [1 1], solution of the above equation can be written as,

r∗(t) =
1

bq1 + aq2 + Ar

r2

0 a

b 0

− Arm1

q1

q2



In order to achieve bounded ‖r(t)‖, A =

r2

0 a

b 0

− Arm1

[q1 q2

]
should be a

Hurwitz matrix. But then any (q1, q2) pair with λ(A)1q1 + λ(A)2q2 is a solution to the

equation r∗(t) = 0. The situation is depicted in Figure 2.7. In this figure, closed loop
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response of the system with initial condition (q1, q2, q3) = (0.1, 0.1, 0.1) is shown.

Following set of parameters is used in the simulation:

a = −1 b = 1 c = −1

K = −2 Ar = −5 α = 1

Arm1 =

−10 0

0 −10


Since the reference model Arm1 is diagonal with a single eigenvalue of λ1,2 = −10,

system converges to the equilibrium point of (q∗1, q
∗
2, q
∗
3) = (−0.1, 0.1, 0).

Converge point of the system can be adjusted using non-diagonal reference models.

One such configuration is the following parameter set:

a = −1 b = 1 c = −1

K = −2 Ar = −5 α = 1

Arm1 =

−20 10

10 −10


With this reference model, q1 dynamics is adjusted so that it is faster than the q2

dynamics. Therefore q1 converges to zero, together with q3, while q2 converges to a

constant value. The response of the system is shown in Figure 2.8.

Considering the system (2.17), any two states approaching zero makes the third

dynamics zero. Therefore, nonzero state stuck at its final position, when other two

states converge to origin. But this example demonstrates that it is possible to bound

the attitude rates of the system, even with using a single actuator.

2.6 Adaptive state estimator as a fault diagnosis algorithm

Fault detection and identification is another critical element of a Fault Tolerant Control

structure. As explained in Chapter 1, fault detection algorithm can be designed

separately. It is even possible to design different algorithms for first detection and then

for identification of a fault. But since the developed control structure involves a system
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Figure 2.7: Stabilization around the origin for the Example Problem 2 with a diagonal

reference model- System parameters are: a = −1, b = 1, c = −1, K = 2, Ar =

−5, α = 1, Arm1 =

−10 0

0 −10



Figure 2.8: Stabilization around the origin for the Example Problem 2 with a non-

diagonal reference model - System parameters are: a = −1, b = 1, c = −1, K =

2, Ar = −5, α = 1, Arm1 =

−20 10

10 −10


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model, adaptive parts can be added that can be used for fault detection and (in some

cases) identification purposes.

State observers are typically used in control systems in order to estimate the states of

a system using the discrepancy between the measured outputs and the outputs of the

system model. While the original structure is developed by Luenberger [63] for linear

systems (hence the name Luenberger Type Observer), Ciccarella, Mora and Germani

extended it to nonlinear cases [64].

Consider a general nonlinear dynamic system with x(t) ∈ Rn:

ẋ = f(x) + g(x)u

y = h(x)

State observer structure can be written for this system as [64],

˙̂x(t) = f(x̂(t)) + g(x̂(t))u+Q(x̂(t))−1K [y(t)− h(x̂(t))]

where Q(x) is the observability matrix associated with the pair (f(x), h(x)):

Q(x) =
d

dx


h(x)

Lfh(x)
...

Ln−1
f h(x)


with Lnf denoting nth order Lie derivative. For the linear case, i.e.,h(x) = Cx, this is

equivalent to the well-known observability matrix. For simplicity, it can be assumed

that the system is fully observable and states are directly measured. So that h(x)

becomes the identity matrix.

In robust control of nonlinear systems, disturbances are usually regarded as time

dependent signals generated from an autonomous system, i.e.,ḋ(t) = S(d). State

estimator structure can be used to estimate this disturbance using [65]:

d

dt

x̂
d̂

 =

f(x̂(t)) + g(x̂(t))
(
u+ d̂(t)

)
S(d̂(t))

+K [x(t)− x̂(t)]
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Then using prototype functions as disturbances, such as ramps, steps, sines etc.,

nonlinear disturbance observers can be designed [66]. But this form is not suitable

for fault detection purposes and the approach taken by Lavretsky and Hovkimyan for

the adaptive control part of the ADI controller will be followed [52]. In this approach,

time dependent disturbance signal is constructed using state dependent basis functions

with time dependent coefficients:

d̂(t) = W (t)TΦ(x(t))

Where W (t) is an nb dimensional coefficient vector and Φ(x(t)) is the set of basis

functions with nb elements. Typically, Radial Basis Function (RBF) based neural net-

work structures can be used as the basis set but actually, any integrable set of functions

can be used for -at least local- approximation of the function under consideration [67].

With this structure, disturbance observer based fault detection algorithm can be formu-

lated as follow:

ẋ = f(x) + g(x) (u(t) + d(t))

˙̂x(t) = f(x(t)) + g(x(t))u(t) + d̂(t) + Ases(t)

˙̂
W (t) = ΓProj

(
Ŵ (t),−Φ(x(t))eTs PsB

)
d̂(t) = W (t)TΦ(x(t))

es = x̂(t)− x(t)

(2.19)

with Ps as the solution to the Lyapunov’s equation ATs Ps + PsAs + Q = 0 for an

arbitrary Q = QT > 0. As is the constant gain matrix that is used for the design of

the disturbance estimator. B is used in order to map the disturbance signal to the

corresponding state.

Γ is the adaptation constant for the estimation of the time dependent coefficients of the

basis functions. Projection operator Proj is common in adaptive control structures. It

is used in order to constrain the error driven W (t) estimates so that they don’t exceed

specified bounds. Its formulation is given below [38, 68].
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Proj (θ, y) =


y if f(θ) < 0,

y if f(θ) > 0 and ∇fTy ≤ 0,

y − ∇f
‖∇f‖〈

∇f
‖∇f‖ , y〉f(θ) if f(θ) > 0 and ∇fTy > 0.

(2.20)

with

f(θ) =
(εθ + 1) · θT θ − θ2

max

εθ · θ2
max

∇ is the gradient operator and 〈·, ·〉 represents the inner product. θmax is the norm

bound imposed on the vector θ, and εθ > 0 is the projection tolerance, typically a

small number such as 0.01 is taken.

Following remarks can be made for the usage of (2.19) for fault detection (and identifi-

cation) purposes:

• There are very mild requirements on the system for Luenberger-like state observers

to be stable and converge to the true state. Basically, it is enough for the states to be

finite and input to be bounded [64].

• Fault detection algorithm is based on online calculation of the disturbance vector

d̂(t) and comparing with the applied control input u(t). It is assumed that correlation

between them indicates the presence of a fault. Since the main fault mitigation act

is stopping the control inputs u(t), this would also cease the disturbance signal.

• Disturbances other than faults would also lead to nonzero disturbance signals d̂(t),

such as modeling errors or noise. These disturbance can also be compensated using

adaptive parts in the fault mitigation formulation, such as:

ε · ṙ = α ·
[
f1(x1, r2 + r) + d̂(t)− fr1(x1, r2)

]
+ Arr

• RBF based neural networks are a good choice of basis functions for approximating

signals with unknown structure. However for fault detection purposes, problem

specific different sets might be better. One such example is provided in Chapter 3

for robotic manipulator equations.

• Projection operator Proj (θ, y) requires some conservative bounds on the time depen-

dent coefficients. These bounds are system specific and they should be determined

for the specific problem under consideration.
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2.7 Overview of the proposed method

Theoretical analysis of the fault tolerant control structure is presented in this chapter,

together with applications on analytically tractable example problems. These examples

demonstrate that proposed control methodology generates smooth feedback control

signals even for non-minimum phase problems. With accompanying adaptive compo-

nents, proposed approach can be extended to more complex problems. These cases

will be investigated in the following chapters. But it should be reminded that nonlinear

systems are very diverse and system specific design steps can be taken in order to

apply the presented FTC algorithm.

With this considerations, overall structure of the developed algorithmic FTC is shown

in Figure 2.9 and design steps for the presented FTC structure are summarized below.

1. With appropriate FMECA analysis, determine the interconnected system form

for each failure mode:

ẋ1 = f1(x1, x2, u1 + d)

ẋ2 = f2(x1, x2, u)

where x1 corresponds to states linked to faulty actuators u1 and x2 corresponds

to states linked to healthy actuators u. Depending on the system under consider-

ation, there might be more than one valid representation of the system.

2. It should be checked that system dynamics and nominal controllers are suf-

ficiently smooth functions of state and time and interconnected systems are

controllable (Assumptions A1 - A3 of Theorem 2.4.1).

3. It should be verified that ‖f1(0, x2(t), 0)‖ is bounded within the domain of

interest. This domain should include the possible initial conditions for the fault

tolerant control system. However, it should be noted that this bounded region

might be exceeded during the transient response of the fault tolerant controller.

4. Construct the state estimator as given in (2.19) with appropriate gains As, Γ and

basis function set Φ(x1, x2).
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5. Evaluate the the solution of the perturbation equation,

εṙ = α · [f1(x1, r2 + r)− fr1(x1, r2)] + Arr

and consider possible time dependent solutions r∗(t). Most of the time, finding

exact form of r∗(t) is not necessary but it gives insight about the response of the

closed loop system in time domain.

6. Calculate the system bound γ1,∥∥∥∥∥ ∂f1

∂x2

∣∣∣∣
[x1(t),r2]

B

∥∥∥∥∥ ≤ γ1

7. Calculate the second system bound γ2,

‖f1(0, x2)‖ ≤ γ2 ‖x2‖

8. Find Ar that solves the Lyapunov equation PAr +ATr P +Q = 0 with Q as the

identity matrix with appropriate dimensions such that

1

2λmax(P )
> max (γ1, γ2)
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Figure 2.9: Structure of the developed algorithmic fault tolerant control system
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CHAPTER 3

FAULT TOLERANT CONTROL OF ROBOTIC MANIPULATORS

Open-chain robotic manipulators have a very diverse and wide range of application.

Many industrial robots and humanoid robotic parts fall in this category. Therefore,

design and control of this configuration robotic manipulators are center of focus since

the first days of robotic research. Such configurations are constructed by connecting

lower level joints in series with rigid links. Typically, these lower level joints are either

prismatic joints that have a translational degree of freedom, or a revolute joint that

have a rotational degree of freedom. With connecting one end of the chain to a static

base, the motion of the other end of the manipulator, which is called “The effector

end”, can be adjusted through torques and forces applied from the joints. The set of

end-effector positions and orientations that can be reached with some combination of

joint angles and/or positions are called the Manipulator Workspace. General overview

of a robotic manipulator is shown in Figure 3.1

Industrial robotic manipulators are widely implemented especially manufacturing

industry. Therefore a very rich line of study exists for fault detection and identification

in robotic manipulators.

Basic elements of robotic manipulators are electrical and/or hydraulic actuators with

sensors for the observation of the motion of the links. For robots working in controlled

environments, like robot arms used in manufacturing processes, fault detection can

be done by monitoring of external signals such as, drawn electric current, hydraulic

pressure or even external video camera images. However, for robots working in

unknown or changing environment, such signals may not be available or it may

not be possible to discriminate faults from changing plant parameters. In order to

overcome this difficulty, various techniques are developed for fault detection and
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Figure 3.1: General schematic view of an open-chain robotic manipulator

identification in robotic manipulators. Early research on FDI are mostly based on

analytical redundancies [69, 70], i.e., using analytical relations between simultaneous

sensor measurements in order to compare available sensor outputs and identification

of faults from generated residual signals.

The main actuator failure mode that have been studied in the literature are related

to loss of torque/force on the joints, which is called “Free swing actuator fault”,

uncontrolled torque/force again on the joints or locking of the joint. Free swing and

uncontrolled torque failures can be modeled as an additive disturbance on the joint

torques/forces as [32, 71],

Fi =


τi, for free swing actuator fault

τi − γ · t, for ramp actuator fault

τi − τmax, for saturated actuator fault

(3.1)

where τi is the torque/force on the ith joint.

With this model, fault identification for actuator faults can be cast as an estimation

problem for the external disturbance. Regression functions based on joint and veloci-

ties are used by Dixon et al. [71] for estimation of the fault signal. Neural networks

are also widely used as functional approximator for the fault signal [72–75], due to

their well known universal approximator property but alternatively Artificial Immune
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System is used by Thumati et al. [76] and Multiple-Adaptive Neuro Fuzzy Inference

System (M-ANFIS) is used by Yüksel and Sezgin [77]. Nonlinear observer structures

developed specifically for robotic manipulators [32, 78] and sliding mode observers

[79–82] are also available.

More recent results that are related to the present work can be summarized as follows.

A terminal Sliding Mode Observer (TSMO)-based actuator fault reconstruction law

is developed by Xiao and Yin [83]. As a more general approach to the problem, Mo-

hammadi, Marquez and Tavakoli formulated a general nonlinear disturbance observer

structure for Euler-Lagrange systems [84]. As an alternative structure, Oh and Chung

formulated a disturbance observer structure using generalized position and generalized

momentum as the state variables [85] so that disturbance signals are decoupled and a

more general formulation for closed loop compensation of disturbances on rigid and

flexible joint robots is developed in a later work by Kim, Park and Chung [86].

Locked joint failures put additionally, a zero velocity constraint on the states. There-

fore, torque disturbance estimation schemes mentioned above, together with velocity

measurements can be used for identification of locked joint failures. Apart from that

Chang et al. posed the problem of identification of the locked joint as and optimization

problem using velocity discrepancy of the end effector and used differential evolution

algorithm to solve the problem [87]. Other relevant work on locked joint failures are

concentrated on finding reachable subspace of the task space in the presence of locked

joints [37, 88, 89] or motion planing issues on finding trajectories that are robust to

joint failures [90–92].

In this part of the thesis, developed algorithmic fault tolerant control structure will

be applied to the robotic manipulator case. The highlights of the structure, with

advantages to the existing techniques is follows:

• A state estimator based disturbance estimator is designed. A transformation on

system states is proposed, which permits decoupling of the fault signal. With this

state estimator formulation, it is possible to detect and identify the actuator faults

simultaneously.

• Fault mitigation algorithm is implemented as a perturbation generator on the actuated
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joints, in order to compensate for the motion of the faulty joints. When the internal

dynamics related to the faulty states are unstable, this is a very difficult task and only

configuration specific solutions exists. Developed technique provides a systematic

way to design a controller even for such systems.

This chapter is organized as follows. The mathematical model of robotic manipulators

are explained in Section 3.1, together with the baseline control algorithm for the

normally operating system. Proposed fault detection and identification methodology is

introduced in Section 3.2, while fault mitigation approach is explained in Section 3.3.

Overall fault tolerant control architecture is explained and simulation results for the

selected cases are presented in Section 3.5. The final remarks are drawn in Section 3.6.

3.1 Problem definition

3.1.1 Governing Equations

Newton-Euler equations are typically used for modeling of dynamic systems. But for

robotic manipulators, usage of Lagrange’s equation is more convenient [93]. In this

formulation, equations of motion for an m dimensional mechanical system can be

derived from the Lagrange’s equation,

d

dt

∂L

∂q̇i
− ∂L

∂qi
= Υi i = 1..n (3.2)

q ∈ Rn is called the “Generalized coordinates” and Υi is the net external force acting

on the ith generalized coordinate. Lagrangian function is L(q, q̇) = T (q, q̇)− V (q),

where T is the kinetic energy of the system and V is the potential energy of the system.

For robotic manipulators, calculation of the Lagrangian is straightforward and can be

found in many text books on the subject [93, 94]:

L(q, q̇) =
1

2
Hij q̇iq̇j − V (q)

where, q is the vector of generalized coordinates (Angle for links with rotational
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joints and displacement for prismatic joints). In this formulation, Einstein summation

convention is used, i.e., summation is implied for repeated indices.

Hij(q) is the inertia tensor of the manipulator and the Coriolis matrix Cij(q, q̇) of the

manipulator can be formulated as,

Cij(q, q̇) =
1

2
(Hij,k +Hik,j −Hkj,i) q̇k (3.3)

Again repeated indices imply summation over the index and derivative with respect to

an index is shown with comma “,”.

With grouping the gravitational and other external forces on the joints terms under the

vector G and using τ as the vector of generalized forces (Torque for links with revolute

joints and force for prismatic joints), governing equations for robotic manipulators can

be written as,

H(q) · q̈ + C(q, q̇) · q̇ +G(q, q̇) = τ (3.4)

Sometimes, more compact form of (3.4) is more suitable for manipulation of equations.

For this purpose, terms can be grouped into form of φ(q, q̇) = C(q, q̇) · q̇ +G(q, q̇).

Lagrange’s equation for robotic manipulators (3.4) have some properties that are

important for control applications:

• H(q) is symmetric and positive definite

•
(
Ḣ − 2C

)
∈ Rn×n is a skew-symmetric matrix.

Second property is often referred to as the “passivity property” since it implies that in

the absence of friction, the net energy of the system is conserved. These properties

permit development of generalized control laws for robotic manipulators [93].
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3.1.2 Control of robotic manipulators

3.1.2.1 Computed torque technique

Although (3.4) is a coupled nonlinear dynamic system, positive definiteness of the

inertia matrix H permits development of rather simple control laws.

Consider a time dependent reference trajectory (qd, q̇d, q̈d). For e = q− qd, control law

in the form of,

τ = H(q) (q̈d −Kvė−Kpe) + C(q, q̇)q̇ +G(q, q̇) (3.5)

would lead to an error dynamics of,

H(q) (ë+Kvė+Kpe) = 0

SinceH is positive definite, unique solution of the above equation is ë+Kvė+Kpe = 0.

Therefore tracking performance can be adjusted with specified error dynamics, with

suitable choice of feedback gain matrices Kv and Kp. Control law (3.5) is called the

computed torque technique and it is a form of feedback linearization.

Skew-symmetric form of
(
Ḣ − 2C

)
permits construction of Lyapunov functions for

other linear feedback laws [93]. One such configuration is the so called “Augmented

PD Control” law. In this feedback control system, control force to be applied is

calculated using the following formula.

τ = H(q)q̈d + C(q, q̇)q̇d +G(q, q̇)−Kvė−Kpe (3.6)

3.1.2.2 Partial-feedback linearization

Feedback linearization technique for control of nonlinear systems is based on the idea

that if the control input is transformed into a form that cancels out the nonlinearity, then

resulting system becomes linear. For example, for control affine systems, i.e., when

the control input is linear, such as in the form of x = f(x) + g(x) · u, transformation
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u = g(x)−1 (v − f(x)) would lead to the linear system ẋ = v. Of course in order to

do this transformation, existence of g(x)−1 should be guaranteed.

Computed torque technique uses the same idea, if the control law (3.5) is considered

with the transformation u = Hv + Cq̇ +G. The resulted system is q̈ = v. Interesting

thing about robotic manipulators is that feedback linearization is possible, even when

only some of the joints are actuated. In robotic research, this is usually denoted as

“underactuated”. This configuration is important, since it is also analogous to the

condition for which some of the actuators are failed.

In order to analyze this form of the system, joints can be divided into two as actuated

and unactuated. Let q1 ∈ Rn−m be the set of the states of the unactuated joints and

q2 ∈ Rm be the set of the states of the actuated joints.

Using the parameter φ(q, q̇) = C(q, q̇) · q̇ + G(q, q̇), system dynamics (3.4) can be

regrouped as,

H11(q) · q̈1 +H12(q) · q̈2 + φ1(q, q̇) =0

H21(q) · q̈1 +H22(q) · q̈2 + φ2(q, q̇) =τ
(3.7)

In this formulation, subscripts denotes the appropriate submatrices in accordance

with the grouping of the states and with suitable dimensions: H11 ∈ R(n−m)×(n−m),

H12 ∈ R(n−m)×m, H21 ∈ Rm×(n−m), H22 ∈ Rm×m, φ1 ∈ Rn−m, φ2 ∈ Rm.

Since H is a positive definite and symmetric matrix, any principal submatrices are

also positive definite. Therefore H11 and H12 submatrice are also positive definite and

this can be used for feedback linearization of the dynamics related to either unactuated

states (q1 ) or actuated states (q2). This manipulation is called the “Partial Feedback

Linearization” and can be formulated as follows [95].

In order to get the partial feedback linearized form for the actuated states, which

is called “Collocated linearization”, q̈1 expression in second part of (3.7) can be

cancelled out with multiplying the first equation with H21H
−1
11 and subtracting it from

the first equation. Also with using the transformation τ =
(
H22 −H21H

−1
11 H12

)
v −

H21H
−1
11 φ1 + φ2, partial linearized form can be achieved:
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q̈1 =−H−1
11 · (H12v + φ1)

q̈2 =v
(3.8)

Feedback linearization in the unactuated states, which is called “Non-collocated lin-

earization”, can be achieved similarly. Transformation τ =
(
H21 −H22H

+
12H11

)
v −

H22H
+
12φ1 + φ2 leads to partial linearized form:

q̈1 =v

q̈2 =−H+
12 · (H11v + φ1)

(3.9)

with superscript + denoting Moore-Penrose pseudoinverse of a matrix, i.e., A+ =(
ATA

)−1
AT . In order Moore-Penrose pseudoinverse to be defined, m > (n −

m). This condition is called “Strongly Inertially Coupling” [95]. Therefore “Non-

collocated linearization” is possible for only strongly inertially coupled systems, i.e.,

when the active degrees of freedom (actuated states) is equal to or greater than passive

degrees of freedom (unactuated states).

Once the partial-linearized form of the equations are formed, trajectory tracking can

be achieved using a PD control law in the form of,

v = −Kvė−Kpe

where e = q2− q2d for “collocated linearization” and e = q1− q1d for “non-collocated

linearization”.

3.2 Fault diagnosis algorithm for robotic manipulators

3.2.1 Formulation

Consider the system dynamics, where failure is modeled as an additive signal,

H · q̈ + C · q̇ +G+ F = τ (3.10)
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A state estimator for the torque disturbance F can be designed from first order form of

the dynamic system (3.10).

Typical approach in such situations is using the following set of variables:

x1 = q1 x2 = q2 x3 = q̇1 x4 = q̇2

With this set of variables, (3.10) can be written in first order as given in (3.11).

ẋ =

0 I

0 −H−1 · C

 · x+

 0

−H−1 ·G

+

 0

−H−1 · F

+

 0

H−1 · τ

 (3.11)

where 0 and I are zero and identity matrices with appropriate dimensions, respectively.

The problem with the formulation (3.11) is that, additive fault is multiplied with the

inverse of the inertia tensor. This transformation diffuses the fault signal Fi to other

channels as well, which makes the correct identification of the fault signal very difficult.

Therefore an alternative formulation is developed within the scope of the thesis.

In order to isolate the fault signal F , following set of variables can be used:x1

x2

 =

q1

q2

 x3

x4

 = H ·

q̇1

q̇2


With this formulation, time derivatives of state variables can be formulated as,

ẋ1,2 = x2,3

ẋ3,4 = Ḣ · q̇ +H · q̈
(3.12)

In order to use the system dynamics of the robotic manipulators with (3.12), consider

the following modification of the original equation (3.10):

H · q̈ + Ḣq̇ + (C −H) · q̇ +G+ F = τ (3.13)

With definition of a modified version of the Coriolis Matrix C ′ = C − Ḣ , structure of

the equations can be preserved. Furthermore since H depends only on q, Ḣ can be

written in index notation as, Ḣij = Hij,k · q̇k. Comparing this with the definition of

Coriolis matrix Cij in (3.3), modified version can be formulated as,

C ′ij(q, q̇) =
1

2
(−Hij,k +Hik,j −Hkj,i) q̇k (3.14)
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and the first order form of the robotic manipulator equations for the state variables

(3.12) can be written as,

ẋ1,2 = x2,3

ẋ3,4 = −C ′ · q̇ −G− F + τ

or

ẋ =

0 H−1

0 −C ′ ·H−1

 · x+

 0

−G

+

 0

−F

+

0
τ

 (3.15)

This equation is the disturbance decoupled form of the Lagrange’s equation and it is

more suitable for observer design, since the fault signal appears without any mapping.

Luenberger type observer can be implemented, as described in Section 2.6, using the

dynamics given in (3.15) as,

˙̂x =

0 H−1

0 −C ′ ·H−1

 · x̂+

 0

−G

+

 0

−F̂

+

0
τ

+ As · es (3.16)

with observer error es = x̂ − x and gain matrix As. For the estimation of fault,

D̂ =
[
0 F̂

]T
can be approximated with projection on a basis ψ1..N(x̂) as

D̂i ≈
N∑
j=1

Wij · ψj(x̂) (3.17)

where N is the number of basis functions and subscript i indicate the element of the

vector. The weights of the basis functions can be updated with the error dynamics as,

˙̂
W = Γ · Proj

(
Ŵ ,−ψ(x̂) · eTs · Ps

)
(3.18)

with Ps = Ps > 0 solves the Lyapunov equation ATs · Ps + Ps ·As = −Q for arbitrary

Q > 0. Proj is the projection operator, commonly used in adaptive controllers in order

to bound the estimated gains. The formulation of the operator is given in Section 2.6

as (2.20).

The advantage of the proposed state observer structure (3.16) with respect to (3.11)

is that fault term appears as D = F , instead of D = H−1F and therefore nonzero

fault value in a specific channel (Fi) is not mapped to the other channel through H−1.

Furthermore, since it is in first order form, estimated fault vector F also involves
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disturbance in velocity channel and therefore zero velocity can also be detected. This

information can be used for identification of locked-joint failures, together with free

swing, ramp and saturated actuated faults. Of course seeking exact matching of

estimated disturbance vector D̂ with fault model (3.1) is not feasible but it provides a

framework for identification of faults.

Performance of the fault diagnosis algorithm depends on correct construction of

the fault signal. Selection of basis functions to be used in (3.17) is critical for the

performance of the estimator. Comparison of different basis functions is discussed and

a suitable set is proposed in next section.

3.2.2 Selection of Basis Functions

Projecting an unknown function on a basis and online calculation of the weights is

very common in adaptive control techniques. Although the formulation (3.18) is valid

for any set of the basis functions, particular choice determines the number of gains that

will be defined and the class of functions that can be represented. For example set of

polynomials with degree up to n is typically used for data fitting purposes. But, fitting

to higher degree of polynomials requires exponentially increasing number of samples

and therefore solutions are usually highly oscillatory. This is usually denoted as “the

curse of dimensionality”. Or similar to the Fast Fourier Transform of time dependent

signals, Fourier series can be used as the basis set. But again, in order to represent a

non-periodic signal accurately, a very high number of basis functions are required.

Gaussian Radial Basis Functions (RBF) are highly popular in adaptive control [67]. In

this set, each basis function is formulated as a Gaussian function,

Φi(x) = exp−‖x− ξi‖
2

σ2
i

(3.19)

ξ and σ can be chosen appropriate to the problem for each basis function, i.e., depend-

ing on the domain of the unknown function that will be represented.

The problem with RBF networks is that they are not an orthogonal set. It is known

that convergence properties of orthogonal sets are better. One such alternative is using

Chebyshev polynomials as the basis set [42, 96]. Chebyshev polynomial of order n

69



can be generated recursively as1,

Tn(x) = 2xTn−1(x)− Tn−2(x) (3.20)

with T0(x) = 1 and T1(x) = x .

RBFs and Chebyshev polynomials are general sets that can be used in any problem.

But any compact set of functions can be used for functional approximation [67] and

there might be better sets for representation of the fault signal in the state estimator

(3.15).

Considering the fault model (3.1), function that will be represented through basis

functions is actually a function of the applied torque Fi = f(ui). Furthermore,

since the applied torque is function of the system matrices H , C and G through the

computed torque control law (3.5) or augmented PD (3.6), it is logical use basis

functions composed of the terms also found in these matrices. For example, for the

two-link vertical robot arm case that will be discussed in Section 3.5, system matrices

involve terms in the form of sin(q1), sin(q1 + q2), sin(q1 + q2)q̇2, q̇
2
2 etc. Therefore,

following set of basis functions can also be used for a better signal construction

performance for the two-link case (see Figure 3.5 for the definition of q1 and q2).

ψ1 = 1 ψ2 = cos q1 ψ3 = cos (q1 + q2)

ψ4 = sin (q2) q̇1 ψ5 = sin (q2) q̇2 ψ6 = sin (q2) q̇2
1

ψ7 = sin (q2) q̇2
2

(3.21)

3.2.3 Performance comparison

In other to evaluate the performance of RBF, Chebyshev polynomial based and custom

set of basis functions, numerical simulation is conducted for the two link robot arm

case.

Three alternative set of basis functions are used for the construction of the fault signal

F .

1 To be more specific, this set is called the “Chebyshev polynomial of the first kind”. This form is implied
when referred to Chebyshev polynomials.
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3.2.3.1 Radial Basis Functions (RBF) Neural Network

Fault signal is constructed using an RBF network with σ1−4 =
√

3/2 as,

Φi(x) = exp

[
−2

3

((
q1 − ξ1

i

)2
+
(
q2 − ξ2

i

)2
+
(
q̇1 − ξ3

i

)2
+
(
q̇2 − ξ4

i

)2
)]

The vector of center points ξi = (ξ1
i , ξ

2
i , ξ

3
i , ξ

4
i ) is generated from the combinations of

the following set:

ξ1 = {−2, 0, 2}

ξ2 = {−2, 0, 2}

ξ3 = {−2, 0, 2}

ξ4 = {−2, 0, 2}

which makes the total set of basis functions 81.

3.2.3.2 Chebyshev Polynomial based Orthogonal Set of Basis Functions

First three Chebyshev polynomials of the first kind are used for each state as,

T0 = 1

T1 = q1 T3 = q2 T5 = q̇1 T7 = q̇2

T2 = 2q2
1 − 1 T4 = 2q2

2 − 1 T6 = 2q̇2
1 − 1 T8 = 2q̇2

2 − 1

which makes the total set of basis functions 9.

3.2.3.3 Custom Basis Set

System matrices involve terms in the form of sin(q1), sin(q1 + q2), sin(q1 + q2)q̇2, q̇
2
2

etc. Therefore, following set of basis functions can also be used for a better signal
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construction performance for the two-link case:

ψ1 = 1 ψ2 = cos q1 ψ3 = cos (q1 + q2)

ψ4 = sin (q2) q̇1 ψ5 = sin (q2) q̇2 ψ6 = sin (q2) q̇2
1

ψ7 = sin (q2) q̇2
2

which makes the total set of basis functions 7.

Numerical simulation is conducted for free swing type fault. System model is inte-

grated with maximum 1 ms time step in continuous time, while state estimator is run

with 10 ms time step in discrete time.

The system is started at position (q1, q2) = (90◦, 0) and sinusoidal reference commands

are applied to the system such that (r1, r) = (90◦ + 20◦ sin 2πt/4,−20◦ sin 2πt/4).

Torque loss on joint 2 case is simulated. Fault occurs at time t = 5 s. The results are

shown in Figure 3.2.

Disturbance vector is estimated using three sets of basis functions. For the custom

basis set, Chebyshev polynomials and RBF basis sets, adaptive gains are chosen as

Γ = 10000, 1000 and 100000 respectively. Projection operator is used with bound

Wbound = [−1000, 1000] and εθ = 0.01. Initial condition for the adaptive gains are

taken as zero.

Fault on the second link can be observed from the disturbance torque on the second

link (Figure 3.2.d). With the decoupled form of the estimator, only the fourth element

is correlated with the applied torque, although some residual disturbances are present

on the other elements of the disturbance vector D̂.

Following comments can be made on the results.

• Best performance for disturbance signal construction is achieved using Chebyshev

polynomial basis set.

• For a similar convergence time, adaptive gains used for custom basis set is 10 times,

RBF basis set is 100 times larger than the gain used for Chebyshev polynomial set.

• On the other hand, Chebyshev polynomial basis set has a longer initial convergence

time (Approximately 1 second) and a low frequency residual signal exists on the
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Figure 3.2: Estimated disturbance vector with different basis function sets for two-link

vertical robot arm problem. Loss of torque occurs on the second joint at t = 5 s.

estimated disturbance, even during healthy operation of the manipulator.

• It seems that overall performance of the Chebyshev polynomial set is better. Fault

signal can be constructed with lower adaptation gain and with fewer number of basis

functions, but there is a catch. As the number of basis functions increases, order

of the polynomial increases. This causes instabilities on the gain estimation and

therefore adaptive gain should be lowered to compensate for that. As usual, higher

performance comes with reduced robustness and therefore adaptive gain and order

of the polynomial should be chosen with these considerations.

• Custom basis set is also a good alternative. Similar performance to Chebyshev

polynomial basis set can be achieved without robustness problems. The situation is

shown in Figure 3.3. While increasing order of the Chebyshev polynomial increases

the convergence speed, stability is degraded. On the other hand, custom basis set

produces smooth solutions even with very high adaptation rates. Of course using

high adaptation rates has its own problems when noise is present.
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Figure 3.3: Comparison of disturbance estimation performances for the basis sets with

Chebyshev polynomials up to order 3, up to order 4 and the custom basis set.

3.3 Design of the fault mitigation algorithm

Fault mitigation algorithm for robotic manipulators can be developed with considering

the faulty links as passive links. After the detection of the fault at specific joints,

powers of the faulty actuators can be cut so that the faulty link becomes unactuated.

Then the stability of these passive links can be maintained with the developed control

structure.

As in the case of partial feedback linearization, for a manipulator with n number of

links with m of them have healthy actuators, system states can be grouped into two as

q1 ∈ Rn−m and q2 ∈ Rm with the dynamics given in (3.7).

Consider the case where a PD controller is used for each link in the nominal controller

of the manipulator. Once the faulty actuators are inactivated, the resultant system can

be analyzed using the collocated partially-linearized form of the robotic equations.

This equation is repeated below for convenience.

q̈1 =−H−1
11 · (H12v + φ1)

q̈2 =v
(3.8)

with v = −Kv (q̇2 − q̇2d) − Kp (q2 − q2d). Since (q2d, q̇2d) defines the reference

dynamics for q2, it is equivalent to v = −Kvė−Kpe.

74



Comparing with the general form of the cascade system ẋ1 = f1(x1, x2) with x1 =

(q1, q̇1), x1 dynamics can be written as,q̇1

q̈1

 =

0 1

0 −H−1
11 C11

q1

q̇1

+

 0

−H−1
11 (G1 + C12q̇2)


+H−1

11 H12

 0 0

Kp Kv

e
ė

 (3.22)

This is a second order system and therefore it has the dimension 2 (n−m). In

order compensate for them, (n−m) number of healthy actuators can be chosen and

perturbations dynamics can also be written as a second order system. Therefore with

comparison to (2.6) in Section 2.4, this relation can be written as,

ε

ṙ
r̈

 = α


0 1

0 −H−1
11 C11

q1

q̇1

+

 0

−H−1
11 (G1 + C12q̇2)


(q2,q̇2)=

(q2d+r,q̇2d+ṙ)

−

 0 1

Arm21 Arm22

q1

q̇1

+

 0

Brm21

 r1

+ Ar

r
ṙ


(3.23)

Where r ∈ Rn−m is the perturbation on the joint positions and ṙ ∈ Rn−m is on the joint

velocities. The fault mitigation algorithm moves the system to a position where the

dynamics of the passive links can also be stabilized. Therefore the reference velocity

of the healthy actuators q2d can be taken as 0.

The reference model for the q1 dynamics is written as, 0 1

Arm21 Arm22

q1

q̇1

+

 0

Brm21

 r1

with r1 as the final position of the faulty joints, i.e., q1. For a single faulty joint, Arm

and Brm can be written as a second order system as,

Arm =

 0 1

−ω2
n −2ξωn

 Brm =

 0

ω2
n


The analysis of the perturbation system (3.23) can be done from two aspects. Firstly,

the time dependent solution of (r, ṙ) for ε = 0 will be checked. Then the conditions

for the exponential stability of the boundary layer model will be analyzed.
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3.3.1 Solution of the perturbed system

For ε = 0, (3.23) can be written as a system of algebraic equations:

α


0 1

0 −H−1
11 C11

q1

q̇1

+

 0

−H−1
11 (G1 + C12ṙ)


(q2,q̇2)=(q2d+r,ṙ)

−

 0 1

Arm21 Arm22

q1

q̇1

+

 0

Brm21

 r1

+ Ar

r∗
ṙ∗

 =

0

0


where r∗ and ṙ∗ are the roots of the set of equations.

The upper part of the equation is satisfied for all (Ar11 + r∗ + Ar12ṙ
∗ = 0). In order

to enforce a solution where ṙ∗ = 0, Ar should be chosen such that Ar11 = 0 and

Ar12 6= 0.

The lower part of the system of equations can be written as,

α
{(
−H−1

11 C11q̇1 −H−1
11 G1 + C12ṙ

)∣∣
(q2d+r,ṙ)

− Arm21q1 − Arm22q̇1 −Brm21r1

}
+Ar21r

∗ + Ar22ṙ
∗ = 0

Again consider the static solution where ṙ∗ = 0. Coriolis terms C11 and C12 are zero.

Furthermore, terms related to the reference model is zero with q1 = r1. Therefore the

remaining terms are,

−αH−1
11 G1 + Ar21r

∗ = 0

G1 is the gravitational moments on the first link. If the resting position of the first

link r1 is chosen such that G1|q1=r1
= 0, then the trajectory perturbation converges

to r∗ = 0. For example, for the vertical two-link robotic manipulator, which will be

analyzed in Section 3.5, upward (or downward) position of the manipulator with two

links stretched on a straight line is such a configuration.

To sum up, the analysis of the reduced problem reveals that the shaping matrix Ar

should be chosen such that upper-left principal element is zero and the resting position

of the unactuated links (r1) should be chosen such that the gravitational moments on

this link is zero.
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3.3.2 Analysis of the boundary layer problem

Robotic manipulator equations are highly coupled and in general and in order to

analyze the stability of the boundary layer equations, they should be linearized. As

derived in Section 2.4 in Chapter 2, linearized form of the boundary layer equation

can be written as,

dy

dτ
=

[
Ar + α

∂f1

∂x2

∣∣∣∣
[x1(t),r2]

]
y

For the general robotic manipulator problem, this is a matrix equation the linearization

should be done over the vector x2 = (q2, q̇2). The derivation is rather lengthy and

therefore it is provided in Appendix B. The resultant Jacobian of f1 is,

∂f1

∂x2

∣∣∣∣
x2=(r2,0)

=

 0 0(
H−1

11
∂H11

∂x12
H−1

11 G1 −H−1
11

∂G1

∂x12

)∣∣∣
q2=r2

0

 (3.24)

With this expression, boundary layer equation for robotic manipulators can be written,

dy

dτ
=

Ar + α

 0 0(
H−1

11
∂H11

∂q2
H−1

11 G1 −H−1
11

∂G1

∂q2

)∣∣∣
q2=r2

0

 y (3.25)

ṙ2 = 0 so that C11 = C12 = 0 is also used in finding the above result.

Boundary layer equation (3.25) of the perturbation problem (3.22) and (3.23) highly

depends on the specific problem and they should be analyzed separately. But following

comments can be made regarding the assumptions and conditions of the main theorem

on the fault mitigation control structure Theorem 2.4.1.

• Robotic manipulators usually have continuous parameter sets. Therefore assumption

on Lipschitz continuity of the functions, Assumption A1 of Theorem 2.4.1 are valid

for most of the problems.

• Assumption A2 of Theorem 2.4.1 is related to the controllability of x1 dynamics

with x2 regarded as control input. This property is system and configuration specific

and therefore it is should be verified on specific application.
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• Assumption A3 of Theorem 2.4.1 is related to the controllability of x2 dynamics.

This assumption is valid for robotic manipulators, since this part of the system is

fully actuated.

• Assumption A4 of Theorem 2.4.1 is related to the bound on ‖f1(0, x2)‖. For x1

dynamics given in (3.22), f1(0, x2) can be written as,

f1(0, x2) =

 0

−H−1
11 (G1 + C12q̇2)

∣∣∣∣∣∣
(q1,q̇1)=(0,0)

This equation should be checked for the bound.

• Condition C1 of Theorem 2.4.1 is related to the bound on
∥∥∥ ∂f1∂x2

∥∥∥. This Jacobian is

given in (3.24).

• For robotic manipulators without external force, such as horizontally positioned

planar manipulators, G1 = 0 and hence the boundary layer equation becomes

y′ = Ary. The results is consistent with the fact that such configurations are

neutrally stable.

• Determinant of the Jacobian matrix ∂f1
∂x2

is zero. This poses a problem on the

calculation of the norms. Usage of Frobenius norm is more appropriate in these

situations. Frobenius norm can be calculated with the following formulation:

‖A‖F =
√
tr (AAT )

3.4 Fault tolerant control architecture for robotic manipulators

With the theoretical analysis presented in previous sections, application of proposed

fault mitigation algorithm on robotic manipulator systems can be formulated as,

• Detection of the fault joints

• Cutting off power of the fault joints, so that they become unactuated, free-swing

passive links

• Move the active links to a suitable position, where the dynamics of the passive links

can also be stabilized
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• Stabilize the overall system at this final position

This implementation of the above strategy is shown in Figure 3.4. Applications on

selected problems are given in next section.

Figure 3.4: Fault tolerant control architecture for robotic manipulators

Design steps for this system can be summarized as follows:

• For each possible fault condition, group the states that are linked to the faulty

actuators as q1 and the healthy ones as q2.

• Construct the collocated partially linearized form of the governing equations as,

q̈1 =−H−1
11 · (H12v + φ1)

q̈2 =v

with auxiliary control input v is calculated as,

v = −Kvė−Kpe

and the control torque vector τ is calculated as,

τ =
(
H22 −H21H

−1
11 H12

)
v −H21H

−1
11 φ1 + φ2
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• Formulate the Luenberger type state estimator,

˙̂x =

0 H−1

0 −C ′ ·H−1

 · x̂+

 0

−G

+

 0

−F̂

+

0
τ

+ As · es

where, x1

x2

 =

q1

q2

 x3

x4

 = H ·

q̇1

q̇2


and the observer error is es = x̂− x. The observer gain matrix As can be chosen as

a Hurwitz matrix.

• Choose appropriate set of basis functions Ψ1..N(x) for the construction of the fault

signal as

F̂i =
N∑
j=1

Wij · ψj(x̂)

Weights can be estimated using the differential equation,

˙̂
W = Γ · Proj

(
Ŵ ,−ψ(x̂) · eTs · Ps

)
with Ps = Ps > 0 solves the Lyapunov equation ATs Ps + PsAs = −Q for Q = I .

• Once a fault is detected, corresponding faulty link is passivized so that the partial-

linearized form of the dynamics is valid. The perturbation signal on the actuated

links can be calculated as,

ε

ṙ
r̈

 = α


0 1

0 −H−1
11 C11

q1

q̇1

+

 0

−H−1
11 G1


(q2,q̇2)=(r2+r,0)

−

Arm
q1

q̇1

+Brmr1

+ Ar

r
ṙ


r1 and r2 are the resting position of the links. If possible, they should be chosen

such that the gravitational effects becomes zero, i.e., G1(r1, r2) = 0.

Ar should be chosen such that upper-left principal element is zero.

• For the stability of the boundary layer equation (Conditions C1 and C2 of Theorem

2.4.1), evaluate the following terms:

∂f1

∂x2

∣∣∣∣
x2=(r2,0)

=

 0 0(
H−1

11
∂H11

∂q2
H−1

11 G1 −H−1
11

∂G1

∂q2

)∣∣∣
q2=r2

0


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f1(0, x2) =

 0

−H−1
11 (G1 + C12q̇2)

∣∣∣∣∣∣
(q1,q̇1)=(0,0)

Choose Ar such that, Ar solves the Lyapunov equation PAr + ATr P +Q = 0 with

Q as the identity matrix with appropriate dimensions that satisfies,∥∥∥∥∥ ∂f1

∂x2

∣∣∣∣
x2=(r2,0)

∥∥∥∥∥
F

≤ γ1 ‖f1(0, x2)‖ ≤ γ2 ‖x2‖

1

2 ‖P‖F
> max(γ1, γ2)

Frobenius norm should be used in the calculations, which can be formulated as,

‖A‖F =
√
tr (AAT )

3.5 Application on selected problems

Two problems are chosen in order to demonstrate the applications of the proposed

fault mitigation strategy. The first problem is the vertical planar two-link robotic

manipulator problem, which is extensively studied in the literature, especially within

the first years of the robot control research [97]. This is a basic configuration yet poses

important characteristics of manipulator dynamics with external gravitational forces.

The second configuration is the horizontally placed three-link planar manipulator. This

is also an elementary configuration and it is called SCARA manipulator. Application

on higher dimensional cases are demonstrated with this configuration.

Design steps and theoretical analyses are provided in the following paragraphs, together

with simulation results.

3.5.1 Vertical two-link robot arm

Two-link robot arm is a simple configuration; two rotary actuators manipulate the

motion of two rigid arms (Figure 3.5). Furthermore, many interesting robotic systems

can be formulated analogues to the two-link robot arm problem such as model for

legged motion, human posture while standing, cart-pole system (segway) [95]. In
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another interesting application, a bird perched on a branch is modeled as a two-link

pendulum and its control algorithm is developed using L1 adaptive control technique

[98]. Therefore it is an elementary configuration that is suitable as a prototype problem

for development of robotic control algorithms (e.g.,following is a small set of articles

that are published within the last five years: [99–104]).

Figure 3.5: Vertical two-link robot manipulator system

Locked joint failures basically converts the system to a single link with different inertial

properties and it is not very interesting from theoretical point of view. Therefore free-

swing type faults are addressed in this section.

Free-swing type fault occurs when an actuator loses power and the associated link

becomes a passive one and overall system becomes an underactuated system. For

the two-link vertical arm problem, faulty link is unstable for the inverted position

(180o > q1 > 0o as shown in Figure 3.5). Even though the position of the healthy link

can be adjusted for a suitable position, still the unactuated link would move under the

effect of gravity. Therefore, stabilizing the motion of the two links using only a single

actuator is a very interesting problem and it is widely studied in the literature. Such

cases are often denoted as gymnast robots, whose name derived from the resemblance

of the motion of the robot to the movements of a gymnast. For the two-link case, when

the actuation is from the shoulder, the system is called “Pendubot” and it is “Acrobot”
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when the actuation is from elbow.

Most studied problem in the underactuated two-link robot manipulator control is

moving the system from downward stable position to upward unstable position and

maintaining the posture in this position. In one of the first works on the subject,

Spong used energy pump-up strategy through swinging of the actuated arm in Acrobot

problem and LQR based linear controller in order to stabilize the system around

the upward unstable equilibrium point [97]. The most comprehensive result for this

problem is achieved by Lai et al. , where two Lyapunov functions are used for

the inversion of an acrobot and drive to the system in the vicinity of the inverted

straight position [105]. Stabilization around the upward position is still achieved using

linearized controllers.

3.5.1.1 Problem formulation

Lagrangian form for the robotic manipulators is valid for this problem. It is repeated

below for convenience.

H(q) · q̈ + C(q, q̇) · q̇ +G(q, q̇) = τ (3.4)

For the vertical two-link manipulator case, elements of the system matrices H , C, G

and τ are given below with the parameter definitions shown in Figure 3.5 [15].

H11 = I1 + I2 +m1 · l2c1
+m2 ·

(
l21 + l2c2 + 2 · l1 · lc2 · cos (q2)

)
H12 = H21 = I2 +m2 ·

[
l2c2 + l1 · lc2 · cos (q2)

]
H22 = I2 +m2 · l2c2
G1 = (m1 · lc1 +m2 · l1) · g · cos (q1)

+m2 · lc2 · g · cos (q1 + q2)

G2 = m2 · lc2 · g · cos (q1 + q2)

τ = [τ1 τ2]T
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Also

C =

−hq̇2 −h (q̇1 + q̇2)

hq̇1 0

 C ′ =

 −3hq̇2 −h (q̇1 + 2q̇2)

h (q̇1 + q̇2) 0


with

h = m2l1lc2 sin q2

where subscripts on H , C and G denotes the submatrices and m, I , l, lc denotes mass

and inertia of the link, link length and length of the center of gravity from the pivot

point, respectively.

3.5.1.2 Design of the fault detection algorithm

Fault detection algorithm is based on a state estimator formulation. As explained in

Section 3.2, the states used in the estimator are redefined in order to avoid coupling of

the fault signal:

x =


1 0 0 0

0 1 0 0

0 0 H11 H12

0 0 H21 H22




q1

q2

q̇1

q̇2


The state estimator can be formulated as,

˙̂x =

0 H−1

0 −C ′H−1

 · x̂+

 0

−G+ τ

+

 0

−Ŵ (t)Tψ(x)

+ Ases (3.26)

with the adaptation law,

˙̂
W = Γ · Proj

(
Ŵ ,−ψ(x̂) · eTs · Ps

)
where Ps = Ps > 0 solves the Lyapunov equation ATs Ps + PsAs = −Q for Q = I .

First four Chebyshev polynomials of first kind are used as the basis set:

ψ0 = 1

ψ1 = q1 ψ4 = q2 ψ7 = q̇1 ψ10 = q̇2

ψ2 = 2q2
1 − 1 ψ5 = 2q2

2 − 1 ψ8 = 2q̇2
1 − 1 ψ11 = 2q̇2

2 − 1

ψ3 = 4q3
1 − 3q1 ψ6 = 4q3

2 − 3q2 ψ9 = 4q̇3
1 − 3q̇1 ψ12 = 4q̇3

2 − 3q̇2

(3.27)
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3.5.1.3 Design of the fault mitigation algorithm

Design of the fault mitigation algorithm involves determination of the parameters

involved in the perturbation equation (3.23). For the case under study, the system

have 2 degrees of freedom. Therefore submatrices in the formulations become scalar

quantities. [Arm, Brm] becomes a second order system and therefore it can be written

as,

Arm =

 0 1

−ω2
n −2ξωn

 Brm =

 0

ω2
n


so that the reference reference q1 dynamics becomes,

ω2
nq̈1 + 2ξωnq̇1 + q1 = r1

The fault mitigation algorithm is designed for the inverted position of the system and

the fault mitigation algorithm will drive the system to the upward vertical position.

Therefore, the reference commands are (r1, r2) = (90o, 0). In accordance with the

formulations given in Section 3.5.1.1, C11 = 0 in this position.

With this results, perturbation dynamics (3.23) can be written for the vertical two-link

robot arm problem as,

ε

ṙ
r̈

 = α


0 1

0 0

q1

q̇1

+

 0

−H−1
11 G1


q2=r

−

 0 1

−ω2
n −2ξωn

q1

q̇1

+

 0

ω2
n

 r1


r1=90o

+ Ar

r
ṙ


Selection of α depends on the ease of stabilization of the perturbation dynamics. Since

H11 is positive, choice of α among ±1 depends on the sign of G1(q1, q2 = r), which

can be formulated as,

G1(q1, q2 = r) = (m1 · lc1 +m2 · l1) g cos (q1) +m2 · lc2 · g · cos (q1 + r)

For the operating condition around q1 = 90o, G1 does not have a definite sign. It can

be positive or negative. Therefore there is no preferred sign for α. α = 1 can be taken

for convenience.
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Determination of Ar is related to the Conditions C1 and C2 of Theorem 2.4.1 with,

∂f1

∂x2

∣∣∣∣
x2=(r2,0)

=

 0 0(
H−1

11
∂H11

∂q2
H−1

11 G1 −H−1
11

∂G1

∂q2

)∣∣∣
q2=r2

0


f1(0, x2) =

 0

−H−1
11 (G1 + C12q̇2)

∣∣∣∣∣∣
(q1,q̇1)=(0,0)

Expressions for the specific terms of this equation, for the two-link problem can be

written as,

∂H11

∂q2

∣∣∣∣
q2=0

= −2m2l1lc2 sin (q2)|q2=0 = 0

∂G1

∂q2

∣∣∣∣
q2=0

= −m2lc2g sin (q1 + q2)|q2=0 = −m2lc2g sin q1

G1|q2=0 = (m1lc1 +m2l1 +m2lc2) g cos q1

G1|q1=0 = −m2lc2g sin q2

C12|q1,q̇1=0 = −m2l1lc2 sin q2q̇2

With these expressions,
∥∥∥∥ ∂f1
∂x2

∣∣∣
x2=(r2,0)

∥∥∥∥ can be written as,

∂f1

∂x2

∣∣∣∣
x2=(r2,0)

=

 0 0

−m2lc2g sin q1 0


⇒

∥∥∥∥∥ ∂f1

∂x2

∣∣∣∣
x2=(r2,0)

∥∥∥∥∥ = |m2lc2g sin q1| ≤ m2lc2g

The ‖f1(0, x2)‖ term can be evaluated as,

f1(0, x2) =

 0

−H−1
11 (−m2lc2g sin q2 −m2l1lc2 sin q2q̇

2
2)


⇒ ‖f1(0, x2)‖ =

∣∣H−1
11 m2lc2 sin q2

(
g + l1q̇

2
2

)∣∣
Since −1 ≤ sin q2, cos q2,≤ 1, H−1

11 is bounded by,

H−1
11 ≤

1

I1 + I2 +m1 · l2c1 +m2 · (l21 + l2c2 − 2 · l1 · lc2)
≤ 1

and ‖f1(0, x2)‖ is bounded by,

‖f1(0, x2)‖ ≤
∣∣∣∣ m2lc2
I1 + I2 +m1 · l2c1 +m2 · (l21 + l2c2 − 2 · l1 · lc2)

(
g + l1q̇

2
2

)∣∣∣∣
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With these expressions and with the discussions provided in Section 3.3, selection

criteria for Ar can be summarized as,

• Ar should be in the form of,

Ar =

0 c

a b


• Ar should be a Hurwitz matrix. Its characteristic polynomial is λ2 − bλ− ac and it

can be shown using Routh-Hurwitz criteria that; a, b < 0 and c > 0.

• Choose Ar such that, Ar solves the Lyapunov equation PAr + ATr P +Q = 0 with

Q as the identity matrix with appropriate dimensions that satisfies,∥∥∥∥∥ ∂f1

∂x2

∣∣∣∣
x2=(r2,0)

∥∥∥∥∥
F

≤ γ1 ‖f1(0, x2)‖ ≤ γ2 ‖x2‖

1

2 ‖P‖F
> max(γ1, γ2)

3.5.1.4 Simulation results

Free-swing fault on first joint (Loss of torque) case is studied as an example problem.

In conjunction with Figure 3.5, numerical values used in the simulations are provided

in Table 3.1,

Table 3.1: Simulated two-link robot arm’s parameters

l1 lc1 m1 I1

1 m 0.5 m 1 kg 0.0833 kg m2

l2 lc2 m2 I2

1 m 0.5 m 1 kg 0.0833 kg m2

With this numerical values, γ1 = m2lc2g = 4.905 and

‖f1(0, x2)‖ ≤
∣∣0.75

(
g + q̇2

2

)∣∣
For q̇2 > g, it can be written that,

‖f1(0, x2)‖ ≤
∣∣0.75

(
g + q̇2

2

)∣∣ ≤ q̇2
2
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Therefore there is no ultimate bound γ2 ∀q̇2 ∈ [0,∞). But by choosing a suitable

bounded domain in R, γ2 can be determined as γ2 = sup q̇2(t). Of course this limit

should be checked through simulations. For the case under study, sup q̇2(t) = 50 is a

suitable limit.

With these values, criteria for Ar can be calculated as,

max (γ1, γ2) = 50, ⇒ 0.02 > ‖P‖F .

In order to find the appropriate Ar =

0 c

a b

, solution of the Lyapunov equation is

checked for different values of a, b, c parameters. Contour plot of ‖P‖F for c = 10 is

shown in Figure 3.6.
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Figure 3.6: Contour plot of ‖P‖F for different values of a and b, where P is the

solution to the Lyapunov equation PAr +ATr P +Q = 0 with Q as the identity matrix

and Ar in the form of Ar =

0 c

a b

 with c = 10.

Computed torque based control law is used as the nominal controller with feedback
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gain matrices Kv and Kp as,

Kp =

3947.8 0

0 3947.8

 Kv =

125.6637 0

0 125.6637


For fault detection algorithm; first four Chebyshev polynomials of first kind, as given

in (3.27), are used as the basis set for the construction of the disturbance signal. State

estimator is constructed with,

As =


−30 0 0 0

0 −30 0 0

0 0 −50 0

0 0 0 −50

Ps =

0.01 0

0 0.01



and ΓW = 1000, εθ = 0.01. Disturbance threshold of 10 N m is used for fault

detection.

For the fault mitigation algorithm, following system is used as the reference model,

which corresponds to a second order system with ξ = 0.7 and ωn = 10 Hz.

Arm =

 0 1

−3947.84 −87.97

 Brm =

 0

3947.84


Parameters of the nonlinear controller are as follows,

Ar =

 0 10

−40 −40

 α = 1 ε = 0.5

Partial feedback linearized control law is used for application of the control signals.

Following control gains are used, which corresponds to an error dynamics with ξ = 1.4

and ωn = 5 Hz.

K1 = 87.97 K2 = 986.96

Simulation is conducted for a hypothetical case where two-link arm is started at the

position (q1, q2) = (90◦, 0◦) and links are moved to the position (q1, q2) = (80◦, 20◦)

using a nominal controller. Fault occurs at t = 1sec.. Simulation results are shown

in Figure 3.7, Figure 3.8, Figure 3.9 and Figure 3.10 for the link positions, angular

velocities, perturbation signal and the torque output of the controller respectively.
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Figure 3.7: Link position for the two-link robot arm problem simulation

time [s]

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

L
in

k
 A

n
g

u
la

r 
V

e
lo

c
it
ie

s
 [

ra
d

/s
]

-20

-15

-10

-5

0

5

10

15

q̇1

q̇2

Figure 3.8: Link angular velocities for the two-link robot arm problem simulation

Fault detection algorithm detects the fault at t = 1.08sec. and FTC drives the system

to the upward position (q1, q2) = (90◦,−15◦). Although system starts to converge to

the position (q1, q2) = (90◦,−16.5◦), q2 dynamics diverges, although q1 maintains its

state a little bit longer.
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ṙ

Figure 3.9: Perturbation on the second links position (r), for the compensation of fault

on the first joint
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Figure 3.10: Applied torques for the two-link robot arm problem simulation

Although this result seems surprising, the situation is clearer when the free-body

diagram of the system is considered (Figure 3.11).

When the system is at the upward position, i.e., q1 = 90◦, moment caused by the
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Figure 3.11: Moments on the links of the vertical two-link robot arm for the upward

position

weight of the second link around joint 1 is the same as the moment around joint 2.

Therefore, when the applied torque on joint 2 (τ2) counters this moment, net moment

around joint 1 also becomes zero. This situation is independent of the second links

position (q2). This creates infinite number of equilibrium points that corresponds to

different (q2, τ2, ) duplets that satisfy the condition τ2 = m2qlc2 sin q2. Solution of the

perturbation problem moves along these equilibrium points and finally diverge.

A favourable behaviour for the system would be moving to the other direction on the

phase space towards the finally resting point of (q1, q2) = (90◦, 0◦), unfortunately this

is not the case with the current formulation.

A possible solution to this problem is usage of adaptive terms to compensate for this

behaviour. As shown in Chapter 2, control system formulation is suitable for such kind

of modifications. For this purpose, a reference model for the system is constructed as,

Arm =


0 1 0 0

−ω2
n −2ξωn 0 0

0 0 0 1

0 0 −ω2
n −2ξωn

 Brm =


0 0

ω2
n 0

0 ω2
n


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such that the ideal dynamics of the system becomes,
q̇1ref

q̈1ref

q̇2ref

q̈2ref

 = Arm


q1ref

q̇1ref

q2ref

q̇2ref

+Brm

r1

r2



As in the MRAC formulation and similar to the state estimator formulation, the error

vector,

e =


q1ref

q̇1ref

q2ref

q̇2ref

−

q1

q̇1

q2

q̇2


is used for calculation of weights on an appropriate basis using the update law

˙̂
W = Γ · Proj

(
Ŵ ,−ψ(q1, q2) · eT · P

)
Then the adaptive compensation term can be calculated as,

Di =
N∑
j=1

Wij · ψj(q1, q2)

and the perturbation dynamics can be written as,

ε

ṙ
r̈

 = α


0 1

0 −H−1
11 C11

q1

q̇1

+

 0

−H−1
11 G1


(q2,q̇2)=(r2+r,0)

−

Arm
q1

q̇1

+Brmr1

+D

+ Ar

r
ṙ


The result achieved with this control system is shown in Figure 3.12. Although

the adaptive term considerable improves the system response and drives the states

to the desired (q1, q2) = (90◦, 0◦) position, controller cannot maintain this position.

Deviation of first link (q1) from the ideal upward position again causes divergence of

the overall system.

As a final remark, upward position is an ill conditioned situation and it should be men-

tioned that existing controllers in the literature also switches to linearized controllers

at this part of the state-space.
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Figure 3.12: Link position for the two-link robot arm problem simulation

3.5.2 Horizontal three-link robot arm

Horizontal three-link open-chain manipulator (Figure 3.13) is the base of many indus-

trial robots. With addition of a vertical moving end effector, the configuration is called

SCARA (Selective Compliance Assembly Robot Arm) manipulator. It is developed in

1978 by Professor Hiroshi Makino at Yamanashi University. It has a high dexterity in

the horizontal plane, which makes it suitable for manufacturing purposes.

Since this configuration has degree of freedom only in the horizontal plane, its dy-

namics does not involve destabilizing gravitational external moments. Developed

fault tolerant control structure is applied to this configuration, in order to demonstrate

the applications on systems with higher dimensions. Similar to the two-link case,

free-swing type faults will be addressed.

3.5.2.1 Problem formulation

Again the system dynamics is governed by the Lagrangian form for the robotic

manipulators. It is repeated below for convenience.

H(q) · q̈ + C(q, q̇) · q̇ +G(q, q̇) = τ (3.4)
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Figure 3.13: Vertical two-link robot manipulator system

Generalized position vector q = (q1, q2, q3) has three elements, corresponding to

rotation angles as shown in 3.13. The system matrices H , C, G and τ can be written

as [93],

H(q) =


α + β + 2γ cos q2 β + γ cos q2 δ

β + γ cos q2 β δ

δ δ δ



C(q, q̇) =


−γ sin q2q̇2 −γ sin q2 (q̇1 + q̇2) 0

γ sin q2q̇1 0 0

0 0 0



C ′(q, q̇) =


γ sin q2q̇2 −γ sin q2q̇1 0

γ sin q2 (q̇1 + q̇2) 0 0

0 0 0



τ =
[
τ1 τ2 τ3

]T
Since the base is assumed rigid, external gravitational moments are zero and therefore

G = 0.
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Parameters α, β, γ and δ are defined in terms of system parameters as,

α = I1 +m1l
2
c1 +m2l

2
1 +m3l

2
1

β = I2 + I3 +m2l
2
c2 +m3l

2
2

γ = m2l1lc2 +m3l1l2

δ = I3

System parameters are shown in Figure 3.13.

3.5.2.2 Design of the fault detection algorithm

State estimator can be formulated similar to the two-link case. Again C ′ term is used

in order to decouple the fault signal, with the following set of states: :

x =



1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 H11 H12 H13

0 0 0 H21 H22 H23

0 0 0 H31 H32 H33





q1

q2

q3

q̇1

q̇2

q̇3



Same general formulation (3.16) for state estimator of robotic manipulators is still

valid:

˙̂x =

0 H−1

0 −C ′H−1

 · x̂+

 0

−G+ τ

+

 0

−Ŵ (t)Tψ(x)

+ Ases

with the adaptation law,

˙̂
W = Γ · Proj

(
Ŵ ,−ψ(x̂) · eTs · Ps

)
where Ps = Ps > 0 solves the Lyapunov equation ATs Ps + PsAs = −Q for Q = I .

As in the two-link problem case (3.27), first four Chebyshev polynomials of first kind
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can be used as the basis set, but now for 3 different link positions:

ψ0 = 1

ψ1 = q1 ψ7 = q2 ψ13 = q3

ψ2 = 2q2
1 − 1 ψ8 = 2q2

2 − 1 ψ14 = 2q2
3 − 1

ψ3 = 4q3
1 − 3q1 ψ9 = 4q3

2 − 3q2 ψ15 = 4q3
3 − 3q3

ψ4 = q̇1 ψ10 = q̇2 ψ16 = q̇3

ψ5 = 2q̇2
1 − 1 ψ11 = 2q̇2

2 − 1 ψ17 = 2q̇2
3 − 1

ψ6 = 4q̇3
1 − 3q̇1 ψ12 = 4q̇3

2 − 3q̇2 ψ18 = 4q̇3
3 − 3q̇3

(3.28)

3.5.2.3 Design of the fault mitigation algorithm

Gravitational effects are not present in horizontal manipulator cases. Therefore such

systems are marginally stable and this eases the design process for Ar

Since G = 0, ∂f1
∂x2

∣∣∣
x2=(r2,0)

term given in (3.24) becomes 0. For γ2, ‖f1(0, x2)‖ term

can be evaluated as,

f1(0, x2) =

 0

−H−1
11 C12q̇2

∣∣∣∣∣∣
(q1,q̇1)=(0,0)

3.5.2.4 Simulation results

Free-swing fault on third joint (Loss of torque) case is studied as an example problem.

In conjunction with Figure 3.13, numerical values used in the simulations are provided

in Table 3.2,

At first sight, it might be wrongly assumed that since the system is marginally stable,

the system might inherently tolerate an actuator fault. However, due to highly coupled

nature of the system, fault in a single actuator affects all of the states. The situation is

shown in Figure 3.14, where a free-swing fault on third link is introduced at t = 5 s,

while the joints were following sinusoidal trajectories. Without any fault mitigation

act, the system behaves erratically, as can be seen from the response of the system.

Fault mitigation strategy is chosen as introduction of perturbations on the second
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Table 3.2: Simulated three-link robot arm’s parameters

l1 lc1 m1 I1

1 m 0.5 m 1 kg 0.0833 kg m2

l2 lc2 m2 I2

1 m 0.5 m 1 kg 0.0833 kg m2

l3 lc3 m3 I3

1 m 0.5 m 1 kg 0.0833 kg m2
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Figure 3.14: Link positions after the occurrence of a fault for the three-link robot arm

problem simulation without any fault mitigation act

link, for the compensation of the fault on the third link. Therefore, the state matrices

are adjusted so that the unactuated state is x1 = [q1] and the actuated states are

x2 = [q1, q2]. The system matrices can be restructured as follows:
H33 H31 H32

H13 H11 H12

H23 H21 H22



q̈1

q̈2

q̈3

+


C33 C31 C32

C13 C11 C12

C23 C21 C22



q̇1

q̇2

q̇3

 =


0

τ1

τ2

 (3.29)

The structure of the nominal controller and the state estimator are the same as the ones

98



used in two-link problem. Feedback gain matrices Kv and Kp are chosen such that the

second order error dynamics has ωn = 2 Hz and ξ = 0.7.

Kp =


157.9 0 0

0 157.9 0

0 0 157.9

 Kv =

17.59 0 0

0 17.59 00 0 17.59



State estimator is constructed with,

As =



−30 0 0 0 0 0

0 −30 0 0 0 0

0 0 −30 0 0 0

0 0 0 −50 0 0

0 0 0 0 −50 0

0 0 0 0 0 −50


Ps =


0.010 0 0

0 0.01 0

0 0 0.01



First four Chebyshev polynomials of first kind are used as the basis set, as given in

(3.28). Adaptive gain is ΓW = 1000, εθ is chosen as 0.01.

For the fault mitigation algorithm, fault mitigation position is chosen as (q1, q3) =

(0◦,−45◦) and the following system is used as the reference model, which corresponds

to a second order system with ξ = 0.7 and ωn = 2 Hz.

Arm =

 0 1

−157.9 −17.59

 Brm =

 0

157.1


Ar should be chosen in compliance with Conditions C1 and C2 of Theorem 2.4.1.

As shown in previous section,
∥∥∥∥ ∂f1
∂x2

∣∣∣
x2=(r2,0)

∥∥∥∥ = 0. For ‖f1(0, x2)‖, state definitions

x1 = [q1] and x2 = [q1, q2] with the structure in (3.29) can be used, which results in,

‖f1(0, x2)‖ =
∣∣∣H−1

33 [C31C32] q̇2

∣∣
(q3,q̇3)=(0,0)

∣∣∣
Since C31 and C32 are both zero, for the horizontal three-link problem where the third

actuator is faulty, ‖f1(0, x2)‖ is zero. Therefore there is no restriction on Ar and any

Hurwitz matrix is sufficient for guaranteeing the stability of the system

Ar is chosen in compliance with the specified form. Following matrix with the
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eigenvalues of [−1.3820,−3.618] are chosen:

Ar =

 0 1

−5 −5

 α = 1 ε = 0.5

Partial feedback linearized control law is used for application of the control signals.

Following control gains are used, which corresponds to an error dynamics with ξ = 0.7

and ωn = 1 Hz.

K1 = 8.7965 K2 = 39.4784

Simulation is conducted for a hypothetical case where three-link arm is started at the

position (q1, q2, q3) = (90◦, 0◦, 0◦) and sinusoidal reference trajectories with frequency

of 0.25 Hz are commanded to the system:

r1 = 90◦ + 20◦ sin 2πt/4

r2 = −20◦ sin 2πt/4

r3 = 45◦ sin 2πt/4

Fault occurs at t = 5sec.. Simulation results are shown in Figure 3.15, Figure 3.16

and Figure 3.17 for the link positions, perturbation signal and the torque output of the

controller respectively.

As required by the fault mitigation policy, an offset occurs on the position of the

second link (q2), in order to drive the system to the planned fault mitigation position

of (q1, q3) = (0◦,−45◦). A slight steady-state error of 3◦ occurs for the third link

position.

3.6 Summary

In this chapter, application of the proposed algorithmic fault tolerant control structure

on robotic manipulators is explained. Theoretical analyses of the Lagrangian form of

the governing equations are developed and design steps are explained. Appropriate

formulations for the signal and matrix bounds and design criteria are derived.
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Figure 3.15: Link position for the three-link robot arm problem simulation
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Figure 3.16: Perturbation on the second links position (r), for the compensation of

fault on the third joint

Developed design methodology is applied on two benchmark problems; vertical

oriented two-link robotic manipulator and horizontally located three-link robotic

manipulator. As usual in nonlinear control systems, some problems are more suitable

than the others. Bu the simulation results indicate that proposed strategy can be applied
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Figure 3.17: Applied torques for the three-link robot arm problem simulation

to robotic manipulator control systems and it has a potential as an alternative to existing

control systems especially for underactuated systems.
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CHAPTER 4

FAULT TOLERANT CONTROL OF QUADROTORS

Proliferation of low cost unmanned multirotor platforms lead developers to find

increasingly new applications for such systems. This puts these platforms into roles

that involve flight in challenging environments with complex and expensive payloads.

In order to cope with this usage, multirotor control research also diversified. One typi-

cal research area is in development of nonlinear controllers and trajectory generation

algorithms for rapid maneuvering, typically for juggling and indoor flight applications,

while another is development of control algorithms for systems with additional degrees

of freedom such as vehicles with manipulator arms or other actuator mechanisms.

Contrary to that, another interesting topic is maintaining stable flight with reduced

number of rotors, for fault tolerance purposes or for novel vehicle design applications

[106].

Such kind of a configuration is studied and impressively demonstrated in a TED talk

by Mueller and D’Andrea [107]. They had shown that it is possible to align a typical

quadrotor configuration around a desired vector in inertial coordinate frame using

two propellers only. They found analytical periodic solutions of the dynamic system

with reduced number of propellers, if the system is represented with so called the

“reduced attitude”, where the unit vector along the vertical axis of the quadrotor is used

to represent the attitude. They have developed a control system based on linearization

of this dynamics and applied it to single, two and tri-propeller cases [106]. Similar

results are also achieved by Freddi, Lanzon and Longhi using two-stage feedback

linearized controller for position and attitude [108, 109]. Other approaches for flight

control with faulty propellers is finding suitable trajectories for following using three

propellers [110] or using bounding functions on position commands to guarantee
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trajectory tracking [111].

Apart from above mentioned work, fault tolerant control research in multirotor plat-

forms is mostly confined to compensation for partial thrust loss in propellers or

rearrangement of the propeller thrusts in order to recover from loss of a propeller

within overactuated systems such as hexacopters or octocopters [112, 113].

Attitude control is an essential part of any aerospace vehicle and therefore quadrotor

attitude control problem is selected as an example application for the developed fault

control strategy but the presented approach can be applied to other systems as well.

The proposed FTC structure against actuator faults for the quadrotor problem is based

on maintaining the stability of the system through introduction of perturbations su-

perposed on the main rotation rates of the actuated rotors. In this chapter, such an

implementation will be explained. As explained in Section 1.3, complete imple-

mentation of a fault tolerant control system requires thorough analysis of various

probable failure modes and testing of the control system for each failure type. With

considerations on the length of the manuscript and in order to convey the essentials of

the proposed methodology, only complete loss of single and two propellers will be

discussed. But of analysis may be extended to include other types of failure.

This chapter is organized as follows. After introduction of the quadrotor control prob-

lem in Section 4.1, the fault diagnosis algorithm is derived in Section 4.3. Dynamics

of the attitude control with reduced number of propellers are discussed in Section 4.4.

After that, fault mitigation methodology is explained in Section 4.5. Performance of

the control system is demonstrated using simulation results in Section 4.6, through

simulation results on the selected cases. Final comments are given in Section 4.7.

4.1 Quadrotor control problem

Like many moving vehicles, quadrotor is an underactuated system [95]. Control in

6 dimensions with 12 states (position, velocity, attitude angles and angular rates) is

achieved with manipulation of 4 propeller rotation rates. This is not as restrictive as it

sounds, since unactuated internal states are stable, with obvious exception of altitude.
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Nonlinear controllers with trajectory generation algorithms are required for rapid ma-

neuvering but for near hover flight conditions, which is enough for many applications,

position tracking is possible even with simple PD type controllers. This is usually

achieved through employing a slow outer control loop for position tracking and an

inner stabilization loop for control of the 3 angular rates (p, q, r) and the total thrust of

the propellers [114]. This structure is shown in Figure 4.1.

Figure 4.1: Elements of a typical quadrotor control system

Three control signals for stabilization of the three angular directions, together with the

condition that their summation is equal to the specified thrust, four propellers can be

fully mapped. However, once a propeller is lost, it is not possible to satisfy all four

conditions. With the total thrust constraint, two propeller are remained for attitude

control. However, Byrnes and Isidori have shonw that it is not possible to stabilize the

full state of a spacecraft with two actuators [115].

In order to find a suitable sub-space of the attitude dynamics, a common approach in

the literature is giving up on control of the yaw channel, so that the vehicle can freely

rotate around its vertical axis [116]. With the control of pitch and roll, it is possible to

direct the vertical axis of the vehicle at a certain orientation. This pointing direction

is called the “Reduced attitue” and this vector can be controlled using three or less

propellers. Therefore control with less than four propellers becomes a problem of

finding stable sub-manifolds of the reduced attitude dynamics and existing work on

the subject mainly focuses on this aspect of the problem.

105



Reduced attitude dynamics is also used in the developed control structure. But before

the explanation of the proposed methodology, first the equations of motion and general

attitude stabilization problem are discussed in the following sections.

4.1.1 Equations of motion

Equation of motion of a rigid body in 6 dimensions can be written using Newton’s 2nd

law of motion for the translational movement and Euler’s equation for the rigid body

rotations as:

m · ẍ =F

I · ω̇B =− ωB × I · ωB +M

where F is the vector of external forces and M is the vector of external moments on

the system, with respect to an inertial reference frame. ωB is the angular velocity of

the body, in body coordinate frame and ẍ is the acceleration in the inertial reference

frame. This set of equations is universal and valid for any rigid body (With obvious

limitations related to classical mechanics). Mathematical modeling comes into play

for representation of external forces and moments specific to the system under study.

For multirotor systems, it is common to assume that generated rotor force and torque

are proportional to the square of the propeller speed as [114],

fi = κf · ω2
i τi = κτfi = κτ · κf · ω2

i

where κf is the force constant and κτ is the torque constant of the propeller.

Modelling of other secondary affects such as blade flapping or rotational drag of

propellers varies slightly in the literature. Modeling approach of Mueller and D’Andrea

[106] are followed in this work and equations of motion for quadrotors are presented

in (4.1), with axis definitions shown in Figure 4.2.
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ITxx · ṗ =−
(
ITzz − ITxx

)
· q · r + κf · l ·

(
ω2

2 − ω2
4

)
− IPzz · q ·

∑
i

ωi − κdxx · p ·
∥∥ωB∥∥

ITxx · q̇ =
(
ITzz − ITxx

)
· p · r + κf · l ·

(
ω2

3 − ω2
1

)
+ IPzz · p ·

∑
i

ωi − κdxx · q ·
∥∥ωB∥∥

ITzz · ṙ =κτ · κf ·
(
ω2

1 − ω2
2 + ω2

3 − ω2
4

)
− κdzz · r ·

∥∥ωB∥∥
m · aB =κf ·

(
ω2

1 + ω2
2 + ω2

3 + ω2
4

)
−RE

B

−1 ·m · g

(4.1)

where superscript B indicates body coordinate frames with ωB = (p, q, r), while

ωi represent the rotation rate of the propeller i. RE
B is the directional cosine matrix

from body frame to inertial frame. l is the distance between the rotor axis and the

center of the quadrotor. Inertial moment tensor IT is the total moment of inertia of

the quadrotor, while IP is the moment of inertia of a single propeller. Quadrotor is

assumed symmetric so that Iyy = Ixx. κd terms represent the rotational drag of the

propellers and again due to symmetry, κdxx = κdzz.

Figure 4.2: Axis and direction definitions for the quadrotor problem.
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4.1.2 Attitude stabilization

System of equations (4.1) is a high fidelity model of a quadrotor system. It is suitable

for nonlinear simulations but a simpler model is more appropriate for development of

control algorithms.

Secondary effects in (4.1) can be neglected for IP � IT and
∥∥ωB∥∥� ω2. Also, yaw

damping moment can be assumed as linearly dependent with the yaw rate r so that

κdzz · r ·
∥∥ωB∥∥ ≈ γr. With these simplifications, system dynamics given in (4.2) can

be used for control system design purposes.

IBxx · ṗ =−
(
ITzz − ITxx

)
· q · r + l · (f2 − f4)

IBxx · q̇ =
(
ITzz − ITxx

)
· p · r + l · (f3 − f1)

IBzz · ṙ =γr + κτ · (f1 − f2 + f3 − f4)

m · aB = (f1 + f2 + f3 + f4)−RE
B

−1 ·m · g

or

ṗ =
−
(
ITzz − ITxx

)
IBxx

· q · r +
l

IBxx
· (f2 − f4)

q̇ =

(
ITzz − ITxx

)
IBxx

· p · r +
l

IBxx
· (f3 − f1)

ṙ =− γr +
κτ
IBzz
· (f1 − f2 + f3 − f4)

aB =
1

m
(f1 + f2 + f3 + f4)−RE

B

−1 · g

(4.2)

These set of equations are still highly nonlinear, but they are tractable and different

control systems can be designed with. But another difficulty in attitude stabilization

is the definition of angular errors in three dimensions [117] that can be used in the

formulation of the control law.

For small angular errors, error vector defined from Euler angles can be used such as

eR =
[
∆φ ∆θ ∆ψ

]T
. However for large angular errors, a more complex definition

is required. This can be achieved with the following error vector definition [114].

eR× = 1/2 ·
(
RT

d ·RE
B −RE

B

T ·Rd

)
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where R is the instantaneous directional cosine matrix from body frame to inertial

frame and Rd is the desired attitudes directional cosine matrix. “×” operator denotes

the skew-symmetric form of a vector. It is defined for any vector v ∈ R3 as,

(v×) =


0 −v3 v2

v3 0 −v1

−v2 v1 0


It should be noted that this expression is equivalent to eR =

[
∆φ ∆θ ∆ψ

]T
for

small angles.

Once error vector eR is calculated, control signal can be generated using a PD con-

troller,

uR = −kR · eR − kω · eω (4.3)

where derivative term is calculated eω = ωd − ωB.

Once control signal uR ∈ R3 is calculated, together with an acceleration constraint∑
fi = Fd, four signals can be mapped to four propellers fi. Fd is the desired total

force magnitude that can be calculated from the required acceleration.

This transformation can be found from (4.2) as a matrix equality:
Fd

uR1

uR2

uR3

 =


1 1 1 1

0 l 0 −l
−l 0 l 0

κτ −κτ κτ −κτ




f1

f2

f3

f4


or with taking the inverse of the transformation matrix,

f1

f2

f3

f4

 =
1

4


1 0 −2

l
1
κτ

1 2
l

0 − 1
κτ

1 0 2
l

1
κτ

1 −2
l

0 − 1
κτ




Fd

uR1

uR2

uR3


However, once a propeller is failed, this mapping can not be done. Reduced attitude is

a useful representation of the attitude for such kind of cases [116, 117]. It is defined as

the pointing direction of the attitude (positive z axis in Figure 4.2) in inertial coordinate
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system. Therefore it can be formulated as,

Γ = RE
B


0

0

1


Since the cross product defines a vector perpendicular to the input vectors with mag-

nitude of sine of the angle between them, error vector for reduced attitude can be

calculated as,

eR = Γ× Γd

where, Γd ∈ R3 is the desired reduced attitude.

Proportional-Derivative control structure given in (4.3) can still be used with reduced

attitude [117]. Although the calculated control input is still uR ∈ R3, yaw channel

control input (Γ3) becomes zero and calculated control signal is independent of the

yaw angle.

This error formulation is mainly used in control system design methods available in

the literature. But for the proposed methodology, a little bit more detail about the

reduced attitude dynamics should be discussed.

4.2 Reduced attitude dynamics

Reduced attitude can be interpreted as the pointing direction of a system. For quadro-

tors, it is taken as the vertical direction (z in Figure 4.2) that is parallel to the rotor

axes but it can be taken as any vector. For example, pointing direction of an antenna

on a satellite can also be manipulated using reduced attitude.

With this definition, reduced attitude can be represented as a unit vector on a sphere

[116]. Consider two such vectors (p, q), one representing the vehicles attitude and the

other one is the desired reduced attitude. Both of these vectors can be represented as

points on the same sphere (Same coordinate system) with appropriate metrics. The

situation is shown in Figure 4.3.

Distance between two vectors can be taken as the angle between them on the plane
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Figure 4.3: Reduced attitude and related parameters.

formed with these vectors. This can be formulated as,

dist(p, q) = δ = arccos (〈p, q〉)

where 〈· , ·〉 is the scalar or dot product and for vector in R3×1, it can be calculated as

〈u, v〉 = uTv.

Geodesic direction in p towards q can be formulated as,

Y q
p = vers (p× q)× p (4.4)

where versor operator vers basically normalizes the input vector as vers (x) = x/ ‖x‖.

With these definitions, time rate of change of distance can be formulated as [116]:

dδ

dt
= −〈ṗ, Y q

p 〉 (4.5)

Now consider the reduced attitude of the system as p and let the desired reduced

attitude vector q be the positive z axis in inertial frame:

p = RE
B


0

0

1

 q =


0

0

1


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Since unit vector in zdirection is constant, time rate of change of p can be derived as,

ṗ = ṘE
B


0

0

1

 = RE
B

ωB ×


0

0

1




where ṘE
B = RE

B

(
ωB×

)
relation from attitude kinematics is used. For ωB =[

ω1 ω2 ω3

]T
, ṗ can be formulated as,

ṗ = RE
B


ω2

−ω1

0

 (4.6)

Similarly, Y q
p can be calculated for q =

[
0 0 1

]T
using 4.4 as,

Y q
p =

1√
p2

1 + p2
2


p2

−p1

0

×

p1

p2

p3

 =


−p1p3√
p21+p22
−p2p3√
p21+p22√
p2

1 + p2
2

 (4.7)

where p =
[
p1 p2 p3

]T
Time rate of change of distance between the reduced attitude of the system and the

vertical axis can be formulated using (4.6) and (4.7) with (4.8):

dδ

dt
= −〈ṗ, Y q

p 〉 = −

〈
RE
B


ω2

−ω1

0

 ,


−p1p3√
p21+p22
−p2p3√
p21+p22√
p2

1 + p2
2


〉

Definition of inner product can be used for further simplification since:

〈u, v〉 = uTv → 〈Au, v〉 = uTATv

and 〈
RE
B


ω2

−ω1

0

 ,


−p1p3√
p21+p22
−p2p3√
p21+p22√
p2

1 + p2
2


〉

=


ω2

−ω1

0


T

RE
B

T


−p1p3√
p21+p22
−p2p3√
p21+p22√
p2

1 + p2
2


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Let vector p′ be, 
p′1

p′2

p′3

 = RE
B

T


−p1p3√
p21+p22
−p2p3√
p21+p22√
p2

1 + p2
2


With this definition, time derivative of distance can be calculated

dδ

dt
= ω1p

′
2 − ω2p

′
1 (4.8)

As expected, rate of change of distance is independent of the yaw rate (ω3). This

relation will be used in construction of the control system in Section 4.5.

Reduced attitude stabilization

A Proportional plus derivative control law for reduced attitude control is derived

by Bullo, Murray and Sarti for a general attitude control problem [116], using the

parameters defined in this section. It is more general than the control laws presented

in previous section and therefore it is worth mentioning:

Consider the current reduced attitude vector p0 and the desired reduced attitude vector

q. Given positive control gain kp and positive definite matrix Kd, following control

torque renders the equilibrium point (p = q, w1 = 0, w2 = 0) stable from any initial

condition, provided that p0 is not the antipodal vector of q, i.e.,p0 6= −q.

τ = kpdist(p0, q)

−〈Y q
p0
, p2〉

〈Y q
p0
, p1〉

−Kd

ω1

ω2

 (4.9)

where p1 = RE
B

[
1 0 0

]T
and p2 = RE

B

[
0 1 0

]T
.

The stability is guaranteed for all kp and angular velocity vector ω such that,

kp >
〈ω, Iω〉

π2 − dist (p0, q)
2

These relations are derived for spacecraft attitude control problem and any disturbance

torque such as aerodynamics or rotors are disregarded. But in quadrotor problem, such

affects are stabilizing and therefore their presence does not pose any problem.
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4.3 Fault diagnosis algorithm for quadrotors

Formulation of the fault diagnosis algorithm, using state estimator structure is straight-

forward. Disturbances on each of the four propellers can be estimated in conjunction

with (4.2), using the measurements of states (p, q, r, aBz ). However, since thrust of

the propellers are always positive, loss of each propeller has a unique disturbance

character. For example, for the configuration shown in Figure 4.2, loss of thrust in

second propeller causes a negative net moment around X axis. Or, if first and third

propellers are lost simultaneously, negative net moment occurs around Z axis. Using

this relation, fault can be diagnosed using only angular rate measurements.

State estimator can be formulated as follows,
˙̂p

˙̂q

˙̂r

 =


0 −ar 0

ar 0 0

0 0 −γ



p

q

r

+


l
ITxx
· (f2 − f4)

l
ITxx
· (f3 − f1)

κτ
ITzz
· (f1 − f2 + f3 − f4)

+ D̂ + Ases (4.10)

where D̂ ∈ R3×1 is the disturbance vector and

a =

(
ITzz − ITxx

)
ITxx

Error vector is es =
[
p̂ q̂ r̂

]T
−
[
p q r

]T
and As is a Hurwitz gain matrix for the

estimator.

The disturbance vector can be approximated with projection on a basis ψ1..N(x̂) as

D̂i ≈
N∑
j=1

Wij · ψj(x̂) (4.11)

where N is the number of basis functions and subscript i indicate the element of the

vector. Similar to robotic manipulator problem (Section 3.2), Chebyshev polynomials

can be used as the basis set.

The weights of the basis functions can be updated with the error dynamics as,

˙̂
W = Γ · Proj

(
Ŵ ,−ψ(x̂) · eTs · Ps

)
(4.12)

with Ps = Ps > 0 solves the Lyapunov equation ATs · Ps + Ps ·As = −Q for arbitrary

Q > 0. Proj is the projection operator, commonly used in adaptive controllers in order
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to bound the estimated gains. The formulation of the operator is given in Section 2.6

as (2.20).

With the estimated disturbance vector, faulty propeller can be identified as explained

above. Determination of the faulty propeller derived from the sign of the elements of

the disturbance vector is summarized in Table 4.1. With this parameter set, auxiliary

parameter a can be calculated as:

a =

(
ITzz − ITxx

)
ITxx

= 0.9259

Table 4.1: Fault diagnosis from the disturbance vector

Fault Case
Sign of the Elements

D1 D2 D3

No Fault 0 0 0

Propeller 4 is failed + 0 0

Propeller 2 is failed − 0 0

Propeller 1 is failed 0 + 0

Propeller 3 is failed 0 − 0

Propeller 2 and 4 are simultaneously failed 0 0 +

Propeller 1 and 3 are simultaneously failed 0 0 −
Propeller 1 and 4 are simultaneously failed + + 0

Propeller 2 and 3 are simultaneously failed − − 0

4.4 Attitude Control with reduced number of propellers

Before the derivation of the FTC algorithm, it is instructive to discuss the dynamics of

the system with reduced number of propellers.

Since all rotors are located on the x− y plane, numbering of the rotors can be changed

with rotation of the axis. Therefore loss of the fourth propeller case in Figure 4.2 will

be discussed without losing any generality, while other three propellers produce thrust.
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Equation of motion of this system is repeated below for convenience.

ṗ = −aqr + cf2

q̇ = apr + c (f3 − f1)

ṙ = −γr + b (f1 − f2 + f3)

(4.13)

where a, b, c, γ > 0.

Thrust of the second propeller (f2) is always positive and it creates a positive signed

disturbance on the roll channel (p). If the pitch and yaw rates are zero, then it is

impossible to stabilize the p dynamics with a nonzero f3. But for nonzero q · r term,

stabilization of roll dynamics might be possible. For example it is possible to find

an equilibrium solution for motion with constant q where f3 = f1 and f2 = f1 + f3

so that r ≈ constant (for γ ≈ 0). Actually, this kind of solutions are proposed by

Mueller and D’Andrea for the quadrotor motion with three propellers [107].

Now as an alternative, consider again the motion under constant yaw rate (r = r̄ > 0).

If q involves a perturbation, p dynamics can be written as:

ṗ = −ar̄ (q + q′) + cf2

q̇ = ar̄ + c (f3 − f1)

If the magnitude of the perturbation is adjusted so that −rq′ + cf2 = 0, p dynamics

would be stabilized. Proposed FTC algorithm can generate such kind of signals.

If another propeller is lost, there are two possibilities. If the second propeller is lost, it

is not possible to achieve a zero yaw rate, sine f1 + f3 is always positive. Yaw rate

would settle at a constant rate of r̄ = b
γ

(f1 + f3) and p dynamics become unactuated.

Mueller and D’Andrea had shown that it is possible to “point” the z axis of the system

under this condition, using the reduced attitude dynamics. Proposed FTC algorithm

can generate a perturbation signal on q to achieve the same goal, with the advantage of

not requiring the reformulation of the original control system.

The other possibility is losing the third propeller. The total thrust of first and second

propellers should counter the weight of the system. Suppose that same thrust is applied

on both first and second propeller and control inputs are applied as deviations from

the second propeller so that f1 = f0 and f2 = f0 + u with f0 > 0. Then the attitude
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dynamics can be written as,

ṗ = −arq + d

q̇ = arp− d+ u

ṙ = −γr − b

c
u

with disturbance signal d > 0. In this situation, yaw rate is not automatically induced

but control inputs u(t) creates both pitch rate and yaw rate commands. Equilibrium is

possible for only nonzero (p, q, r) attitude rates.

From the system dynamics point of view, flight with a single propeller is not much

a different condition than flight with two co-rotating propellers. Again a yaw rate

is created and again a positive moment around x or y axis is created, depending on

the remaining propeller. Therefore, the solution would be very similar to the two

co-rotating propellers case.

Although it is possible to guess the existence of a solution, from the discussions related

to physics of the problem, it is another thing to find a control system that implements

such results 1. In the next section, formulation of the controller, based on the proposed

FTC algorithm, is presented. Simulation results for the above discussed cases are

provided in the subsequent sections.

4.5 Fault tolerant controller for quadrotors

Loss of propeller causes the disappearance of the force and moments created by the

faulty propeller. This kind of fault is in compliance with the developed fault mitigation

strategy of zeroing the effect of the faulty actuator and introduction of perturbations

on the healthy ones in order to stabilize the overall system. Once a propeller is lost,

FTC should start injecting the state perturbations on the controller, without taking any

other action.

As shown in Figure 4.1, a typical flight control system includes outer trajectory planing

and position control loops. The output of these loops is basically three Euler angles for

the desired angular position of the vehicle relative to earth and required acceleration.
1 To be honest, I personally wouldn’t deduct the existence of such solutions, if they had not been shown by

Mueller and D’Andrea [106, 107]
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These guidance commands are fed to the control system that generate thrust commands

(in fact, rotor revolution rates) in compliance with attitude dynamics given in (4.2).

Fault tolerant control algorithm is developed to introduce fault mitigation perturbations

on the attitude rates. Therefore calculated perturbations are added to the attitude rate

commands within the attitude controller part of the control system. The overall flight

control system architecture with the proposed fault tolerant control elements is shown

in Figure 4.4.

Figure 4.4: Quadrotor flight control system architecture, including the FTC algorithm

As explained in Section 4.4, loss of a single propeller results in an asymmetric moment

around the axis of the healthy propellers and system inevitably gains a yaw rate.

Actually, spinning systems gain gyroscopic stability and therefore admission of high

yaw rates is not as bad it sounds. In fact, if the thrust of two healthy propellers are

enough to maintain the desired motion, than it would be a good idea to stop the

propeller that is opposite to the failed propeller so that the disturbance moment would

disappear and the configuration falls back to the two propeller case. Therefore for the

design consideration of the FTC algorithm, single and double propeller cases are the

same problem with different third propeller thrust values.

Assume that 4th propeller is lost and let f2,ftc be the constant thrust that will be applied

from the second propeller. Disturbance moment can be written as d = cf2,ftc > 0 and
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the resulting attitude dynamics is,

ṗ = −aqr + d

q̇ = apr + c (f3 − f1)

ṙ = −γr + b (f1 + f3 − f2,ftc)

(4.14)

where a, b, c, γ are positive constants that depends on system parameters as,

b =
κτ
ITzz

c =
l

ITxx

For f1, f3 > 0, it is not possible to achieve zero yaw rate. However, since yaw

dynamics is first order, with ur = (f1 + f3 − f2,ftc) as input, its time dependent

response for constant ur and with r(t0) = 0 can be written as,

r(t) =
b

γ
ur

(
1− e−t

γ
b

)
Therefore, for constant ur, maximum yaw rate that the yaw dynamics can attain is,

rmax =
b

γ
(f1 + f3 − f2,ftc) (4.15)

f2,ftc is a constant thrust that will be applied after the detection of the fault. If the

motor control inputs are calculated such that f1 + f3 = constant, than ur = constant

and it would be guaranteed that the yaw rate is always bounded with this predetermined

value. In practice, maximum motor rates are limited and therefore it is possible to

calculate a maximum attainable value for yaw rate. However, there is an additional

consideration that should be given to the calculation of motor force commands.

The control input on the pitch channel (q) is u = c (f3 − f1) and this signal is calcu-

lated by the proposed fault tolerant control system. For each calculated value of u and

for constant predetermined value of ur, force commands on the propellers f1 and f3

can be calculated with following constraints:

f1 − f3 = −u
c

f1 + f3 = f2,ftc + ur

It is possible to find f1 and f2 that satisfies the above relations, but unfortunately for

quadrotors, there is an additional constraint that f1, f3 > 0. Since the lowest value of
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f3 is zero, the first equation provides a limit on u such that,

max |u| ≤ cfmax (4.16)

where the propeller force limit be denoted as fmax.

On the other hand, choosing ur such that,

ur ≤ fmax − f2,ftc

guarantees that second equation is satisfied even for f1 or f3 = 0. Using this relation

in (4.15) results in a limit for maximum yaw rate as,

|r(t)| ≤ b

γ
(fmax − f2,ftc) (4.17)

In application, this limits should be calculated and the overall design of the control

system should be consistent with respect to the actuator limit (4.16) and the corre-

sponding bound on r, given in (4.17), which will be used for determination of Ar in

the proposed control system.

With this considerations, pitch and roll channels (p, q) can be treated separately using

reduced attitude representation and yaw rate (r) can be considered as an external

bounded signal. The main fault mitigation act is pointing the thrust axis against the

gravity, so that the system maintains a stable reduced altitude. This can be formulated

as the desired reduced attitude vector of
[
0 0 1

]T
. The dynamics of the distance

between the current reduced attitude and the desired reduced attitude is given in Section

4.2.

With this respect, considering the controller design strategy that had been explained in

Chapter 2, roll rate (p) and the reduced attitude distance from the z axis can be treated

as the uncontrolled states x1 and pitch rate (q) becomes the controlled state x2. With

this definitions, interconnected system dynamics can be written as,

ẋ1 =

 δ̇
ω̇1

 =

0 p′2

0 0

 δ
ω1

+

 −p′1
−aω3

x2 +

0

d


ẋ2 = ω̇2 = aω3 · ω1 + u

(4.18)
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In order to avoid confusion, ωB =
[
ω1 ω2 ω3

]T
naming is preferred for the angular

rates, instead of the (p, q, r). Definitions of δ, p′1 and p′2 are provided in Section 4.2.

Control inputs u(t) are generated with creating an offset on the nominal propeller

forces as,

u = c (f3 − f1)

4.5.1 Perturbation relation

Perturbations on the controlled pitch channel (w2) can be calculated from the main

FTC relation:

εṙ = α · [f1(x1, r2 + r)− fr1(x1, Br · r2)] + Arr

However, uncontrolled dynamics are in x1 ∈ R2, while the controlled dynamics is in

x2 ∈ R1. Therefore it is not possible to directly map the calculated perturbations to the

pitch rate perturbations. This can be achieved using a control matrix Br for application

of the perturbations.

Let q′ be the applied perturbation on x2. Then,

q′ = Brr

with Br ∈ R2×1 results in the desired formulation.

Hence the perturbation equation for the attitude control problem can be formulated as,

εṙ =α · [f1(x1, Br (r2 + r))− fr1(x1, Brr2)] + Arr

q′ =Brr

With the system model given in (4.18), it can be written that,

εṙ =α ·


0 p′2

0 0

 δ
ω1

+

 −p′1
−aω3

Brr +

0

d

− Arm
 δ
ω1

+ Arr

q′ =Brr

(4.19)

Br determines how the perturbations would affect the system. Main aim of the FTC

controller is to make δ → 0. Therefore,

Br =
[
1 0

]
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would give priority to this channel.

As usual, Arm is the desired behaviour of the uncontrolled system

4.5.2 Stability of the boundary layer equation

The conditions for the stability of the boundary layer equation is analyzed through

function f1(x1, x2) of the cascade dynamic system structure (2.3) given in Section 2.2.

This function can be identified from (4.18) as,

f1(x1, x2) =

0 p′2

0 0

x1 +

 −p′1
−aω3

x2 +

0

d


The conditions C1 and C2 of Theorem 2.4.1, which is given in Section 2.4 can be

evaluated as,

f1(0, x2) =

 −p′1
−aω3

x2 +

0

d


∂f1

∂x2

∣∣∣∣
x2=(r2,0)

=

 −p′1
−aω3


The presence of a nonzero d term violates the f1(0, 0) = 0 assumption, given as

Assumption A1 of Theorem 2.4.1. But as stated in Remark 2.4.6, this results in a shift

in equilibrium point of x1. As will be demonstrated in numerical simulations (Section

4.6), a nonzero d term causes a constant roll angular rate p and tilts the pointing angle

of the quadrotor (Body z axis).

The presence of d does not change the stability properties of the system ẏ = f1(0, y)

and since it is in the form of,

ẏ = f1(0, y) = Ay

the bound on ‖f1(0, x2)‖ can be calculated as,

‖f1(0, x2)‖ =

∥∥∥∥∥∥
 −p′1
−aω3

x2

∥∥∥∥∥∥ =

∥∥∥∥∥∥
 −p′1
−aω3

∥∥∥∥∥∥ ‖x2‖ (4.20)
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Therefore γ2 in Condition C2 of Theorem 2.4.1 can be identified as γ2. Actually, this is

also equal to the
∥∥∥∥ ∂f1
∂x2

∣∣∣
x2=(r2,0)

∥∥∥∥ and therefore the Conditions C1 and C2 of Theorem

2.4.1 can be simultaneously satisfied with,

γ1 = γ2 =

∥∥∥∥∥∥
 −p′1
−aω3

∥∥∥∥∥∥ (4.21)

The Frobenius norm is more appropriate for calculation of this norm:∥∥∥∥∥∥
 −p′1
−aω3

∥∥∥∥∥∥
P

=

√√√√tr

(
∂f1

∂x2

∣∣∣∣
x2=(r2,0)

∂f1

∂x2

∣∣∣∣T
x2=(r2,0)

)
=

√
p′21 + (aω3)2

Since p′1 is an element of a unit vector, it is bounded by 1. Also a < 1 for a general

quadrotor configuration. Therefore following inequality holds:∥∥∥∥∥∥
 −p′1
−aω3

∥∥∥∥∥∥
P

≤
√

1 + ω2
3 ≤

√
1 + ω2

3,max

Ar can be chosen for the maximum attainable yaw rate ω3,max using (4.17), such that

Ar that solves the Lyapunov equation PAr + ATr P + Q = 0 with Q as the identity

matrix with appropriate dimensions and 1
2λmax(P )

> γ1 = γ2.

Maximum eigenvalue of Ar for different maximum yaw rates are calculated and the

results are shown in Figure 4.5.

With this result, following comments can be made regarding the assumptions and

conditions of the main theorem on the fault mitigation control structure Theorem 2.4.1.

• The quadrotor dynamics have a continuous parameter sets. Therefore assumption

on Lipschitz continuity of the functions, Assumption A1 of Theorem 2.4.1 are valid.

• Assumption A2 of Theorem 2.4.1 is related to the controllability of x1 dynamics

with x2 regarded as control input. This dynamics, ẋ1 = f1(x1, x2), is in the form of,

ẋ =

0 a

0 0

x+

b
c

u
and this structure is always controllable for nonzero a, b and c.
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Figure 4.5: Maximum eigenvalue of Ar for different yaw rates.

• Assumption A3 of Theorem 2.4.1 is related to the controllability of x2 dynamics. x2

dynamics is a SISO system and it is controllable.

• Assumption A4 of Theorem 2.4.1 is related to the bound on ‖f1(0, x2)‖. As shown

in (4.20), this bound exists.

• As given in (4.21), the Conditions C1 and C2 of Theorem 2.4.1 can be satisfied with

the same bound value,

γ1 = γ2 =
√

1 + ω2
3,max

4.5.3 Time dependent behaviour of the perturbation dynamics

Although norm constraints derived in the previous section can be used for selection of

Ar, investigation of the time dependent behaviour of the perturbation equation reveals

additional design considerations.

Consider the perturbation equation (4.19). With α = +1, Br =
[
1 0

]
and for

diagonal Arm with eigenvalues λrm1 and λrm2 and similarly a diagonal Ar with λr1

and λr2, it can be reformulated as,
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εṙ =

−λrm1 p′2

0 −λrm2

 δ
ω1

+

−p′1 + λr1 0

−aω3 λr2

 r +

0

d

 (4.22)

Equation (4.22) involves different dynamics working against each other. A stable

reference model requires that λrm1 ,rm2 < 0 which leads to positive definiteness for

the first term of the perturbation dynamics. Effect of nonzero (δ(t), ω1(t)) would

be amplification of the signal. On the other hand, (δ(t), ω1(t)) itself would decay

in accordance with Arm, due to reduced dynamics. By making |λr| < |λrm|, the

dynamics of the perturbation can be adjusted so that perturbations do not respond to

rapid changes in the uncontrolled states. This both smooths the response of the system

and also decreases the convergence time.

Desired behaviour of the system, characterized by Arm is also bounded by the actuator

bandwidth. With also the lower bound on ‖Ar‖ for stability of the boundary layer

equation, overall system should have a structure such that |λr| < |λrm| < |λactuator|.

The other term is the constant (or slowly varying) disturbance vector
[
0 d

]T
. The

effect of constant disturbances is shifting of the origin of the system. Since the

disturbance is in w1 channel, it affect the perturbation on channel this channel only.

The presence of disturbance vector d have other affects on the dynamics of the system

and the equilibrium point of the overall system. These effects are discussed within the

presentation of the numerical results in Section 4.6.

4.5.4 Overview of the design process

With the results of the analyses presented in this section, overall design process for the

fault tolerant control of quadrotors is summarized below.

• Construct the fault detection part of the controller, using the techniques presented in

Section 4.3.

• Renumber the rotor and adjust the x− y coordinate system so that the faulty rotor

becomes 4th propeller, in compliance with Figure 4.2.
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• Determine the constant forces f2,ftc and ur = fmax − f2,ftc that will be applied

during the execution of the fault mitigation algorithm.

• Determine the maximum attainable yaw rate using (4.17) and choose Ar according

to Figure 4.5.

• Choose the reference model dynamics Arm such that eigenvalues of Arm satisfy,

|λr| < |λrm| < |λactuator|

where λr and λactuator represent the eigenvalues of Ar and actuator dynamics

respectively. 2-5 factor is suitable for selection of eigenvalues.

• Calculate the pitch rate disturbances (q′) according to

εṙ =α ·


0 p′2

0 0

 δ
ω1

+

 −p′1
−aω3

[1 0
]
r +

0

d

− Arm
 δ
ω1

+ Arr

q′ =
[
1 0

]
r

where δ is the angle between the current reduced attitude and the up direction, ω1 is

the roll rate and ω3 is the yaw rate.

• Distance δ and reduced attitude parameters can be calculated with
p1

p2

p3

 = RE
B


0

0

1



p′1

p′2

p′3

 = RE
B

T


−p1p3√
p21+p22
−p2p3√
p21+p22√
p2

1 + p2
2


• Apply the calculated pitch rate perturbation (q′) through the attitude rate controller

of the system. Since only pitch channel will be controlled, a feedback linearized

controller for pitch channel can be used for this purpose.

u =− aω1ω3 + Aqω2 + (q′ + qc)

Mc =ITyy · u = l · (f3 − f1)

where qc is the output of the nominal controller. In accordance with (4.16), maximum

input that can be applied is limited with,

max |u| ≤ cfmax

The overall fault tolerant control system architecture is summarized in Figure 4.6.

Numerical examples are presented in the next section.
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Figure 4.6: Fault tolerant control architecture for quadrotors

4.6 Attitude stabilization examples with reduced number of propellers

Mueller and D’Andrea provided system properties of the vehicles they have been

working on. Numerical simulations are conducted with the quadrotor configuration

whose parameters are taken from their work [106]. These parameters are shown in

Table 4.2. With this set of parameters, auxiliary parameter a can be calculated as,

a =

(
ITzz − ITxx

)
ITxx

= 0.9259

4.6.1 Attitude Controller

Faulty conditions result in flight under high attitude angles and angular rates. Therefore

a proportional plus derivative reduced attitude controller presented in Section 4.2 is

chosen as in attitude controller. It’s structure is repeated below for convenience.

τ = kpdist(p0, q)

−〈Y q
p0
, p2〉

〈Y q
p0
, p1〉

−Kd

ω1

ω2

 (4.9)

The lower limit on kp for stability is,

kp >
〈ω, Iω〉

π2 − dist (p0, q)
2
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Table 4.2: Simulated system parameters

Property Value

Moment of Inertia Tensor:
ITxx = ITyy = 2.7× 10−3 kgm2

ITzz = 5.2× 10−3 kgm2

Moment of Inertia of a Propeller: IPzz = 1.5× 10−5 kgm2

Mass: m = 0.5 kg

Rotor distance l = 0.17 m

Propeller force coefficient κf = 6.41× 10−6 Ns2rad−2

Propeller torque coefficient κτ = 1.72× 10−2 Nms2rad−2

Propeller force limit fmax = 9.5 N

Motor time constant σM = 15 ms

Rotational drag coefficients
κdxx = κdyy = 0.7× 10−5 Nms2rad2

κdzz = 1.4× 10−4 Nms2rad2

For the system parameters given in Table 4.2, with the maximum angular error of π/2

rad and the maximum angular rate of 3 rad s−1, this limit can be calculated as 0.0129.

Following controller gain set is used in the simulations.

kp = 0.05 Kd =

0.02 0

0 0.02



For the feedback linearized part of the pitch rate controller, Aq is chosen as −20.

4.6.2 Fault Tolerant Controller Parameters

Actuators are modeled as first order systems with time constant of 0.015 ms. On the

other hand, for maximum yaw rate of 3 rad s−1 results in minimum Ar of 4.5.

As explained in the previous section, reference model Arm and the perturbation control

matrix Ar should be chosen with an appropriate margin between them. Following set
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is used in simulations.

Ar =

−10 0

0 −10

 Arm =

−20 0

0 −5


Small parameter ε is chosen as ε = 0.1 and the sign parameter α is chosen as α = 1.

Fault detection algorithm is constructed with the disturbance vector estimation us-

ing first three Chebyshev polynomials as the basis set. Weights are estimated with

adaptation gain of Γ = 10000 and the following parameter set.

As =


−50 0 0

0 −50 0

0 0 −50

 Ps =


0.01 0 0

0 0.01 0

0 0 0.01



4.6.3 Simulation Results

Simulations are conducted for the failure of the 4th propeller at the 5 s of the flight.

The plant is modeled as a continuous time system, while the flight control algorithm is

run with discrete time step of 10 ms

The system is started at the level position (φ, θ, ψ) = (0, 0, 0) and trim is maintained

at attitude (φ, θ, ψ) = (15, 10, 0).

The fault is injected with loss of thrust of the 4th propeller. The rotation rate of the

opposing propeller (2nd propeller) is set to the predetermined value, immediately

after the detection of the fault and fault tolerant controller is activated. Calculated

disturbance vectors are shown in Figure 4.7, where it can be seen that it took about 4 s

for initial convergence of the gains.

The moment of an unbalanced rotor is very high. Therefore faulty condition can be

identified rather rapidly . It takes 30 ms for the FDI algorithm to detect the fault (Figure

4.8). After that, it takes approximately 70 ms for the 2nd propeller to slow down to the

desired level. This situation is shown in Figure 4.9, for the case where f2,ftc = 0.2 N.

In order to demonstrate the effect of the thrust level on the opposing propeller, simula-

tions are conducted for f2,ftc values of 0, 0.1 and 0.2 N, where 0 N corresponds to the

flight with two propellers case.
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Figure 4.7: Calculated disturbance vector for the quadrotor problem
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Figure 4.8: Elements of the disturbance vector during the occurrence of the fault

In order to the evaluate the performance of the control system, angle between the

positive z axis of the propeller (Figure 4.2) and the local level plane is compared in

4.10. The two-propeller case converges to the up position with a small offset of few

degrees. The effect of second propeller can be seen with the increasing values of

f2,ftc. This thrust tilts the equilibrium attitude of the rotation vector with a magnitude

proportional to the applied thrust. In compliance with the theoretical discussions, pitch

rate perturbations converge to zero for f2,ftc = 0 but presence of a disturbance moment

(d) shifts the equilibrium point of the perturbation (Figure 4.12).

While the pitch angle remains mainly constant, it rotates around the local vertical axis
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Figure 4.9: Applied forces on the propellers, during the occurrence of the fault

on the x− y plane. This angle is shown in Figure 4.11. The resultant motion is similar

to a spinning top and it can be visualized as a free spinning top with rotation axis is

tilted.
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Figure 4.10: Angle between the positive z axis of the propeller and the local level

plane

For completeness; Euler angles, attitude angular rates and applied forces on the

propellers for f2,ftc = 0 and f2,ftc = 0.2 cases are shown in Figures 4.13, 4.14, 4.15.
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Figure 4.11: Yaw angle of the attitude vector on the x− y local level plane

4.7 Summary

In this chapter, application of the proposed fault tolerant control structure on the

quadrotor attitude control problem is explained. The discussion is limited to the

loss of single propeller case, since it involves all the essentials of the proposed FTC

implementation. Loss of two co-rotating propeller case is also included within the

proposed structure. Similar analysis can be conducted for loss of two anti-rotating

propellers or flight with single propeller cases but they are omitted for brevity.

Attitude control of a spinning body is a complicated problem. But the simulation

results indicate that proposed controller structure is can be effectively used in such

systems. The proposed methodology can also be extended to other systems which uses

different mechanisms for control, as well.
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Figure 4.13: Euler angles of the quadrotor for different applied f2,ftc values
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Figure 4.14: Angular rates of the quadrotor for different applied f2,ftc values
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Figure 4.15: Applied propeller thrusts for different f2,ftc values
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CHAPTER 5

CONCLUSION

The starting point of this thesis work was the observation that in some nonlinear

systems, it is possible to find special control laws that would stabilize an unstable

internal state without directly controlling it. However, such solutions are highly system

specific and therefore the aim of this research was to find a systematic way to construct

control systems that would achieve this for a large class of systems, so that it can be

used as an algorithmic fault tolerance measure.

This is achieved with a novel adaptive control structure that generates perturbations on

the reference signal of the directly actuated states, in order to stabilize the unactuated

internal states of the system. Theoretical development of this control architecture

is presented in Chapter 2, together with a theorem that includes the assumptions,

conditions and results of the proposed method and the original contributions of the

thesis work is explained in Chapter 1 Section 1.5. As a concluding remark, main

achievements and possible extensions can be summarized as follows.

The proposed control system architecture includes an external dynamic system formu-

lation, which generates perturbations on the main trajectory of the controlled states that

stabilizes the internal dynamics (uncontrolled states) of the system. This is especially

useful if the internal dynamics of the system is unstable, i.e., non-minimum phase.

As explained in Section 1.2 through a literature review on the subject, this is a very

important property and the developed method can be systematically applied to different

problems. However, following comments can be made for application of the proposed

control system and possible research directions.

The perturbation generator is formulated as a singularly perturbed dynamic system
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and results of the Tikhonov’s theorem (Theorem 2.3.1) is used. The main statement

of the Tikhonov’s theorem is an asymptotic order of magnitude comparison on the

convergence of the singularly perturbed system to the solution of the unperturbed one.

Using this result, it is proved that the uncontrolled states are bounded. However, it is

not possible to calculate the exact value of this bound, only it is known that it exists and

as the perturbation parameter goes to zero (ε→ 0), this bound converges the bound of

the reference model. Therefore, in practical applications, maximum attainable values

should be checked through simulations.

The design methodology is mainly derived from the stability analysis of the resultant

boundary layer equation. This analysis is conducted through stability analysis of the

linearized system. Therefore validity of this assumption should be checked, especially

for large perturbation values. On the other hand, the theories on stability of perturbed

systems is highly used for the development of the method. This provided -probably

conservative- bounds on the attainable control systems. It may also be possible to find

more suitable perturbation generators to construct exponentially stable boundary layer

equations for a more specific system form.

Although the developed line of analysis provides the conditions for asymptotic con-

vergence of the cascade system to a reference model, it does not provide information

on the rate of converge. This is an important question and unfortunately, it is beyond

my mathematical background to develop necessary theoretical work to answer that

question.

Apart from above mentioned possible further theoretical research directions, following

comments can be made for practical applications.

Lagrangian form of equation of motion is widely used especially in robotic control

problems. Application on such class of systems are shown in Chapter 3. Although

numerical applications are provided for limited number of cases, the results and

methodology are applicable to all Lagrangian systems.

Underactuated robotics is a very important class of robotic systems, where motion of

a robot is achieved with less number of actuators than the degrees of freedom of the

system. This is also related to achieve robot motion similar to humans and animals
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(Locomotion). Perturbation generation mechanism developed in this thesis can also be

seen as a tool for achieving such kind of motion. Application in this direction would

be an important improvement over present, more system specific, solutions.

Attitude stabilization with reduced number of actuators is another interesting problem

that have been addressed. This problem is addressed with quadrotor example in

Chapter 4. The proposed method not only provides a fault tolerance measure for

multirotor UAVs, but also gives way to novel vehicle configurations. A possible

extension to this work would be control of insect-like vehicles with high frequency

flapping motion modeled as a perturbation signal.

As a final remark, it should be noted that coupled nonlinear systems may have more

than one possible state representations. For example in underactuated robotics, the

equations of motion can be written equivalently in collocated or non-collocated forms

(see Section 3.1.2.2 in Chapter 3). Particle choice may result in different formulation

of perturbation dynamics and therefore it may be possible to achieve better results for

the example applications, than the ones presented in this thesis.
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APPENDIX A

MATRIX DIFFERENTIATION RULES

Matrix differentiation is used for derivation of some of the formulations. These

differentiation rules are summarized in this appendix.

Matrix differentiation formulations can be found in many references, therefore proofs

are omitted. Particular source for the preparation of this list is from the lecture slides

of Leow Wee Kheng [118].

• Let α be a scalar and A(α) ∈ Rn×m. Derivative of A with respect to α is defined as,

dA

dα
=


dA11

dα
dA12

dα
· · · dA1m

dα

dA21

dα
· · · · · · dA2m

dα
...

...
...

...
dAn1
dα

· · · · · · dAnm
dα


• Let α be a scalar and A(α) ∈ Rn×m. Derivative of A−1 with respect to α can be

calculated as,
dA−1

dα
= −A−1dA

dα
A−1

• Let α be a scalar and A(α) ∈ Rn×m and B(α) ∈ Rm×l. Derivative of AB with

respect to α can be calculated as,

d (AB)

dα
=
dA

dα
B + A

dB

dα

• Let x be a column vector with appropriate dimension and C ∈ Rn×m is independent

of x. Then,
d (Cx)

dx
= C

d
(
xTC

)
dx

= CT
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• Let x ∈ Rn be a column vector with appropriate dimension and A ∈ Rn×n is

independent of x. Then,

d
(
xTAx

)
dx

= xT
(
A+ AT

)
• Let x ∈ Rn and u ∈ Rm be column vectors. Derivative of u with respect to x is

defined as,

du

dx
=


du1
dx1

du1
dx2

· · · du1
dxn

du2
dx1

· · · · · · du2
dxn

...
...

...
...

dum
dx1

· · · · · · dAm
dxn


• Let x ∈ Rn is a column vector and D ∈ Rm×n is a matrix with elements depend on

x. Derivative of Cx with respect to x can be calculated as,

d (Dx)

dx
= D +

[
dD
dx1
x dD

dx2
x · · · dD

dxn
x
]

Proof. This differentiation rule is not explicitly covered in the literature. Therefore

the derivation is provided below.

Let u = Dx. Then in indicial notation,

ui = Dijxj

With the definition of the derivative of a vector to another vector given in the

previous bullet,
d (Cx)

dx
=
du

dx

∣∣∣∣
ij

= ui,j =
d (Dikxk)

dxj

Also,
d (Dikxk)

dxj
= Dik,jxk +Dikxk,j

Since xk,j = δkj , it can be written that,

d (Dikxk)

dxj
= Dik,jxk +Dij

First term can be formed with concatenation of the product of x with derivative of

the matrix D with respect to every element of x, i.e.„

Dik,jxk =
[
dD
dx1
x dD

dx2
x · · · dD

dxn
x
]
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APPENDIX B

LINEARIZATION OF ROBOTIC MANIPULATOR EQUATIONS

Analysis of the boundary layer model for the robotic manipulator equations are given

in Chapter 3 Section 3.3. However, derivation of the equations involve lengthy matrix

manipulations and therefore they are provided in this appendix.

Collocated linearized form of the robotic manipulator equations, together with a

Proportional-Derivative control law, can be written as

q̈1 =−H−1
11 · [H12 (−Kvė−Kpe) + C11q̇1 + C12q̇2 +G1]

q̈2 =−Kvė−Kpe

with e = q2 − r2.

In order to clarify the mathematical manipulations, following new variable set is

defined:1

x1 =

x1
1

x2
1

 =

q1

q̇1

 x2 =

x1
2

x2
2

 =

q2

q̇2


Comparing with the general form of the equations (2.6) in Chapter 2, where ẋ1 =

f1(x1, r2 + r + e2). x1 dynamics can be written as,ẋ1
1

ẋ2
1

 =

0 1

0 −H−1
11 C11

x1
1

x2
1

+

 0

−H−1
11 (G1 + C12x

2
2)

 (B.1)

For an open-chain robotic manipulator with m number of passive and n number of

active links, x1 ∈ R2m and x2 ∈ R2n.
1 The usage of superscript might lead to confusion with power operator on the variables, therefore it should be

reminded that no such mathematical operations are involved within this part of the derivations. The only exception
is the superscript −1, which is used for inversion operation.
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In order to analyze the boundary layer equation, linearization of the system dynamics

(B.1) with respect to the x2 is required. Since x2 is a vector quantity,this process in-

volves matrix differentiation. Matrix differentiation rules that are used in the derivation

of the results is summarized in Appendix A. The results presented in this section are

applicable to any Lagrangian system with the property,

• Inertial tensor is only function of the generalized position, and not velocity, i.e.,H =

H(q).

• Coriolis tensor is zero for zero velocity, i.e.,C(q, q̇ = 0) = 0

System dynamics given in (B.1), with short hand form ẋ1 = f1 can be separated into

two as ẋ1
1 = f 1

1 and ẋ2
1 = f 2

1 . Then the matrix derivative ∂f1
∂x2

can be written as,

∂f1

∂x2

=

∂f11∂x12

∂f11
∂x22

∂f21
∂x12

∂f21
∂x22

 =

 0 0
∂f21
∂x12

∂f21
∂x22


With this form of equations, f 2

1 can be written as,

f 2
1 = −H−1

11 C11x
2
1 −H−1

11 G1 −H−1
11 C12x

2
2 (B.2)

Each of the three terms of (B.2) are column vectors with dimension m. Derivatives of

these terms to n dimensional column vectors x1
2 and x2

2 are derived below.

•
(
H−1

11 C11x
2
1

)
:

∂
(
H−1

11 C11x
2
1

)
∂x1

2

=
∂H−1

11

∂x1
2

C11x
2
1 +H−1

11

∂C11

∂x1
2

x2
1

=

(
−H−1

11

∂H11

∂x1
2

H−1
11 C11 +H−1

11

∂C11

∂x1
2

)
x2

1

∂
(
H−1

11 C11x
2
1

)
∂x2

2

=
∂H−1

11

∂x2
2︸ ︷︷ ︸

=0, since H is independent of q̇

C11x
2
1 +H−1

11

∂C11

∂x2
2

x2
1 = H−1

11

∂C11

∂x2
2

x2
1

•
(
H−1

11 G1

)
:

∂
(
H−1

11 G1

)
∂x1

2

=
∂H−1

11

∂x1
2

G1 +H−1
11

∂G1

∂x1
2

= −H−1
11

∂H11

∂x1
2

H−1
11 G1 +H−1

11

∂G1

∂x1
2

∂
(
H−1

11 G1

)
∂x2

2

= H−1
11

∂G1

∂x2
2
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•
(
H−1

11 C12x
2
2

)
:

∂
(
H−1

11 C12x
2
2

)
∂x1

2

=

[
∂H−1

11

∂x1
2

C12 +H−1
11

∂C12

∂x1
2

]
x2

2

= −H−1
11

∂H11

∂x1
2

H−1
11 C12x

2
2 +H−1

11

∂C12

∂x1
2

x2
2

∂
(
H−1

11 C12x
2
2

)
∂x2

2

= H−1
11

∂ (C12x
2
2)

∂x2
2

= H−1
11

(
C12 +

∂C12

∂x2
2

x2
2

)

With these expressions, matrix derivative of f1 can be evaluated with,

∂f 2
1

∂x1
2

= −
(
−H−1

11

∂H11

∂x1
2

H−1
11 C11 +H−1

11

∂C11

∂x1
2

)
x2

1

−
(
−H−1

11

∂H11

∂x1
2

H−1
11 G1 +H−1

11

∂G1

∂x1
2

)
−
(
−H−1

11

∂H11

∂x1
2

H−1
11 C12 +H−1

11

∂C12

∂x1
2

)
x2

2

(B.3)

and

∂f 2
1

∂x2
2

= −H−1
11

∂C11

∂x2
2

x2
1

−H−1
11

∂G1

∂x2
2

−H−1
11

(
C12 +

∂C12

∂x2
2

x2
2

) (B.4)

Linearization around q̇2 = 0

Fault tolerant control of robotic manipulators involve linearization around the point

(q2, q̇2) = (r2, 0). Since C(q, q̇ = 0) = 0, Jacobians given in (B.3) and (B.4) can be

simplified C = 0. Furthermore, if damping in the joints are neglected, G1 becomes

independent of joint velocities, i.e.,G1 = G1(q) and hence it can be written that
∂G1

∂x22
= 0.

With these assumptions, equations (B.3) and (B.4) can be written as,
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∂f 2
1

∂x1
2

∣∣∣∣
x2=(r2,0)

=

(
H−1

11

∂H11

∂x1
2

H−1
11 G1 −H−1

11

∂G1

∂x1
2

)∣∣∣∣
q2=r2

∂f 2
1

∂x2
2

∣∣∣∣
x2=(r2,0)

= 0

and therefore

∂f1

∂x2

∣∣∣∣
x2=(r2,0)

=

 0 0(
H−1

11
∂H11

∂x12
H−1

11 G1 −H−1
11

∂G1

∂x12

)∣∣∣
q2=r2

0

 (B.5)
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2007- Roketsan A. Ş. Senior Engineer

2005-2006 Von Karman Inst. for Fluid Dynamics Diploma Course Member

2002-2005 Roketsan A. Ş. Systems Engineer
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