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ABSTRACT

TIGHT BINDING INVESTIGATION OF GRAPHENE NANOSTRUCTURES
UNDER MAGNETIC FIELD

Yalçın, Fırat

M.S., Department of Physics

Supervisor: Assoc. Prof. Dr. Hande Toffoli

January 2019, 50 pages

Electrons moving under the effects of a two dimensional periodic potential and a

magnetic field perpendicular to this two dimensional plane has been the focus of many

different studies for a long time. The interplay between the two length scales in this

problem, lattice constant and the characteristic magnetic length, results in interesting

phenomena such as the Hofstadter’s butterfly. The bulk of the studies done so far has

focused on uniform magnetic fields. The only requirement for the vector potential

is that its closed loop integral resulting in the correct flux piercing through the loop.

This allows us to use a rather unconventional gauge where we set certain values for

the line integrals instead of solving the line integrals with a known vector potential.

Using this gauge, we can study the effects of inhomogeneous fields in a very efficient

way. The electronic structures of hexagonal flakes, Y-shaped junctions and cross-

shaped junctions of different sizes have been studied using tight-binding method and

the optimal gauge. The results show emergence of new states around the Fermi level

localized on the lattice sites where the magnetic fields are applied.
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ÖZ

GRAFEN NANOYAPILARIN MANYETİK ALAN ALTINDA
SIKI-BAĞLANIM İNCELEMESİ

Yalçın, Fırat

Yüksek Lisans, Fizik Bölümü

Tez Yöneticisi: Doç. Dr. Hande Toffoli

Ocak 2019 , 50 sayfa

İki boyutlu bir periyodik potansiyel ve bu iki boyuta dik bir manyetik alanın etkisi

altındaki elektronlar uzun yıllardır birçok farklı araştırmaya konu olmuştur. Örgü sa-

biti ve karakteristik manyetik uzunluk ölçeklerinin etkileşimi, Hofstadter kelebeği

gibi ilginç olaylara yol açmaktadır. Yapılan çalışmaların büyük bölümü sabit manye-

tik alanlar üzerine yoğunlaşmıştır. Vektör potansiyelin sağlaması gereken tek şart, bu

potansiyelin kapalı döngü integralinin döngüden geçen manyetik akıya eşit olması-

dır. Bu, bilinen bir vektör potansiyel kullanaral çizgi integralleri hesaplamak yerine,

bu integrallerin değerlerini tanımlamamızı sağlayan bir ölçü kullanabilmemizi sağlar.

Bu ölçüyü kullanarak homojen olmayan manyetik alanları oldukça etkili bir şekilde

çalışabiliriz. Bu çalışmada farklı büyüklüklerde altıgensel pul, Y-şekilli bağlantı ve

çapraz-şekilli bağlantıların elektronik yapılarını inceliyoruz. Sonuçlar Fermi seviyesi

üzerinde manyetik alanın uygulandığı konumlarda lokalize yeni durumların ortaya

çıktığını göstermektedir.
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CHAPTER 1

INTRODUCTION

Carbon is the primary material of all living organisms and the starting point of organic

chemistry. Owing to its high bonding flexibility, systems composed of carbon atoms

can take on many different structures, with a high range of variance in their physical

and electronic properties. One of the important aspects that define these properties

is the dimensionality of these carbon structures. Among these allotropes of carbon,

graphene - the two-dimensional(2D) allotrope and the main focus of this thesis - is

composed of carbon atoms that form a hexagonal(honeycomb)1.1 lattice.

Figure 1.1: Hexagonal lattice structure - ~δ1,~δ2, and ~δ3 as nearest neighbor(NN) vectors

and ~a1,~a2 as primitive lattice vectors

Graphene plays a crucial role in understanding more complex carbon based struc-
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tures since it acts as a building block for these structures. For example, fullerene - a

zero-dimensional(0D) spherical arrangement of carbon atoms - can be thought of as a

rolled up graphene layer where some of the hexagons are distorted into pentagons[2].

The one-dimensional(1D) allotrope, carbon nanotubes(CNTs), are formed by rolling

up a graphene sheet in a given direction to form a cylinder, where some of the me-

chanical and electronic properties vary depending on this direction, also known as

the CNTs chirality[3][4]. Last but not least, there is the three-dimensional allotrope

known as graphite which is formed by stacking up graphene layers which then interact

with each other by weak van der Waals forces[5].

The first theoretical study on the electronic properties of graphene was performed by

P.R. Wallace in 1947[6]. In his work, Wallace reported the band structure of graphite

using tight-binding approximation and showed that the interactions inside a layer -

due to σ-bonds - were much stronger than those between the layers, confirming what

we know now as the primary interaction between graphene layers in graphite being

van der Waals forces.

For a long time, graphene and other purely 2D materials were considered theoretical

toy models and it was assumed that they could never be found in nature. The argument

that led to this conclusion was that these types of structures were thermodynamically

unstable[7][8]. However, in 2004, Novoselov and Geim[9] managed to exfoliate a

single graphene layer from graphite and even though the properties of graphene had

been studied by many scientist before them, their work has led to a rapid increase in

research on graphene-based systems. For their contribution, they were awarded the

Nobel Prize in Physics in 2010.

The structural stability of monolayer graphene is a result of in-plane bonding of car-

bon atoms. The interaction between two p orbitals and one s orbital results in sp2

hybridization which leads to a formation of σ-bonds between neighboring carbon

atoms[10]. Between three neighbors of a given carbon atom, these bonds form a

trigonal bonding structure and this ensures structural stability in all allotropes. The

remaining pz orbitals, which are perpendicular to the monolayer plane, form covalent

bonds with the neighbor atoms and form π-bands as a result.

Perhaps the most striking aspect of the electronic properties of graphene is the linear

2



Figure 1.2: First Brillouin zone of primitive cell of graphene with ~b as the reciprocal

lattice vectors(left). Linear dispersion(also called the Dirac cones) at high symmetry

points K and K ′ (right)

dispersion relation near high symmetry points K and K′ in the Brillouin zone1.2[11].

As a result of this, charge carriers near these points act as massless Dirac fermions

which move with velocities around 106 m/s[12]. This fact allows us to observe and

study quantum mechanical effects at much smaller speeds than the speed of light.

Under the effects of magnetic fields, the Dirac fermions exhibit unusual phenomenon

compared to regular electrons. One such phenomena is integer quantum Hall effect[13],

which was experimentally observed in graphene[14]. The advantage that graphene

has here is that these effects are observable even at room temperatures[15]. The high

mobility and low density of charge carriers of graphene at near room temperature

makes graphene a good candidate for high sensitive Hall sensor devices[16].

On top of these, graphene also has very high thermal conductivity[17] and coupled

with its high electronic mobility, it is one of the most promising materials for elec-

tronic device applications.

Graphene shows some unexpected mesoscopic effects such as finite conductivity even

in the limit of zero temperature and charge carrier density.[18][19]. The presence and

3



types of edges lead to interesting phenomena involving π-electrons[20]. Zigzag and

armchair, the most studied types of edges, have substantially different electronic prop-

erties. While zigzag edges present localized edge states near the Fermi level, armchair

edges do not show such localized states[21][22]. Due to these edge states, ferrimag-

netic behavior is observed on zigzag edged nanoribbons[23]. The presence of these

localized edge states near the Fermi level leads to a peak in the density of states in

zigzag nanoribbons, resulting in metallic behavior, while the armchair nanoribbons

have an energy gap that approaches zero as the ribbon width increases[24]. Graphene

nanoribbons also show intriguing effects such as Fano-type resonances where con-

ductance is zero for electrons of certain energies[25][26], and nanostructures showing

this effect can potentially be used as on/off electronic switches.

Some studies have shown that the electronic levels near the Fermi level of triangular

and hexagonal graphene flakes are very close to those of free massless particles in

a two-dimensional cavity of the same shape, meaning electrons with these energies

flow almost freely on flake surface[27].

In this work, we study the density of states profiles of various zero-dimensional

graphene nanostructures with sizes ranging from a couple of atoms to a few thou-

sand using tight-binding method[28]. Tight-binding method is a one-electron method

so it completely disregards electron-electron interactions. However, it is still widely

employed in the study of electronic structure of solids because it gives good qualita-

tive results in many cases, and can combined with more rigorous theories where it is

inaccurate on its own.

This dissertation is divided into three main chapters. First, we will lay down the

methodology used without going too much into detail. Some key relations and deriva-

tions will instead be presented in the Appendix. Then the systems used and the rele-

vant calculation details will be shortly mentined before going into the results section,

where density of states(DOS) and local density of states(LDOS) results will be given.

Calculations were done for (i) zero B, (ii) B in k̂ direction with magnitude varying

as a Gaussian (iii) uniform B and the results will be discussed in the final chapter.
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CHAPTER 2

METHOD

2.1 Tight Binding Method without Magnetic Field

We start our treatment with the step by step formulation of the tight binding method

when no external fields are present and we discuss the effects of an external mag-

netic field in the upcoming chapters. The tight binding method is frequently used to

calculate the electronic band structure of a variety of solids[28]. In this method, the

basis functions used to express the crystal wavefunction are generated using highly

localized atomic orbitals centered at each lattice site. Since these orbitals are highly

localized, they have limited interaction with neighboring lattice sites and the electron

is tightly bound to the lattice site it belongs to, hence the name of the method.

The first treatment using the tight binding method was performed by Bloch[29] con-

sidering only the s orbitals. Other orbitals were later modeled by Slater and Koster

[28]. Although this is a one-electron method, in many cases it gives good qualita-

tive results and can further be combined with other methods to treat cases where the

pure tight binding method fails. These cases include but are not limited to correctly

describing deep valence states, optical transition energies and correctly describing

the properties of heterostructures. Traditionally, the matrix elements in tight binding

method, also called the Slater Koster parameters, are fitted to experiment or obtained

from more costly ab initio theories[30], making this a very cost effective method for

studying the electronic structure of very large systems.

The treatment starts with the statement of Bloch’s theorem. The theorem states that

the single particle wavefunction of an electron moving in a spatially periodic potential

5



has the form

ϕ(k, r) = eik.ru(r) (2.1)

where k is a crystal wave vector and u(r) is a periodic function that has the same

periodicity as the crystal. One can see that this is essentially a periodic function

modulated by a plane wave described by a given wave vector. We can also see that

the wavefunction only gains a phase when translated by any Bravais lattice vector

ϕ(k, r + R) = eik.Rϕ(k, r) (2.2)

which is essentially an equivalent statement to Eq. 2.1.

The discussion here up to the definition of tight-binding parameters will be limited to

the case where there is a single atom in the primitive unit cell for the sake of brevity.

We denote an atomic orbital localized on a lattice site R by φn(r−R). We next

construct Bloch-compliant single-electron state using the sum

ϕj(k, r) =
1√
N

∑
R

eik.Rφj(r−R) (2.3)

where j is the angular momentum of the atomic orbital, the 1/
√
N factor a normal-

ization constant, and the sum is over all the unit cells in the crystal. We can show that

this sum obeys the Bloch’s theorem by translating it by R′

ϕj(k, r + R′) =
1√
N

∑
R

eik.Rφj(r−R + R′)

=
1√
N

∑
R

eik.(R−R
′)eik.R

′
φj(r− (R−R′))

=
1√
N

∑
R′′

eik.R
′′
eik.R

′
φj(r−R′′)

= eik.R
′
ϕj(k, r)

(2.4)

where on the third line, the sum over R has been transformed to a sum over R′′ ≡
R−R′, which we can justify since any sum over all the crystal sites is equivalent

to one another. For convenience, we will omit the k dependence from now on, so

the reader has to keep in mind that anything defined with these basis functions ϕ are
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defined for a specific k. At this point, we can use these functions as a basis set to

express the crystal wavefunction. Using Dirac notation

|ψ〉 =
∑
j

|ϕj〉〈ϕj|ψ〉

=
∑
j

|ϕj〉Cj
(2.5)

where Cj are yet to be determined coefficients. The time-independent Schrödinger

equation for the system is given as

Ĥ|ψ〉 = E|ψ〉 (2.6)

Multiplying from the left by 〈ψ′| and substituting Eq. 2.5 for |ψ〉, we arrive at an

expression for E

E =

∑
jj′
C∗j′Cj〈ϕj′|Ĥ|ϕj〉∑

jj′
C∗j′Cj〈ϕj′ |ϕj〉

=

∑
jj′
Hjj′C

∗
j′Cj∑

jj′
Sjj′C∗j′Cj

(2.7)

Here, Hjj′ and Sjj′ can be identified as

Hjj′ = 〈ϕj′|Ĥ|ϕj〉 (2.8)

Sjj′ = 〈ϕj′|ϕj〉 (2.9)

and they are the elements of transfer and overlap matrices, respectively.

Note that these matrices are defined for a given k value and have the dimensions J×J
where J is the total number of orbitals contributed by a single atom. At this point, in

order to minimize E, we optimize the coefficients C∗j′

∂E

∂C∗j′
=

∑
j

Hjj′Cj∑
jj′
Sjj′C∗j′Cj

−

∑
jj′
Hjj′C

∗
j′Cj[∑

jj′
Sjj′C∗j′Cj

]2

∑
j

Sjj′Cj = 0 (2.10)

Multiplying by
∑
jj′
Sjj′C

∗
j′Cj and identifying E from Eq. 2.7, this expression can be

simplified as ∑
j

Hjj′Cj − E
∑
j

Sjj′Cj = 0 (2.11)

7



Casting this equation into matrix form, we arrive at a generalized eigenvalue equation

[
H̃ − ES̃

]
~Cj = 0 (2.12)

Non-trivial solutions( ~Cn 6= 0) to Eq. 2.12 require that no inverse matrix exists for

H̃ − EnS̃ and this is satisfied by a vanishing determinant

det
[
H̃ − ES̃

]
= 0 (2.13)

which gives us the energies for a given wave vector k. Let us now continue the dis-

cussion with the more generalized case of more than one basis atom and orbital, for

which we only need to modify the basis set ϕ and the coefficients C in the wavefunc-

tion expansion

ϕji(k, r) =
1√
N

∑
R

eik.Rφj(r−R− ti), |ψ〉 =
∑
ji

|ϕji〉Cji (2.14)

Now, going back to Eq. 2.8 and Eq. 2.9 and substituting Eq. 2.3, for the Hamiltonian,

we have

Hnn′ =
1

N

∑
RR′

e−ik.R
′
eik.R〈φj′(r−R′ − ti′)|Ĥ|φj(r−R− ti)〉 (2.15)

where n, n′ can be thought of as a combined index for both basis index and orbital

index. If we define R′′ ≡ R−R′, and shift the arguments of φ(r) by R′(which we

can do since the Bloch phases resulting from translation cancel out), we have

Hnn′ =
1

N

∑
RR′

eik.(R−R
′)〈φj′(r− ti′)|Ĥ|φj(r− (R−R′)− ti)〉

=
1

N

∑
RR′′

eik.R
′′〈φj′(r− ti′)|Ĥ|φj(r−R′′ − ti)〉

=
∑
R′′

eik.R
′′〈φj′(r− ti′)|Ĥ|φj(r−R′′ − ti)〉

(2.16)

where going from the first to the second line, the sum over R′ has been switched to

run over R′′ instead, and the independent sum evaluated over R then cancels out the

1/N factor. Following the same argument for Snn′ , we have

Snn′ =
∑
R′′

eik.R
′′〈φj′(r− ti′)|φj(r−R′′ − ti)〉 (2.17)

8



Fortunately for us, in the tight binding approximation, the integrals in these expres-

sions need not be evaluated. Instead, they are fitted to either experimental data or

values gathered from more rigorous approaches. Starting with the integral in the ex-

pression for Snn′ , we have

〈φj′(r− ti′)|φj(r−R′′ − ti)〉 = δ(R′′)δjj′δii′ + Sjj′,ii′δ((R′′ + ti − ti′)− dnn)

(2.18)

where Sjj′,ii′ are the overlap parameters and dnn is the vector extending to the nearest

neighbor. More often than not, these overlaps are considered negligible so the overlap

parameters are taken to be zero, resulting in the identity matrix.

Similarly, for Hnn′(k) we have

〈φj′(r− ti′)|Ĥ|φj(r−R′′ − ti)〉 = εj,iδ(R
′′)δjj′δii′

+ Vjj′,ii′δ((R′′ + ti − ti′)− dnn) (2.19)

where εj,i can be thought of as the on-site energy of orbital j on basis atom i, and

Vjj′,ii′ are called the transfer or hopping parameters and these parameters essentially

define the strength of the bond between the j orbital on atom i and j′ orbital on atom

i′. Assuming that there are a total of N atoms in the unit cell, and J orbitals on each

atomic site, our transfer and overlap matrices will have dimensions (N ∗J)×(N ∗J).

With these simplifications, building these matrices is almost a trivial task and one can

calculate the band structure by solving Eq. 2.13 for a set of k-points.

Thee next-nearest neighbor interactions can also be included with minimal effort with

a suitable hopping parameter[31], which, in the case of graphene, results in interac-

tions between same type atoms, contributing to the diagonal elements of the Hamil-

tonian. However, including the next-nearest neighbors do not significantly improve

the accuracy of the method[32].

In order to illustrate the steps outlined above, and to reference later for comparison,

let us have a look at an example; the 2D square lattice.
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2.1.1 Example: Square Lattice with Single Atom Basis

Let us consider the case where only a single interacting s orbital is taken into account

for a single basis atom in a square lattice with lattice spacings given by a. We will

also restrict our discussion to nearest neighbor interactions. The crystal wavefunction

is simply given as

ψ(k, r) =
∑
ji

Cji(k)φji(k, r)

= C1s(k)ψ1s(k)

(2.20)

which is just one term since there is a single s orbital on a single basis atom. The

Figure 2.1: Square lattice with a single atom basis, where a1 and a2 are the primitive

lattice vectors.

Hamiltonian of the system is then just a 1× 1 matrix

H =
∑
R

eik.R
[
ε1sδ(R) + Vssδ(R− dnn)

]
= ε1s + Vss

[
eikxa + e−ikxa + eikya + e−ikya

]
= ε1s + 2Vss

[
cos(kxa) + cos(kya)

] (2.21)

A plot these energies on a reciprocal space grid can be seen in Fig. 2.2

10



Figure 2.2: Square lattice energies plotted on a kx/ky grid with kx, ky ∈
[−2π/a, 2π/a], with ε1s taken to be zero.
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2.1.2 Example: Primitive cell of graphene with only pz orbitals

The most important electronic properties of graphene are known to be determined by

the interaction of pz orbitals. In this example, we only consider single pz orbitals

contributed by two inequivalent atoms in the smallest possible unit cell of graphene.

Therefore, we have two terms in the sum expressing the crystal wavefunction 2.5

ψk(r) =
∑
mi

Ckmiφkmi(r)

= Ckpz ,Aψkpz ,A + Ckpz ,Bψkpz ,B

(2.22)

where the subscripts A and B denote the basis index. Dropping the pz subscripts for

simplicity, the transfer and the overlap matrices in Eq. 2.12 form 2 × 2 matrices of

the form

H̃ =

〈ψA|H|ψA〉 〈ψA|H|ψB〉
〈ψB|H|ψA〉 〈ψB|H|ψB〉

 S̃ =

〈ψA|ψA〉 〈ψA|ψB〉
〈ψB|ψA〉 〈ψB|ψB〉

 (2.23)

Let us now evaluate one of the terms, the upper off-diagonal one, according to Eq.

2.19

〈ψA|H|ψB〉 = Vπ[1 + eik.(−
a
2
î+a
√
3

2
ĵ) + eik.(−

a
2
î−a
√
3

2
ĵ)]

= Vπ[1 + e−ikxa/2eikya
√

3/2 + e−ikxa/2e−ikya
√

3/2]

= Vπ[1 + 2e−ikxa/2cos(kya
√

3/2)]

(2.24)

Since H̃ has to be a hermitian matrix, 〈ψB|H|ψA〉 is found trivially. Assuming only

nearest neighbor interactions, atom type A has no A-type neighbors and the diagonal

terms are simply on-site energies and just cause a shift in the band energies. Setting

up the transfer and overlap matrices for points on a reciprocal space grid, we arrive

at the well known band structure for graphene in Fig. 2.3. Dirac points - where the

valence and conduction bands meet - can be seen at the vertices of the hexagonal

Brillouin zone, K and K′ high symmetry points.

2.2 Tight Binding Method Under a Magnetic Field

The first study of charged particles under the effects of both a periodic potential and

external magnetic field dates back to 1933 when R. Peierls hypothesized that one
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Figure 2.3: Graphene band structure on a kx/ky grid formed on the 1st Brillouin zone.

could first solve the problem for B = 0 and then substitute the mechanical momen-

tum operator into the dispersion relation[33]. Peierls substitution states that, under

a magnetic field given by a vector potential A(r), one can transform the hopping

parameters as

Vmm′ → Vmm′ e
i e~

m′∫
m

A(r).dl
(2.25)

where the line integral is to be taken on the straight line connecting two atoms. This

phase factor is a manifestation of the Aharonov-Bohm phases a charged particle ex-

periences while moving under a magnetic field[34]. This substitution is valid as long

as the vector potential A varies slowly on the scale of the lattice. A derivation and

justification is given in Appendix A.

Working through the square lattice example in Section 2.1.1 by transforming the hop-

ping parameters may seem like a straightforward way to solve the problem under a

magnetic field but one has to be careful. The spatial dependence of the vector po-
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tential A(r) breaks the invariance of the Hamiltonian under translation by the lattice

vectors since they also translate the argument of the vector potential. Because of this,

we can no longer work with the same lattice vectors, and hence the unit cell. Let us

now work through the square lattice example in order to find a way around this issue.

2.2.1 Example: Square Lattice Under Uniform ~B

In order to introduce a magnetic field, we have to define a corresponding vector po-

tential. However, there are infinitely many choices since the vector potential is only

defined up to a gradient term. This gives us the freedom to hand pick a vector poten-

tial in order to make our calculations easier as long as the curl gives correct magnetic

field. In the following discussion, we will be using the Landau gauge A = (0, Bx, 0)

so that B = ∇×A = Bk̂. For convenience, let us switch to a shorthand notation for

these extra terms and define

θm
′,n′

m,n ≡ −
e

~

∫ m′,n′

m,n

A.dl (2.26)

With the given Landau gauge, the line integral
∫
A.dl is evaluated to

∫
Bxdy. Let

us now express the Hamiltonian from the zero-field example with the transformed

hopping parameters, assuming that our atom has site indices (m,n)

H = Vss
[
eikxaeiθ

m+1,n
m,n + e−ikxaeiθ

m−1,n
m,n + eikyaeiθ

m,n+1
m,n + e−ikyaeiθ

m,n−1
m,n

]
(2.27)

Since dy = 0 along the x direction, θm±1,n
m,n = 0, and since x = ma for the given

lattice site, θm,n±1
m,n = ± e

~Bma
2. Identifying Ba2 as the magnetic flux Φ passing

through the unit cell and h/e as the flux quantum Φ0, we have

H = Vss
[
eikxa + e−ikxa + eikyae

i2π Φ
Φ0
m

+ e−ikyae
−i2π Φ

Φ0
m

]
(2.28)

So, the Hamiltonian depends on the site indexm and the translational invariance along

the x axis is broken. In order to restore this invariance, we can look at the case where

the ratio of magnetic flux and flux quanta is a rational number Φ/Φ0 = p/q. When

this happens, the Hamiltonian becomes invariant under translations by an integral

multiple of q cells along x-axis, allowing us to define what we will call the magnetic

unit cell in Fig. 2.4. Instead of the regular lattice vectors a1 = âi and a2 = aĵ for
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Figure 2.4: Magnetic unit cell for square lattice with single atom basis. The primitive

cell is enlarged in a1 direction and this direction is decided by the Landau gauge used

in the problem.

the unit cell in the zero-field case, the magnetic unit cell has lattice vectors a1 = qâi

and a2 = aĵ and translational invariance is restored for a Hamiltonian expressed for

this enlarged unit cell. As a result, we have a q× q Hamiltonian for our magnetic unit

cell which can be constructed following the procedure given in Section 2.1.

Now, for a given flux ratio p/q, only the q value determines the periodicity of the

magnetic unit cell assuming p and q are mutually prime numbers. When we plot

the band energies while varying p, we arrive at the famous Hofstadter butterfly[35],

a complex fractal structure as seen in Fig. 2.5. This structure is generated at the

Γ = (0, 0, 0) k-point. This fractal spectrum is a result of two competing effects,

lattice periodicity and magnetic unit cell periodicity enforced by the presence of the

magnetic field.

An alternative approach to the derivation of the Hamiltonian under a magnetic field

is given in Appendix B. One might ask what happens when p/q is an irrational

number. In that case, the magnetic unit cell is of infinite size and the spectrum is a

zero-measure Cantor set. This case is studied thoroughly in Hofstadter’s work[35].

When we shift our discussion from uniform fields to our main focus, localized fields,

we have to define a suitable vector field and this quickly becomes a cumbersome task.

To that end, we will use a gauge that works for even the most arbitrary fields.
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Figure 2.5: Hofstadter’s butterfly for square(left) and hexagonal(right) lattices with

q = 151.

2.2.2 The Optimal Gauge

Our reasoning in choosing the Landau gauge over other choices such as the symmet-

ric gauge was that the Landau gauge simplifies the calculations. However, is it not

always clear what gauge one should choose for more complex magnetic field distri-

butions. In fact, for an arbitrary magnetic field, finding a vector potential can be a

very challenging task. Gauge freedom comes to our aid at this point and provides us

with a very convenient solution.

In order to understand this freedom, we can note that the only requirement on A is

the closed loop integral being equal to the magnetic flux passing through a surface

whose boundary is given by the closed loop. This can be expressed as∮
∂S

A.dl =

∫
S

B.dS (2.29)

This simple requirement lets us choose very efficient gauges. In fact, instead of
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Figure 2.6: Optimal gauge for graphene: only the line integrals over the paths with

red arrows are set to be non-zero. Values for the non-zero line integrals are given by

the destination hexagon’s x-index n. Reprinted from [1]

choosing a gauge, we can choose values for the line integrals themselves, as long

as the total line integral over any closed loop gives the correct magnetic flux. This

choice of gauge is called the optimal gauge[36] because the size of the magnetic unit

cell is minimal with this type of gauge.

The simplification brought by this gauge can be appreciated by revisiting the graphene

under uniform field example in Fig. 2.6. In the case of graphene, this gauge essen-

tially cuts down the minimum possible size of the magnetic unit cell by a factor of 2.

While uniform fields can easily be treated in this manner, this gauge works especially

well if one wants to incorporate inhomogeneous fields into the tight binding method.
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2.2.3 Inhomogeneous Fields

Using the efficient yet simple gauge called the optimal gauge explained in Section

2.2.2, the treatment for inhomogeneous fields follows in a very straightforward man-

ner. For example, given a magnetic field completely localized on a cell in a square

lattice(Fig. 2.7(a)), it suffices to set all the line integrals
∫
A.dl above the cell to the

value of the flux Φ passing through this cell and all others to zero. We can express

this as

θm
′,n′

m,n =

 Φ1 m′ = m+ 1 and n′ > n1

0 otherwise
(2.30)

The case of more than one such "flux tube" can be treated independently. For two

separate flux tubes located on the same vertical slice as seen in Fig. 2.7(b), we can

sum up the contributions separately so that

θm
′,n′

m,n =


Φ1 + Φ2 m′ = m+ 1 and n′ > n2

Φ1 m′ = m+ 1 and n2 > n′ > n1

0 otherwise

(2.31)

Since the flux distribution from an arbitrary magnetic field can be thought of as the

sum of individual flux tubes, one only needs to calculate the flux values on each

cell, and modify the hopping parameters accordingly. Using this tool, arbitrary fields

can be studied, including sinusoidal, Gaussian centered on a given lattice site and so

on. In this work, we will be studying two such cases, with details given in the next

chapter.
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Figure 2.7: (a) A localized magnetic field creates a flux Φ1 on a single cell. All the

line integrals on the hopping paths above this cell are set to Φ1. (b) Separate magnetic

fields can be treated independently. If they are located on the same vertical slice, the

line integrals are set to Φ1 + Φ2 above the upper cell, Φ1 between, and 0 otherwise.
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CHAPTER 3

CALCULATION DETAILS

We are currently developing a Python tight-binding module with which all the cal-

culations have been performed. Source codes will be provided to interested readers

upon request.

3.1 The Systems Investigated

The systems used in this study are all zero-dimensional graphene nanostructures;

hexagonal flakes, Y-shaped junctions and two graphene nanoribbons forming a cross

which can be seen in Fig. 3.2. Since mostly the π bands are responsible for the

electronic properties of graphene, only the interactions between pz orbitals have been

taken into account with a corresponding hopping parameter of Vppπ = −2.7eV [31].

Bonds at the edges are assumed to be passivated by hydrogen atoms and do not con-

tribute to the electronic states.

Even though the implementation of the optimal gauge(Section 2.2.2) is trivial for

nearest-neighbor hopping, defining correct hopping values for the next-nearest neigh-

bors proved to be a challenge. For this reason, as a first approximation, only the near-

est neighbor hopping is used. Overlap is assumed to be negligible between neigh-

boring orbitals so that the overlap matrix is taken to be the identity matrix. One can

modify these parameters for more accurate results at the cost of computation time.

For a set of tight-binding parameters that reproduces density functional theory(DFT)

results, reader can refer to [31].
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Figure 3.1: Three main graphene nanostructures used in this study. Only one edge

variants are shown here.

3.1.1 Neighbor Table

The regular approach of defining a cutoff radius and defining all the atoms within this

radius centered on a given atom turned out to be the bottleneck in the first versions

of our code. In order to deal with this, one can recognize that the hexagonal lattice

is topologically equivalent to brick lattice and can then form the neighbors using the

indices on the brick lattice. For example, a given atom at lattice point with indices

(m,n) always has neighbors at sites (m,n − 1) and (m,n + 1) and a third neighbor

at either (m + 1, n) or (m − 1, n) and the sign just depends on the initial indexing

of atoms. This cuts down cost of the neighbor table generating process consider-

ably. This process can easily be generalized to include the next nearest neighbors.

Nevertheless, we have added a module for calculating the neighbor list for future

generalization efforts.

3.2 Density of States

Since we have finite systems, energy levels are discrete so the density of states will

be composed of a series of delta functions located at each of the eigenvalues of the

Hamiltonian. In order to simulate broadening effects such as electron-electron inter-

actions, we will use a distribution function - Gaussian in this case - to calculate the
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Figure 3.2: Mapping lattice points from hexagonal to an equivalent brick lattice.

density of states of our system.

ρ(E) =
∑
i

D(E − εi) (3.1)

where εi are the eigenvalues of our Hamiltonian. Our energy values are in units of eV

(not normalized to t) and unless stated otherwise, DOS plots will be generated with a

set of 1000 energy values in the interval [−8.1, 8.1] eV, which gives the full spectrum.

For the Gaussian, σ is chosen to be 0.05eV .

3.2.1 Projected(Local) Density of States

In order to investigate features in the DOS profiles in more detail, one can project the

eigenstates onto specific atomic orbitals and calculate the individual contribution of

orbitals to density of states in a given interval. The contribution of orbital ν to an

energy value E is given by

ρν(E) =
∑
i

ν〈ψi|
[
S|ψi〉

]
ν
D(E − εi) (3.2)

where ψi is the eigenvector of the ith eigenvalue and the subscript ν implies projection

onto orbital ν as |ψi〉ν = 〈ψν |ψi〉|ψν〉.

The reader should also keep in mind that in the following chapter, PDOS plots given
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are plotted using a colormap where the values increase as the color goes from light

blue to red.

3.2.2 Magnetic Field

Results will be presented for three cases; (i) zero B (ii) B = B0g(x, y, σ)k̂ where

g(x, y, σ) is a Gaussian, and (iii) uniform B. For case (ii), as a first approximation,

we calculated the value of the Gaussian at the center of each hexagon and calculated

the magnetic flux using that value. One can in fact work with any type of field distri-

bution using the framework in Section 2.2.2.
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CHAPTER 4

RESULTS

This chapter is organized as follows. We first present size dependence of density

of state(DOS) profiles of our structures in zero-field regime. Then we will present

both total and projected(local) density of states(PDOS) under localized and uniform

magnetic fields for various structures. While the structures are quite different in their

geometries, we will see that the corresponding DOS and PDOS plots show very sim-

ilar results that is only dependent on the edge type.

For this reason, only the results for the hexagonal flakes and Y-shaped junctions will

be presented. Y-shaped junctions will be denoted with a (A) or (Z) depending on the

edge type along the arms, which represents the majority of edge types the junction is

composed of. Y-shaped junctions present a mix of edge types so in a sense it is a more

practical system than flakes since fabricating graphene nanostructures composed of

only one type of edge is very difficult if not downright impossible.

For calculation details, please refer to Chapter 3.

4.1 Size Dependence of DOS

We start reviewing our results by first looking at the DOS profile of graphene flakes

at varying sizes3.1.

Armchair flakes present an energy gap for small sizes and the this gap approaches

zero with increasing flake size, as the flakes approach semi-metallic region4.1. This

is in contrast to the case for the armchair nanoribbons where the structure has a zero

energy gap whenever W = 3M − 1 - where W is the width of the nanoribbon in
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Figure 4.1: DOS of various sized armchair graphene flakes. Number in the top left is

the number of atoms.

number of hexagons - and a non-zero gap otherwise[21]. For the armchair flakes, we

found that the system starts out with a non-zero gap and the gap approaches zero as

the size of the flake increases while the DOS profile converges to that of graphene.

Zigzag flakes on the other hand show a remarkable feature where a peak in the density

of states emerges at the Fermi level E = 0[21] as seen in Fig. 4.2. This is due to

the degenerate states arising at E=0. In fact, the number of such states is given by

N = |NA −NB| where NA and NB are the number of types of atoms A and B in the

structure for a pure zigzag edged nanostructure[37].

Real nanoscale graphene networks have rather complicated structures composed of

edges of both types. In order to see the combined effects of both edge types, we can

use Y-shaped junctions where a mixture of both edge types are present. Looking at

the DOS profile for Y-junction(A) in Fig.4.3, it can be seen that even small amounts

of zigzag edges are enough to create new states around the Fermi level and since

none were present in the armchair flake, these states are expected to be localized on

the zigzag edges.

Y-junction(Z)(Fig. 4.4) shows a similar DOS profile to Y-junction(A)(Fig. 4.3). The
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Figure 4.2: DOS of various sized zigzag graphene flakes. Number in the top left is

the number of atoms.

Figure 4.3: DOS of Y-shaped(A) junctions of varying sizes. Number in the top left is

the number of atoms.
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Figure 4.4: DOS of Y-shaped(Z) junctions of varying sizes. Number in the top left is

the number of atoms.

more pronounced peak located at the Fermi level can be attributed to the higher num-

ber of zigzag edge atoms compared to Y-junction(A) case. Indeed, as the junction size

increases, the DOS profile tends to that of a zigzag flake, as the zigzag/armchair edge

ratio gets increasingly larger. Local density of states results in the following sections

will show that the states around the Fermi level are localized on zigzag edges.

4.2 Hexagonal Flakes

Armchair flake, which is semi-metallic in the zero-field case, shows emergence of

new states around the Fermi level when a magnetic field is applied, essentially turning

the structure metallic as seen in Fig. 4.5. PDOS calculation shows new states around

E = 0 that are localized on atoms where the magnetic field is applied, with the largest

contributions coming from orbitals closer to the peak of the Gaussian.

As we have discussed earlier, zigzag flakes present new states around the Fermi level

and PDOS calculation(Fig. 4.6) verifies that these states are located predominantly

on edge sites. Under the localized magnetic field, the states around the Fermi level

are enhanced while edge states remain untouched. The newly emerged states are
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Figure 4.5: DOS(top) and PDOS(bottom) of armchair hexagonal flake with 5514

atoms. B-field Gaussian has a peak at (0,0) with magnitude 20T and σ is 20

angstroms.

localized near the Gaussian peak, similar to the armchair flake case.

Under a uniform field, the armchair flake presents a more distinct peak at the Fermi

level compared to the localized field case(Fig. 4.5). Here, we see contribution to this

peak from all atoms except those at the perimeter of the flake. Armchair edges can be

specifically seen to not contribute to this peak under uniform magnetic field. There

are apparent ripples in the density of states profile which can be attributed to Landau

levels emerging due to the magnetic field. For a monolayer graphene, Landau level

energies are given as En =
√

2e~v2
FnB[38]. With B = 20T and vF ≈ 106m/s,

Landau level spacing is roughly 0.50eV .The periodicity of the ripples coincides with

this value and the peaks we see are manifestation of Landau levels in Bloch bands.

Zigzag flake under a uniform field show almost the same DOS profile as the armchair

flake, except for a slightly more pronounced peak at the Fermi level, due to the zero-

field states localized at the edges as seen in Fig. 4.8. Both localized and uniform

magnetic fields form new states at E=0 for both types of flakes and this enhancement

is much more pronounced in the uniform field case.
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Figure 4.6: DOS(top) and PDOS(bottom) of zigzag hexagonal flake with 5400 atoms.

B-field Gaussian has a peak at (0,0) with magnitude 20T and σ is 20 angstroms.

Figure 4.7: DOS(top) and PDOS(bottom) of armchair hexagonal flake with 5514

atoms. B-field is uniform with a magnitude of 20T.
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Figure 4.8: DOS(top) and PDOS(bottom) of zigzag hexagonal flake with 5400 atoms.

B-field is uniform with a magnitude of 20T.

4.3 Y-shaped Junctions

As we have found earlier, Y-shaped(A) junction is metallic due to the presence of

zigzag edges on the ends of the arms. The presence of a magnetic field enhances

the states around the Fermi level just as it did for the hexagonal flakes. In fact, all

the DOS/PDOS profiles(Figs. 4.94.104.114.12) show very similar behavior as the

hexagonal flakes.

4.4 Cross-shaped Junctions

For sake of completeness, we present the DOS/PDOS results of cross-shaped junc-

tions here. The seemingly asymmetric distribution of states for the Gaussian field

case(Fig. 4.13) is just an artifact as a result of the aspect ratio of real space plots. The

cross-shaped junction is actually much longer in x-direction and for a correct aspect

ratio, the distribution of states is perfectly symmetric as we have seen for the other

structures so far. Otherwise, since the profiles are very similar to those of flakes and

Y-shaped junctions, the discussion will be skipped.
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Figure 4.9: DOS(top) and PDOS(bottom) of Y-shaped(A) junction with 4929 atoms.

B-field Gaussian has a peak at (0,0) with magnitude 20T and σ is 20 angstroms.

Figure 4.10: DOS(top) and PDOS(bottom) of Y-shaped(A) junction with 4929 atoms.

B-field is uniform with a magnitude of 20T.

32



Figure 4.11: DOS(top) and PDOS(bottom) of Y-shaped(Z) junction with 5010 atoms.

B-field Gaussian has a peak at (0,0) with magnitude 20T and σ is 20 angstroms.

Figure 4.12: DOS(top) and PDOS(bottom) of Y-shaped(Z) junction with 5010 atoms.

B-field is uniform with a magnitude of 20T.
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Figure 4.13: DOS(top) and PDOS(bottom) of cross-shaped junction with 5200 atoms.

B-field Gaussian has a peak at (0,0) with magnitude 20T and σ is 20 angstroms.

Figure 4.14: DOS(top) and PDOS(bottom) of Y-shaped(Z) junction with 5200 atoms.

B-field is uniform with a magnitude of 20T.
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Figure 4.15: Number of states in interval [-0.5,0.5]eV as a function of σ for various

magnetic field strengths on a an armchair hexagonal flake with 1014 atoms(hence

orbitals). Here, the total DOS is normalized to the total number of orbitals in the

lattice.

4.5 Magnetic Field Dependence of E=0 States

Since we are interested in the states near the Fermi level as they are responsible for

important properties such as conductance at low temperatures, we can also look at

how these states are affected under varying field distributions. Using an armchair

hexagonal flake as our system of choice, we varied σ of the Gaussian for four differ-

ent peak field magnitudes. Results show that as we have seen from DOS plots, as the

magnetic field Gaussian tends to a uniform field with increasing σ, there are an in-

creasing number of states emerging near the Fermi level. We see that there is a direct

correlation between magnetic field strength and the number of emergent states with

almost a linear relation in the uniform field limit as seen in armchair flake example in

Fig. 4.15.

Zigzag flakes show the same profile except an positive offset in the number of Fermi

level states(Fig. 4.16). This offset can be attributed to the inherent states present even

35



Figure 4.16: Number of states in interval [-0.5,0.5]eV as a function of σ for vari-

ous magnetic field strengths on a an zigzag hexagonal flake with 1014 atoms(hence

orbitals). Here, the total DOS is normalized to the total number of orbitals in the

lattice.

in the zero-field case.

Y-shaped junctions show a similar profile, where the predominantly zigzag edged

structure Y-junction(Z) starts off with a higher number of states near the Fermi level

due to the edges(Fig. 4.18), apart from which the Gaussian width dependence is

similar to that of Y-junction(A)(Fig. 4.17).

From these results, we see that while the magnetic field enhances the states near the

Fermi level, and the type of edge plays no role looking solely on the effect of the

magnetic field on these states.

4.6 Size Dependence of Fermi Level States

In this section, we look at the change in the states near the Fermi level as a function of

structure size. For the armchair flakes, there is a linear relation between the applied
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Figure 4.17: Number of states in interval [-0.5,0.5]eV as a function of σ for various

magnetic field strengths on a Y-junction(A) with 927 atoms(hence orbitals). Here, the

total DOS is normalized to the total number of orbitals in the lattice.

Figure 4.18: Number of states in interval [-0.5,0.5]eV as a function of σ for various

magnetic field strengths on a Y-junction(Z) with 930 atoms(hence orbitals). Here, the

total DOS is normalized to the total number of orbitals in the lattice.
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Figure 4.19: Number of states in interval [-0.5,0.5]eV as a function of number of

atoms for various uniform magnetic field strengths on an armchair flake. Here, the

total DOS is normalized to the total number of orbitals in the lattice.

magnetic field magnitude and the number of emergent states in the vicinity of the

Fermi level as seen in Fig. 4.19. This is to be expected by looking at Fig. 4.15, where

in the uniform field limit, the total number of emergent states converges to a constant

value, which are uniformly distributed on all the atoms in the flake(Fig. 4.7). As

the number of atoms increases, we expect that the number of such states to increase

linearly as well. The zero-field case in Fig. 4.15 is a bit misleading since it shows

localized states where there are no such states for the pure armchair flake. This is a

result of summing the states in the interval [-0.5,0.5]eV which also counts the tails of

the conduction and valence bands. Zigzag flake results in Fig. 4.20, show a similar

trend. In fact, the difference in slopes of the lines with B=20T and B=0T for both the

armchair and zigzag case gives the same value, verifying our assertion that the type

of edge plays no role in the enhancement of states near the Fermi level.
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Figure 4.20: Number of states in interval [-0.5,0.5]eV as a function of number of

atoms for various uniform magnetic field strengths on an armchair flake. Here, the

total DOS is normalized to the total number of orbitals in the lattice.
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CHAPTER 5

DISCUSSION AND FUTURE WORK

In this work, we studied the π electronic density of states and local density of states

profiles of nanometer-sized graphene structures under magnetic fields using tight-

binding method with nearest-neighbor approximation. In order to incorporate a lo-

calized magnetic field, we used the so-called optimal gauge2.2.2. We first showed

the evolution of the density of states as the structure size increases for various edge

shapes4.1. We saw that the edge shapes determined the metallic behavior and while

the armchair edges structures start out insulating, they tend towards a semi-metallic

state as the structure size increases.

Zigzag edged structures also have an energy gap when the number of atoms is rela-

tively low, and as the size increases, certain localized states emerge near the Fermi

level. This characteristic behavior of zigzag edges is studied thoroughly in literature.

This localized state does not stem from the bulk structure or the dangling bonds at

the edges, rather they are a result of the topology of the π bonds formed at the zigzag

edges.

For a mix of armchair and zigzag edges, we studied the Y-shaped junction and this

localized state still survived even when the majority of edges were armchair type.

Under the effects of an external magnetic field, both edge types showed very simi-

lar behavior, where the magnetic field enhanced the peculiar localized state near the

Fermi level. Armchair flakes under a uniform magnetic field showed an interesting

behavior where the states localized near the Fermi level were confined to the inner or-

bitals, leaving the perimeter states almost untouched. We believe that this phenomena

needs further exploration.
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These localized states showed an increasing trend with both field strength and the

width of the field Gaussian function. In the uniform field limit, the total number of

states in the emergent peak shows a linear relation with field strength. By looking at

the size and field dependence of these localized states, we see that the type of edge

plays no role in the enhancement of these states and it is linearly dependent on both

the number of atoms enveloped by the Gaussian and the strength of the magnetic field.

This study however does not paint a complete picture. First of all, since we resorted

to using an unorthodox gauge, we could not include next-nearest neighbor interac-

tions in this work. Also, although the formulation of this gauge is very simple and

straightforward and it gives the correct Aharonov-Bohm phases, it still needs further

research to verify its validity, which was out of scope of this thesis.

Last but not least, while the DOS/PDOS profiles give us some idea about the elec-

tronic structure of our systems, we also need to study the transport properties of these

systems. As such, the study of electronic transport under localized magnetic fields

will be the next stage of the author’s research.
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APPENDIX A

PEIERLS SUBSTITUTION

In the presence of a magnetic field, the Hamiltonian is given by

H̃ =
(p− qA)2

2m
+ U(r) (A.1)

and due to the additional term, the wavefunction for the particle picks up an additional

factor

|ψ̃〉 = |ψ〉e
i q~

r∫
R

A(r′).dr′

(A.2)

where A is a vector potential for a given field. In the tight-binding method, let us

consider changing the Bloch sums to reflect this

ϕ̃(r) =
1√
N

∑
R

eik.Re
i q~

r∫
R

A(r′).dr′

φR(r−R)

=
1√
N

∑
R

eik.Rφ̃R(r−R)

(A.3)

We can show that φ̃ are the new eigenstates of the Hamiltonian A.1 with the same

eigenvalues as the zero-field case. With U(r) = 0 for simplicity and p = −i~∇, we

have

H̃φ̃(r) = eik.R
[(−i~∇− qA)2

2m

]
ei

q
~
∫ r
R A(r′).dr′φR(r−R)

= eik.R
[(−~2∇2 − i~q∇.A + q2A2)

2m

]
ei

q
~
∫ r
R A(r′).dr′φR(r−R)

= eik.R
[(−~2∇2 − i− q2A2 + q2A2)

2m

]
ei

q
~
∫ r
R A(r′).dr′φR(r−R)

= eik.Rei
q
~
∫ r
R A(r′).dr′ĤφR(r−R)

(A.4)

where going from the second to the third line, we assumed that the vector potential

varies slowly over the lattice scale so that ∇.A = 0. We see that with the given
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approximation, the problem is just reduced to dealing with the extra phase factors

coming from the basis functions. Using A.4, we can express the modified hopping

parameters t̃ between lattice sites R and R′ in Dirac notation

t̃RR′ = 〈φ̃R′|H̃|φ̃R〉

= 〈φR′|e
−i q~

r∫
R′

A(r′).dr′

He
i q~

r∫
R

A(r′).dr′

|φR〉

= e
i q~

R′∫
R

A(r′).dr′

〈φR′|ei
q
~ΦR,r,R′H|φR〉

(A.5)

where ΦR,r,R′ is the closed loop line integral of A along the three points and going to

the last line we have used the fact that∫ r

R

A(r′).dr′ +

∫ R′

r

A(r′).dr′ = ΦR,r,R′ −
∫ R

R′
A(r′).dr′ (A.6)

We can show that the flux term ΦR,r,R′ is negligibly small by two observations. When

r is far away from the lattice points R and R′, the flux is large but since the atomic

orbitals are highly localized at these two lattice points, the value of the hopping term

is very small and the whole hopping term goes to zero. When r is at or near any of

these lattice points, the triangle formed is small, and assuming small B-fields, the flux

term ΦR,r,R′ goes to zero, giving us the modified hopping parameters as

t̃RR′ ≈ tRR′e
i q~

R′∫
R

A(r′).dr′

(A.7)
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APPENDIX B

HARPER’S EQUATION

Let us consider the case of a square lattice with a single atom basis under a uniform

magnetic field given by the Landau gauge A = (0, Bx, 0)2.2.1. Substituting the

proper hopping parameters when a magnetic field is present, the Hamiltonian is given

as

H = t
[
eikxa + e−ikxa + eikyae

i2πBx
Φ0 + e−ikyae

−i2πBx
Φ0

]
(B.1)

We established in 2.2 that when translated by a lattice vector R, the wavefunction

for an electron in a periodic lattice picks up a phase accordingly. This lets us define

ϕ(x + a, y) = eikxaϕ(x, y) and ϕ(x, y + a) = eikya. Substituting x = ma and

y = na for the given square lattice, we can express the time-independent Schrödinger

equation as

t

[
ϕ(m+1, n)+ϕ(m−1, n)+e

i2πBxa
Φ0 ϕ(m,n+1)+e

−i2πBxa
Φ0 ϕ(m,n−1)

]
= Eϕ(m,n)

(B.2)

Since the phase factors are independent of the coordinate y, we can assume the partial

solution for y to be in the form χ(y) = eikyna, which reduces B.2 to

t[ϕ(m+1)+ϕ(m−1)+e
i2πBa2m

Φ0 eikyaϕ(m)+e
−i2πBa2m

Φ0 e−ikyaϕ(m)] = Eϕ(m) (B.3)

and we have

ϕ(m− 1) + ϕ(m+ 1) + 2ϕ(m)cos(2πmΦ/Φ0 − kya) = εϕ(m) (B.4)

where ε ≡ E/t is the energy in units of t and Φ = Ba2 is the magnetix flux piercing

the unit cell. This is called the Harper’s equation[39]. Since different m values give

different equations, one reaches a unique set of equations when Φ/Φ0 is a rational
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number p/q and m goes through q different values, essentially resulting in the Hamil-

tonian matrix written for a magnetic unit cell enlarged in x direction q times2.2.1

50


	ABSTRACT
	ÖZ
	ACKNOWLEDGMENTS
	TABLE OF CONTENTS
	LIST OF TABLES
	LIST OF FIGURES
	Introduction
	Method
	Tight Binding Method without Magnetic Field
	Example: Square Lattice with Single Atom Basis
	Example: Primitive cell of graphene with only pz orbitals

	Tight Binding Method Under a Magnetic Field
	Example: Square Lattice Under Uniform 
	The Optimal Gauge
	Inhomogeneous Fields


	Calculation Details
	The Systems Investigated
	Neighbor Table

	Density of States
	Projected(Local) Density of States
	Magnetic Field


	Results
	Size Dependence of DOS
	Hexagonal Flakes
	Y-shaped Junctions
	Cross-shaped Junctions
	Magnetic Field Dependence of E=0 States
	Size Dependence of Fermi Level States

	Discussion and Future Work
	REFERENCES
	Peierls substitution
	Harper's equation

