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Abstract. We developed a reduced order model (ROM) using the proper orthog-
onal decomposition (POD) to compute efficiently the labyrinth and spot like pat-
terns of the FitzHugh-Nagumo (FNH) equation. The FHN equation is discretized
in space by the discontinuous Galerkin (dG) method and in time by the backward
Euler method. Applying POD-DEIM (discrete empirical interpolation method) to
the full order model (FOM) for different values of the parameter in the bistable
nonlinearity, we show that using few POD and DEIM modes, the patterns can be
computed accurately. Due to the local nature of the dG discretization, the POD-
DEIM requires less number of connected nodes than continuous finite element for
the nonlinear terms, which leads to a significant reduction of the computational
cost for dG POD-DEIM.

1 Introduction

There has been significant development in the efficient implementation and
analysis of the model order reduction (MOR) techniques for parametrized
partial differential equations (PDEs) [4]. Even though the POD is a very
successful MOR technique for linear problems, for nonlinear problems the
computational complexity of the evaluation of the nonlinear reduced model
still depends on the dimension of the FOM. Several methods are developed to
reduce the computational cost so that the nonlinear function evaluations are
independent of the dimension of the FOM and the computational complexity
is proportional to the dimension of ROM. The discrete empirical interpolation
method (DEIM) [3] which is the modified version of the empirical interpo-
lation method (EIM) [2] are the most frequently used ones. The DEIM was
originally developed for nonlinear functions which depend component-wise on
single variables, arising from the finite difference discretization of nonlinear
PDEs [3]. When the nonlinear functions are discretized by finite elements,
the discretized nonlinear functions depend on the mesh and on the polyno-
mial degree of the finite elements. Therefore the efficiency of the POD-DEIM
can be degraded. In [1] the DEIM was applied at different stages of the fi-
nite element assembly process. Using the unassembled finite elements, where
each DEIM point is related to a single element, the number of nonlinear
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function calls during the online computation is reduced, but the size of the
nonlinear snapshots are enlarged, which increases the offline computational
cost [1]. In this paper we consider the dG discretization for time dependent
parametrized semi-linear PDEs. Due to the local nature of the dG approx-
imation, each component of the discretized nonlinear vectors depend only
on few elements in the local mesh, whereas the continuous FEMs discretized
nonlinear vectors depend on multiple components of the finite element so-
lutions. Therefore the number of POD-DEIM function evaluations for dG
approximation is comparable with the finite difference discretization.

In this paper we consider the parametrized FHN equation [6] with fast
diffusing inhibitor Dv > Du

∂u

∂t
= Du∆u− α(v − u)− f(u;µ), (1a)

∂v

∂t
= Dv∆u− β(v − u), (1b)

on a space-time cylinder Ω ∈ R2 × (0, T ] with homogeneous (zero-flux) Neu-
mann boundary conditions. The variables u(x, t;µ) and v(x, t;µ) stand for
the activator and inhibitor, respectively. The term f(u;µ) = (u− µ)(u2 − 1)
represents the bistable nonlinearity for the parameter µ. We investigate the
formation of labyrinth and spot like patterns for different values of the pa-
rameter µ as in [6], where α, β and diffusion coefficients Du, Dv are fixed.

The paper is organized as follows. In Section 2 the discretization of FHN
equation (1) in space by symmetric interior penalty discontinuous Galerkin
method (SIPG) is given. In Section 3 the ROM based on the POD is formu-
lated. In Section 4 we describe the SIPG discretized version of the DEIM for
the bistable nonlinearity. Numerical results for pattern formations for differ-
ent values of the parameters demonstrate the good performance of dG ROMs.
The paper ends with some conclusions and outlook for the future work.

2 Full Order Model

The FHN equation (1) is discretized in space using SIPG method [7]. Let
εh be the disjoint partition of the domain Ω ⊂ R2 with elements (triangles)
{Ei}Nel

i=1 ∈ εh, where Nel is the number of elements in the partition. The
discrete solution and test function spaces on εh are given by

Dq = Dq(εh) := {w ∈ L2(Ω) : wE ∈ Pq(E), ∀E ∈ εh},

where Pq(E) is the space of polynomials of degree at most q on E ∈ εh, and
the functions w ∈ Dq are discontinuous along the inter-element boundaries.
Multiplying (1) by arbitrary test functions w1, w2 ∈ Dq and integrating by
using Green’s theorem over each mesh element, we obtain the semi-discrete



Model Order Reduction for Pattern Formation 3

variational equations(
∂uh
∂t

, w1

)
+ ah(Du;uh, w1) + α(vh − uh, w1) + (f(uh;µ), w1) = 0,(

∂vh
∂t

, w2

)
+ ah(Dv;uh, w2) + β(vh − uh, w2) = 0,

(2)

where ah(Du;u,w1) and ah(Dv;u,w2) refer to the dG bilinear forms. We
refer to [7] for the details of dG discretization.

Let N := Nloc × Nel denotes the dG degrees of freedom (DoFs), where
Nloc is the local dimension on each element depending on the polynomial
degree q. Then, for any t ∈ (0, T ], the dG solutions of (2) are of the form

uh(t, x) =

N∑
i=1

ui(t)φi(x) = φu , vh(t, x) =

N∑
i=1

vi(t)φi(x) = φv, (3)

where u(t) := (u1(t), . . . , uN (t))T and v(t) := (v1(t), . . . , vN (t))T are the
vectors of time dependent unknown coefficients of uh and vh, respectively, and
φ(x) := [φ1(x) . . . φN (x)] is the matrix of the basis functions. Plugging (3)
into the equations (2) and choosing w1 = w2 = φi, i = 1, · · · , N , we obtain
the FOM of (1) as the following system of ordinary differential equations
(ODEs)

Mut + Suu + αM(v − u) + F (u;µ) = 0,

Mvt + Svv + βM(v − u) = 0,
(4)

where Su, Sv ∈ RN×N are the stiffness matrices, M ∈ RN×N is the mass
matrix and F (u;µ) ∈ RN is the nonlinear vector depending on the parameter
µ. The FOM (4) is solved in time by the backward Euler method.

3 Reduced Order Model

For an arbitrary parameter µ̄, the k-th order approximate ROM solutions
ũh,k := ũh,k(t, x; µ̄) and ṽh,k := ṽh,k(t, x; µ̄) have the form

ũh,k =

k∑
i=1

ũi(t)ψu,i(x) , ṽh,k =

k∑
i=1

ṽi(t)ψv,i(x), (5)

where ũ(t) := (ũ1(t), . . . , ũk(t))T and ṽ(t) := (ṽ1(t), . . . , ṽk(t))T are the co-
efficient vectors of the ROM solutions. For a set {µ1, . . . , µns} of parameter
samples, the POD reduced basis functions {ψu,i} and {ψv,i} are computed
as solutions of the minimization problem

min
ψw,1,...,ψw,k

1

ns

ns∑
m=1

1

J

J∑
j=1

∥∥∥∥∥wm,j −
k∑
i=1

(wm,j , ψw,i)L2(εh)ψw,i

∥∥∥∥∥
2

L2(εh)

subject to (ψw,i, ψw,j)L2(εh) = ΨTw,·,iMΨw,·,j = δij , 1 ≤ i, j ≤ k,

(6)
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for wm ∈ {u(t, x;µm), v(t, x;µm)},m = 1, . . . , ns. In (6), the terms {wm,j}Jj=1

denote the approximate solutions wm,j ≈ wm(tj) at the time tj for a fixed
parameter µm and δij is the Kronecker delta. We note that wm,j in (6) stand
for the solutions but not for the coefficients of the unknown solutions as in
the continuous finite elements. For the dG discretizations we use modal ba-
sis functions where the coefficients do not coincide with the solution values.
Therefore, instead of the Euclidean norm, we use in (6) the weighted inner
product and the corresponding norm with the symmetric positive definite
mass matrix M , leading to M -orthogonal reduced basis functions [5].

In practice, instead of the minimization problem (6), the equivalent eigen-
value problem is solved [5].

Û ÛT Ψ̂u,·,i = σ2
u,iΨ̂u,·,i , V̂V̂T Ψ̂v,·,i = σ2

v,iΨ̂v,·,i , i = 1, 2, . . . , k, (7)

where Û = RU , V̂ = RV, Ψ̂·,·,i = RΨ·,·,i, R
T is the Cholesky factor of the mass

matrix M , and U = [u1,1, . . . ,uns,J ] and V = [v1,1, . . . ,vns,J ] in RN×(ns×J)

are the snapshot matrices. The vectors Ψu,·,i and Ψv,·,i denote the coefficient
vectors of the reduced basis functions ψu,i and ψv,i, respectively. The so-

lutions Ψ̂·,·,i of (7) are obtained as the first k left singular vectors in the

generalized singular value decomposition (SVD) of Û and V̂, respectively [5].
Combining the FOM (3) and ROM (5) solutions and using the fact that the
reduced basis functions ψu,i and ψv,i belong to the dG space Dq, we obtain
the relations between the coefficient vectors u, v of the FOM solutions and
the coefficient vectors ũ, ṽ of the ROM solutions

u = Ψuũ , v = Ψvṽ. (8)

Substituting (8) into (4) and projecting onto the reduced spaces spanned by
{ψu,1, . . . , ψu,k} and {ψv,1, . . . , ψv,k}, respectively, we obtain the k-dimensional
ROM

ũt + S̃uũ + αM̃uṽ − αũ + ΨTu F (Ψuũ; µ̄) = 0,

ṽt + S̃vṽ + βṽ − βM̃vũ = 0
(9)

with the reduced matrices

S̃u = ΨTu SuΨu , S̃v = ΨTv SvΨv , M̃u = ΨTuMΨv , M̃v = ΨTv MΨu.

The system (9) is solved by backward Euler method, as well.

4 Discrete Empirical Interpolation Method (DEIM)

Although the dimension of the reduced system (9) is small, k � N , the com-
putation of the nonlinear term N(ũ) := ΨTu F (Ψuũ; µ̄) still depends on the di-
mensionN of the full system. We apply DEIM [3] to reduce the computational
cost, where the nonlinear function is approximated as F (Ψuũ; µ̄) ≈ Ws(t),



Model Order Reduction for Pattern Formation 5

from a subspace W = [W1, . . . ,Wn] ∈ RN×n, where each member Wi is
called the DEIM basis functions, i = 1, 2, . . . , n (n � N). The DEIM basis
functions Wi are computed through the SVD of the nonlinear snapshot ma-
trix F := [F 1,1, . . . , Fns,J ] ∈ RN×(ns×J), where Fm,i := F (Ψuũ(ti);µm)
are the nonlinear vectors at the time instance ti, obtained in the online
computation for the parameters µm, m = 1, . . . , ns. Because the system
Ws(t) is overdetermined, the projection matrix P is introduced which is
computed by the greedy DEIM algorithm [3]. Then, we use the approxima-
tion N(ũ) ≈ Ñ(ũ) = QF̃ µ̄ where the matrix Q = ΨTuW (PTW )−1 ∈ Rk×n is
precomputable and F̃ µ̄ = PTF (Ψuũ; µ̄) ∈ Rn is the n-dimensional non-linear
vector which can be computed in an efficient way. In addition, the DEIM
approximation satisfies the a priori error bound

‖F µ̄ −W (PTW )−1F̃ µ̄‖2 ≤ ‖(PTW )−1‖2‖(I −WWT )F µ̄‖2,

where the term ‖(PTW )−1‖2 is of moderate size of order 100 or less [1].
In dG discretization, the integrals are computed on a single triangular ele-

ment, whereas for continuous finite element discretizations with linear polyno-
mials all the interior degrees of freedoms are shared by 6 triangular elements,
see Fig. 1. The unassembled finite element approach is used in [1], so that
each DEIM point is related to one element, which reduces the online compu-
tational cost, but increases the number of snapshots and therefore the cost
of the offline computation. Due to its local nature, the dG discretization is
automatically in the unassembled form and it does not require computation
of additional snapshots.

Continuous FEM

�
�
�
�
�

�
��

�
�
�
�

�
�

�
�
�
�

�
�

�
�
�

�
�
�

�
�

�
�

�
�

�
�

�
�

�
�
�
�

q qq qq qs
DG

�
�
�

�
�
�

��

�
�
�

�
�
�

�
�
�
�

�
�

�
�

�
�
�
�

�
�

�
�

�
�

�
�qq q

Fig. 1. Connectivity of degrees of freedoms for linear basis functions.

As we use for the time integration the implicit backward Euler method, on
each time step the nonlinear equations have to be solved by Newton’s method.
Therefore the computational cost of the Jacobian by DEIM of the reduced
model has to be taken into account. Because the support of dG basis functions
have only a single element, the Jacobian matrix of the FOMs appears in
block diagonal form unlike the continuous FEMs where the Jacobian matrix
contains overlapping blocks. The Jacobian matrix arising from POD and
POD-DEIM are of the form

∂

∂ũ
N(ũ) = ΨTu J

µ̄
FΨu ,

∂

∂ũ
Ñ(ũ) = Q(PTJ µ̄F )Ψu,
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where (PTJ µ̄F ) ∈ Rn×N is the matrix including only n � N rows of the
Jacobian J µ̄F , and in each row of the Jacobian there are only Nloc nonzero
terms because of the local structure of the dG. Hence, only n×Nloc entries
are needed to compute PTJ µ̄F , whereas without DEIM, Nel×N2

loc entries are
required for computation of the Jacobian J µ̄F of the FOM.

5 Numerical Results

We consider FHN equation (1) for (x, t) ∈ [−10, 10]2× [0, 1000] with random
initial conditions uniformly distributed between −1 and 1. The other param-
eters Du = 0.04, Dv = 1, α = 0.3, β = 1 are fixed as in [6]. We use linear
dG polynomials (Nloc = 3), and as the discrete mesh, we form the partition
of [−10, 10]2, by 5 times uniform refinement, with 2048 triangular elements
leading to 6144 DoFs. Snapshots are taken in the time interval [0, 1000] with
the time step ∆t = 0.5. For POD/POD-DEIM basis construction, we use
the parameter samples µ ∈ {−0.04,−0.02, 0, 0.02, 0.04}, ns = 5. The reduced
systems are solved for the set {−0.03,−0.01, 0.01, 0.03} of parameter values
of µ, which are not contained in the set of sample parameters. The average
number of Newton iterations was 1 for the computation of the FOMs and
ROMs on each time step.

The decay of the singular values for the solution snapshots U , V and non-
linear snapshots are given in Fig. 2, left, and the CPU times of the FOMs and
ROMs for the parameter value µ = 0.03 are shown in Fig. 2, right. In Table 1
we give the CPU times for FOMs, POD and POD-DEIM ROMs together with
the speed-up factors SPOD and SDEIM , which demonstrate the efficiency of
the DEIM. In Fig. 3, the patterns of FOMs, POD and POD-DEIM reduced
solutions are shown at the final time T = 1000. The ROM patterns in Fig. 3
computed with POD are very close to those of the FOMs as in [6]. But the
patterns computed with POD-DEIM are less accurate than those with the
POD computed ones for some parameter values in Fig. 3. The DEIM does
not improve the accuracy of the POD reduced model, but enormously re-
duces the computational complexity [1]. The error bounds ‖(PTW )−1‖2 of
moderate size for the DEIM approximations are also given in Table 1.

Table 1. The computation times (in sec), speed-up factors SPOD and
SDEIM , and the DEIM projection error bounds ‖(PTW )−1‖2

µ FOM POD POD-DEIM SPOD SDEIM ‖(PTW )−1‖2
-0.03 527.3 34.5 7.5 15.31 70.21 28
-0.01 501.9 33.4 13.2 15.05 38.08 33
0.01 522.3 32.9 11.9 15.88 43.67 41
0.03 505.9 38.6 9.0 13.10 56.43 33
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Fig. 2. (Left) Decay of the singular values of solution snapshots U , V and
of the nonlinear snapshots F ; (Right) CPU times for the computation of
FOMs, POD and POD-DEIM ROMs for the parameter value µ = 0.03.

Fig. 3. Patterns for u at the final time T = 1000 with FOM (left),
POD (middle) and POD-DEIM (right) for the parameter values µ ∈
{−0.03,−0.01, 0.01, 0.03} from top to bottom.
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Conclusions and Outlook

We have demonstrated that the dG approximation can produce due to its
local structure cost effective and accurate reduced order solutions by ap-
proximating the parameter dependent nonlinear terms with the DEIM. In a
future work we will consider the parametrized FHN equation with the dif-
fusivity coefficients Du and Dv to compute the reduced order solutions by
preserving the multiscale dynamics of the activator u and the inhibitor v in
time. Because the size of the SVD problem can be prohibitive for the global
POD, we will also apply the greedy POD.
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