Measurement of topological muonic branching ratios of charmed hadrons produced in neutrino-induced charged-current interactions
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Abstract

From 1994 to 1997, the emulsion target of the CHORUS detector was exposed to the wideband neutrino beam of the CERN SPS. In total about 100 000 charged-current neutrino interactions were located in the nuclear emulsion target and fully reconstructed. From this sample of events based on the data acquired by new automatic scanning systems, 2013 charm-decay events were selected by a pattern recognition program. They were confirmed as decays through visual inspection. Based on these events, the effective branching ratio of charmed particles into muons was determined to be $B_{\mu} = [7.3 \pm 0.8 \text{ (stat)} \pm 0.2 \text{ (syst)}] \times 10^{-2}$. In addition, the muonic branching ratios are presented for dominating charm decay topologies. Normalization of the muonic decays to charged-current interactions provides $\sigma_{\mu^-\mu^+}/\sigma_{cc} = [3.16 \pm 0.34 \text{ (stat)} \pm 0.09 \text{ (syst)}] \times 10^{-3}$. Selecting only events with visible energy greater than 30 GeV gives a value of $B_{\mu}$ that is less affected by the charm production threshold and quasi-elastic $\Lambda_c^+ \rightarrow \mu$ production. Combining this value with the current average of $B_{\mu} \times |V_{cd}|^2$ at the leading order yields the value of $|V_{cd}|_{LO} = 0.236 \pm 0.016$.
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1 Introduction

Dimuon production in neutrino charged-current interactions has been studied in several experiments, in particular, CDHS [1], CCFR [2], CHARM [3], CHARM-II [4], NOMAD [5] and NuTeV [6] by means of electronic detectors. In these events, the leading muon is interpreted as originating from the neutrino vertex and the other, of opposite charge, as the decay product of the charmed particle. The study of dimuon events provides information on the strange quark content of the nucleon, the charm mass, and the Cabibbo–Kobayashi–Maskawa (CKM) matrix elements $V_{cd}$ and $V_{cs}$. Experiments of this type, however, suffer from the presence of a large background in which the second muon originates from an unrecognized decay of a pion or a kaon rather than from a charm decay. Moreover, the type of charmed particle and its decay topology cannot be precisely identified in these experiments. The overall normalization of the charm production rate in terms of the dimuon rate is given by the average semileptonic branching fraction, defined as the weighted average of the semileptonic branching fractions for individual charmed hadron species with the corresponding charmed fractions as weights.

Compared with the study of dimuon events with electronic detectors, a much lower level of background can be achieved using an emulsion target which provides a sub-micron spatial resolution and, hence, the topological identification of charmed hadron decays. This technique has been applied in the E531 experiment at FNAL to measure the production fractions $f_{D_i}$. These data have been combined [7, 8, 9] with the individual semileptonic branching fractions to yield the probability that charm particles decay semileptonically. However, the statistics accumulated in the E531 experiment was limited to 125 charm events and the result was affected by the poor knowledge of the branching ratio of the $D^0$ into a final state with only neutral particles. Only recently, with the development of automatic scanning devices of much higher speed within CHORUS, it has become possible to study large samples of charm events produced in nuclear emulsions [10].

The inclusive measurement of the semileptonic branching ratio of charmed hadrons based on a smaller sample of events has already been reported in a previous paper [11, 12]. Since then a completely new muon reconstruction algorithm has been implemented with the aim of reducing the systematic error on the measurement. The current analysis is based on the complete sample of 2013 manually confirmed charm events. Taking advantage of the manual measurement of the decay topology, the muonic branching ratio is determined separately on the basis of the number of charged daughters (‘prongs’) of the charmed particle. The number of events is sufficient to determine the average muonic branching fraction directly from the number of charm events with a secondary muon in the final state, with an uncertainty comparable with that obtained by existing, indirect, measurements.

2 The experimental apparatus

The CHORUS detector [13] is a hybrid set-up that combines a nuclear emulsion target with various electronic detectors. The nuclear emulsion is used as target for neutrino interactions, allowing a three-dimensional reconstruction of short-lived particles like the $\tau$ lepton and charmed hadrons. The emulsion target, which is segmented into four stacks, has an overall mass of 770 kg, each stack consists of eight modules of 36 plates of size 36 cm × 72 cm. Each plate has a 90 $\mu$m plastic support coated on both sides with emulsion layers of 350 $\mu$m thickness. After development, the emulsion thickness diminished on average by a factor of two. This effect is taken into account during track reconstruction. Each stack is followed by three interface emulsion sheets with an emulsion layer of 90 $\mu$m thickness on both sides of an 800 $\mu$m thick plastic foil and by a set of scintillating-fibre tracker planes. The interface sheets and the fibre trackers provide accurate predictions of particle trajectories into the emulsion stack for the location of the vertex positions. The accuracy of the fibre tracker prediction is about 150 $\mu$m in position and 2 mrad in the track angle. The emulsion scanning is performed by fully automatic microscopes equipped with CCD cameras and a readout system, called ‘Track Selector’ [10]. In order to recognize track segments in the emulsion, a series of tomographic images are taken by focusing at different depths in the emulsion thickness. The digitized images are shifted according to the predicted track angle and then summed. The presence of aligned grains forming a track is detected as a local peak of the grey-level of the summed image. The track-finding efficiency of the Track Selector is higher than 98% for track slopes less than 400 mrad [14].

The electronic detectors downstream of the emulsion target include a hadron spectrometer that
measures the bending of the charged particles in an air-core magnet, a calorimeter where the energy and direction of electromagnetic and hadronic showers are measured, and a muon spectrometer which determines the charge and momentum of muons. The calorimeter has a finer-grained upstream part (EM) for the measurement of electromagnetic showers and a coarser-grained downstream part to contain hadronic showers. The hadronic calorimeter, in turn, consists of two parts the so-called HAD1 and HAD2. Together, HAD1 and HAD2 contain 10 scintillator planes and 18 planes of streamer tubes oriented in alternate orthogonal projections. The muon spectrometer is located behind the calorimeter. The calorimeter of 5.2 hadronic interaction lengths filters out nearly all the particles produced by neutrino interactions in the emulsion target except muons with momentum greater than $\sim 1.5 \text{ GeV}/c$.

The CHORUS detector was exposed to the wideband neutrino beam of the CERN SPS during the years 1994–97, with an integrated flux of $5.06 \times 10^{19}$ protons on target. The beam, of 27 GeV average energy, consisted mainly of muon neutrinos with a 5% $\nu_\mu$ contamination.

3 Event reconstruction and selection of decay topologies

The event reconstruction, based on the information from the electronic part of the detector, determines whether an event originates in the emulsion stack. In charged-current events, the primary muon is identified with high efficiency by the reconstruction program and a precise prediction of the impact point of this muon with the downstream plate of the emulsion stack from which it emerges is determined. The algorithm uses the spectrometer, the streamer tubes in the calorimeter, and the fibre tracker to reconstruct this track.

The emulsion scanning of a charged-current event starts with the location of this muon in the most downstream plates using the reconstructed slope and position information. This track is called the ‘scan-back track’. The track segments found in these downstream plates are then extrapolated with high precision into the emulsion stack. If found, the scan-back track is then followed upstream from one plate to the next. In each plate, the automatic scanning system records only the most upstream 100 $\mu$m layer. The disappearance of the scan-back track serves as an indication for the position of the primary vertex. If a scan-back track is not located on two consecutive emulsion plates, the first one is assumed to be the plate containing the vertex. Once the ‘vertex plate’ is identified, a very fast scanning system, called ‘Ultra Track Selector’ (UTS) [15], is used to perform a detailed analysis of the emulsion volume around the vertex position, recording, for each event, all track segments within a given angular acceptance. We refer to this type of scanning, originally developed for the DONUT experiment [16], as ‘NetScan’ data taking [17].

In the CHORUS experiment, the scanning volume is 1.5 mm wide in each transverse direction and 6.3 mm along the beam direction, corresponding to eight emulsion plates. This volume contains the vertex plate itself, the plate immediately upstream, acting as a veto for passing through tracks, and the six plates downstream from the vertex plate. The latter six plates act as decay space and are used to detect the tracks of the decay daughters. The scanning area is centred on the extrapolated transverse position of the scan-back track. The angular acceptance corresponds to a cone of 400 mrad half-aperture aligned along the beam direction. At present, about 150 000 $\nu_\mu$ and $\bar{\nu}_\mu$ events have been located in emulsion and analysed with this procedure.

The first task of the NetScan event reconstruction in the emulsion is to select, from the large number of recorded track segments, only those belonging to the neutrino interaction under study. The reconstruction algorithm then tries to associate these tracks to common vertices. A detailed description of the algorithms to reconstruct the vertices is given in Ref. [17]. At the end of the procedure, one defines a primary vertex (and its associated tracks) and possibly one or more secondary vertices to which daughter tracks are attached. A further selection is then applied that preserves a high efficiency for decay vertices and rejects most background topologies. In this analysis the same event sample was used as in Ref. [18], where the procedure has been described in detail. From the current sample of 93 807 scanned and analysed neutrino-induced charged-current events, these criteria select 2752 events which have been visually inspected (‘eye-scan’) to confirm the decay topology. A secondary vertex is accepted as a decay if the number of charged particles is consistent with charge conservation and no other activity (Auger-electron or visible recoil) is observed. The result of the visual inspection is given in Table 1. The notation C1, C3, and C5 is used for decays of charged particles into 1, 3, and 5 charged prongs, respectively, and
Table 1: The number of charm candidates and the relative number of background events in the various samples

<table>
<thead>
<tr>
<th>Decay topology</th>
<th>Number of charm candidates</th>
<th>Background events</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>452</td>
<td>43.3±2.4</td>
</tr>
<tr>
<td>V2</td>
<td>819</td>
<td>36.6±3.5</td>
</tr>
<tr>
<td>C3</td>
<td>491</td>
<td>3.8±0.2</td>
</tr>
<tr>
<td>V4</td>
<td>226</td>
<td>negligible</td>
</tr>
<tr>
<td>C5</td>
<td>22</td>
<td>1.5±0.1</td>
</tr>
<tr>
<td>V6</td>
<td>3</td>
<td>negligible</td>
</tr>
<tr>
<td>Total sample</td>
<td>2013</td>
<td>85.2</td>
</tr>
</tbody>
</table>

V2, V4, and V6 for neutral particle decays with 2, 4 and 6 charged prongs, respectively. The purity of the automatic selection is 73.1%.

There is a non-negligible fraction of non-charm events in the manually confirmed sample. This contamination is mainly due to hadronic interactions that fake charm decays (white kinks), and decays of Σ±, K0 s, and Λ0. The backgrounds from the decays of the strange particles were estimated using the JETTA [19] MC generator which is based on LEPTO 6.1 [20]. The production rate of the strange particles normalized to the charged-current events was found to be consistent with NOMAD data [21, 22]. The last column of Table 1 shows the number of background events in the charm decay topologies.

4 Reconstruction efficiency

To estimate the efficiencies of the charmed hadron selection, several Monte Carlo generators were used [23]. The neutrino beam spectrum was simulated using the GBEAM [24] generator. It uses FLUKA98 [25] to describe the interactions of protons with the beryllium target. When the neutrino scatters off a nucleon, different physical mechanisms can produce charmed hadrons. Deep-inelastic scattering processes were simulated using the JETTA generator [19]. Simulation of quasi-elastic charmed baryon production was performed by QEGEN [26]. This generator uses differential cross-sections by Shrock and Lee [27]. For the diffractive production of charmed mesons, the ASTRA [28] generator was used. The simulation of the detector response for each process was performed by a GEANT 3.21 [29] based simulation program. Simulation of the emulsion response can be divided into two parts: event location and event selection. The event location efficiency describes the shortcomings of finding charged-current interactions in emulsion. This efficiency was parametrized by a function of the primary muon momentum and angle. The muon momentum distribution is different for the two samples of CC events, containing and not containing charm. The dependence of the ratio of the location efficiencies as a function of visible energy is not strong, and the average value of the ratio is

\[
\frac{\varepsilon_{\text{charm}}}{\varepsilon_{\text{CC}}} = 0.92 \pm 0.02 .
\]  

In order to evaluate the selection efficiency of charmed hadrons in emulsion, realistic conditions have to be reproduced. These were obtained by merging the emulsion data of the simulated events with real NetScan data that do not contain a reconstructed vertex, thus accurately representing the experimental background. The combined data were passed through the same NetScan reconstruction and selection programs as used for real data.

The determination of the muonic branching ratio of charmed hadrons depends on the ratio of the selection efficiency for all decays modes of these hadrons (D0, D+, D0 s and Λc) and for their specific muonic decay channels. Excited charmed states or other charmed hadrons disintegrate through strong or electromagnetic interactions into these four charmed particles. The difference in the reconstruction
The selection efficiencies and the production fractions are summarized in Table 2. Figure 1 shows the energy dependence of the selection efficiency when the four charm species are taken together. Two factors determine why at small visible energies the selection is less efficient: the opening angle of charm daughters is larger; the flight path of charm is shorter and thus a secondary track might be attached to the primary vertex. At high energies, a large fraction of charmed hadrons decays near the edge or beyond the fiducial volume. Substitution of the numbers from Table 2 in Eq. (2) gives the estimates of $R$ shown in Table 3.
Figure 1: Average NetScan selection efficiency for charm as a function of visible energy as obtained with the simulation with the visible energy spectrum of charm events (in arbitrary units) as overlay.

5 Identification of secondary muons

The identification algorithm is based on the information from the downstream part of the detector: the calorimeter, and the muon spectrometer. The probability for hadrons to reach the muon spectrometer without interaction in the calorimeter is about 5%. In the case of secondary muons, to require a track in the spectrometer would unavoidably lead to a loss in angular acceptance and to a threshold for the muon momentum between 1.5 GeV/c and 2.5 GeV/c, depending on the track angle. An algorithm using the range in the calorimeter was developed to sample low-momentum muons. In general, optimal criteria for primary and secondary muons are different because these classes of muons have different kinematical properties and background.

The muon recognition algorithm is track-driven and uses the extrapolation of tracks reconstructed in the emulsion into the calorimeter and the first spectrometer module. A track is assumed to be a muon from a charm decay if it originates from a downstream secondary vertex within the NetScan volume and if it is either matched to a spectrometer track or can be extrapolated with sufficient range as measured by the scintillators or streamer tubes in the calorimeter and the first magnet of the spectrometer. The range

Table 3: The values of the R-factor defined in the text for different charm decay topologies and their mixtures. The systematic errors include the uncertainty on charm production fractions and on the branching ratio $D^0$ into neutrals for the inclusive case. The first error quoted is statistical and, when present, the second is the systematic error. The last column shows the relative systematic errors on the muonic branching ratio from the muon identification described in Sec.5.

<table>
<thead>
<tr>
<th>Topology</th>
<th>$R$</th>
<th>$\sigma^{id}_{sys}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0.83 ± 0.06 ± 0.01</td>
<td>4.7 ± 0.3</td>
</tr>
<tr>
<td>V2</td>
<td>0.93 ± 0.02</td>
<td>4.4 ± 0.2</td>
</tr>
<tr>
<td>C3</td>
<td>0.92 ± 0.06 ± 0.01</td>
<td>10.7 ± 0.8</td>
</tr>
<tr>
<td>V4</td>
<td>0.96 ± 0.02</td>
<td>negligible</td>
</tr>
<tr>
<td>C1+C3</td>
<td>0.89 ± 0.04 ± 0.01</td>
<td>5.6 ± 0.4</td>
</tr>
<tr>
<td>V2+V4</td>
<td>0.94 ± 0.01 ± 0.01</td>
<td>3.6 ± 0.2</td>
</tr>
<tr>
<td>Inclusive</td>
<td>0.80 ± 0.01 ± 0.01</td>
<td>3.3 ± 0.1</td>
</tr>
</tbody>
</table>
Table 4: Number of secondary tracks identified as muons in real data, background normalized to the number of selected tracks, and identification efficiency as obtained from simulation. The errors on the identification efficiencies are determined by the limited Monte Carlo statistics. The identification criteria for V4 sample are explained in the text. In the inclusive case the samples are combined using the weights from Table 2. The last column shows muonic branching ratios for different prong samples and their mixtures. The first error quoted is statistical and the second is the systematic error. The statistical errors include the uncertainty on the number of identified muons and the error on the identification efficiency.

<table>
<thead>
<tr>
<th>Number of prongs</th>
<th>Selected</th>
<th>Background</th>
<th>$\varepsilon_{\mu}^{id}$ (%)</th>
<th>$B_{\mu}^{id}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>20</td>
<td>0.8</td>
<td>36.0 ± 3.4</td>
<td>10.8 ± 2.4 ± 0.5</td>
</tr>
<tr>
<td>V2</td>
<td>34</td>
<td>9.8</td>
<td>34.5 ± 1.9</td>
<td>8.3 ± 1.4 ± 0.4</td>
</tr>
<tr>
<td>C3</td>
<td>17</td>
<td>8.4</td>
<td>26.4 ± 2.6</td>
<td>6.1 ± 1.6 ± 0.6</td>
</tr>
<tr>
<td>C1+C3</td>
<td>37</td>
<td>9.2</td>
<td>31.7 ± 3.1</td>
<td>8.6 ± 1.4 ± 0.4</td>
</tr>
<tr>
<td>V2+V4</td>
<td>36</td>
<td>9.8</td>
<td>30.1 ± 1.5</td>
<td>8.1 ± 1.5 ± 0.3</td>
</tr>
<tr>
<td>Inclusive</td>
<td>73</td>
<td>19.0</td>
<td>30.4 ± 2.1</td>
<td>7.3 ± 0.7 ± 0.2</td>
</tr>
</tbody>
</table>

condition is only used if there are sufficiently many isolated streamer tube hits found along the track or if the energy deposition in HAD2 is below a threshold value.

There are several sources of background to this muon definition. Those giving the largest contributions are punch-through hadrons and muons from decays of $\pi$’s and K’s that have been matched to emulsion tracks. All other processes give a minor contribution.

The result of applying the criteria described above to tracks emerging from secondary vertices is shown in Table 4 for each decay topology separately. It was verified that none of the background sources presented in Table 1 significantly contributes to the sample with a muon coming from the secondary vertex. Because of the limited statistics in the five-prong and six-prong samples, these events are not included in the table. The identification efficiency as a function of secondary-muon momentum is presented in Fig. 2.

The main source of systematic uncertainty in the muonic branching ratio is the systematic error in the secondary muon identification. The identification method is not very sensitive to changes in the criteria on the matching with muon tracks found in the spectrometer. However, it does depend on the details of the scintillator range estimator, the streamer tubes range estimator, the isolation measured with the streamer tubes, and the energy deposited in the most downstream part of the hadronic calorimeter. An estimate of the systematic error is obtained by a variation of the cuts on the parameters in the secondary-muon identification procedure. For each set of cuts applied to the estimators a value of $B_{\mu}$ is obtained. The variance gives an estimate of the systematic error of the measurement; these uncertainties are given in Table 3.

Another source of the systematic error is the choice of the parameters of the model used in the simulation. The charm quark mass, $m_c$, the choice of the parton distribution functions, GRV94LO[30] and CTEQ3[31], and the relative fraction of the strange sea compared to the down-quark sea, $\kappa$, affect the momentum spectrum of the muons coming from charm decays. The variation limits for $m_c$ and $\kappa$ are consistent with the values of the fit parameters describing the energy dependence of the $D^0$ production cross-section measured with the same sample of events (see Ref. [18]): $m_c = (1.42 \pm 0.08)$ GeV/$c^2$ and $\kappa = 0.38 \pm 0.10$. The relative systematic error obtained in this manner corresponding to one standard deviation is equal to $\sigma_{\text{model syst}} = 1.6\%$. For the V4 sample the tighter requirement that a secondary track be associated with a positively charged spectrometer track was applied in order to optimize the signal to background ratio. This criterion selects two events out of 226. If the spectrometer track is required to have negative charge no events are selected. Background for such events could come from hadronic charm decays with one of the charm daughters decaying muonically. It has also been verified that the muonic background coming from decays of strange particle ($K^0_s$, $\Lambda^0$) daughters is small. A Monte Carlo simulation shows that the level of identification background corresponding to this sample is $(3.4 \pm 0.4) \times 10^{-2}$. 


Figure 2: Identification efficiency $\varepsilon_{id}^\mu$ for muons coming from charm and their spectrum as obtained from simulation.

6 Results and conclusions

$B_n^\mu$, the muonic branching ratio for each $n$-prong sample, can be written in terms of measurable quantities as

$$B_n^\mu = \sum_i f^n_{D_i} B^n(D_i \rightarrow \mu^+ X) = \frac{N_{2\mu} - N_{bkgr}}{N} \cdot \varepsilon_{id}^\mu \times R(n\text{-prong}),$$

(3)

where the sum is taken over the contributing charmed hadrons, $N$ is the total number of events in the $n$-prong sample corrected for non-charm background, $N_{2\mu}$ is the number of tracks identified as secondary muons, $N_{bkgr}$ is the number of background tracks in $N_{2\mu}$ from Table 4, and $\varepsilon_{id}^\mu$ is the secondary muon identification efficiency. The inclusive value of the ratio is calculated as a weighted sum of the ratios per topology

$$\overline{B}_\mu = \sum_n f_{C_n} \cdot B(C_n \rightarrow \mu^+ X),$$

(4)

where $C_n$ can be C1, V2, C3 or V4, and $f_{C_n}$ are the average fractions obtained from Table 2. Table 4 contains the values of muonic branching ratios as a function of the number of prongs.

The muonic decay branching ratio of the $D^0$ could be obtained by combining the results for the two-prong and four-prong samples and taking into account the branching ratio of the $D^0$ into only neutral particles, $B(D^0 \rightarrow \text{neutrals})$, mentioned earlier. This yields

$$B_\mu(D^0) = (6.5 \pm 1.2 \text{ (stat)} \pm 0.3 \text{ (syst)}) \times 10^{-2},$$

where the systematic error is determined by the precision of muon identification and $B(D^0 \rightarrow \text{neutrals})$. This result is in agreement with the value $(6.6 \pm 0.8) \times 10^{-2}$ quoted in Ref. [32].

The limit for the V4 decays could be obtained using the Feldman–Cousins approach [33] with a 90% confidence level. The result is normalized to the total $D^0$ cross-section:

$$3.0 \times 10^{-4} < B_\mu(D^0 \rightarrow \text{V4}) < 3.4 \times 10^{-3},$$

(5)

to be compared with the existing 90% C.L. limit $B(D^0 \rightarrow K^-\pi^+\pi^-\mu^+\nu_\mu) < 1.2 \times 10^{-3}$ [34]. It is also consistent with the value using $D^0$ events in the emulsion, $2.0 \times 10^{-4} < B(D^0 \rightarrow K^-\pi^+\pi^-\mu^+\nu_\mu) < 1.5 \times 10^{-2}$ at 90% C.L., which was obtained by counting the number of four-prong charm-decay events with two opposite-charge muons in the final state [35].
The average muonic branching ratio for the C1 and C3 samples taken together could be reinterpreted as the average branching ratio for charged charm hadrons \( D_s^+ \), \( D^+ \) and \( \Lambda_c^+ \) (taking into account the small number of C5 events).

The inclusive muonic branching ratio for the complete sample of charm hadrons is therefore determined to be

\[
\overline{B}_\mu = [7.3 \pm 0.8 \text{ (stat)} \pm 0.2 \text{ (syst)}] \times 10^{-2}.
\]

Our earlier result, \( \overline{B}_\mu = [9.3 \pm 0.9 \text{ (stat)} \pm 0.9 \text{ (syst)}] \times 10^{-2} \) [11], was obtained using a value for \( B(D^0 \rightarrow \text{neutrals}) \) from the observed decay channels only [32]. If the new determination for this topological branching ratio obtained in Ref. [18] is used, the previous result is reduced by \( \approx 7\% \). The results are therefore compatible given the entirely different systematic uncertainties of the two measurements. The improvement in the systematic error is significant. Because of the limited statistics of the actual sample, the energy dependence of \( \overline{B}_\mu \) could be determined in a small number of bins only. Splitting the total sample into three subsamples (\( E_{\text{vis}} \leq 30 \text{ GeV}, 30 \text{ GeV} \leq E_{\text{vis}} \leq 50 \text{ GeV} \) and \( 50 \text{ GeV} \leq E_{\text{vis}} \)) gives results compatible with each other within one standard deviation.

Strictly speaking, the muonic branching ratio measured in this analysis can not be compared directly with the results from other experiments because the beam spectra are not the same. As additional difference it should be mentioned that the present determination is a direct measurement while in the other experiments \( \overline{B}_\mu \) was extracted as one of the parameters of a fit to kinematical distributions.

In a similar manner, one can obtain the dimuon cross-section normalized to the charged-current cross-section. In terms of measurable quantities the ratio is

\[
\frac{\sigma_{\mu^-\mu^+}}{\sigma_{cc}} = \frac{N_{2\mu} - N_{\text{bkgr}}}{N_{cc} \cdot \varepsilon^d_{\mu} \cdot \varepsilon_{\text{charm}}^\text{loc} \cdot \varepsilon_{\text{charm}}^\text{rec}} \times \frac{1}{\varepsilon_{\text{charm}}^\text{rec}},
\]

where \( N_{cc} \) is the number of charged-current events in a bin, \( \varepsilon_{\text{loc}} \) are the location efficiencies from Eq. 1, and \( \varepsilon_{\text{charm}}^\text{loc} \) is the average event reconstruction efficiency of charm decaying muonically from Table 2 (evaluated to be \( \varepsilon_{\text{charm}}^\text{rec} = 0.57 \)). The result is shown in Fig. 3 as a function of energy. The average value is

\[
\frac{\sigma_{\mu^-\mu^+}}{\sigma_{cc}} = [3.16 \pm 0.34 \text{ (stat)} \pm 0.09 \text{ (syst)}] \times 10^{-3}.
\]

The CCFR experiment has extracted the value for \( |V_{cd}| \) by combining its study of opposite-sign dimuon events with a determination of \( \overline{B}_\mu \) based on the E531 data, considering only events with a visible energy above 30 GeV [2]. This approach has been adopted by the particle data group as well [32], even though it is then applied on the average over \( \overline{B}_\mu |V_{cd}|^2 \) measurements from different experiments with LO and NLO analyses. Such a procedure requires an assumption on the scale uncertainty. To avoid that, we extract the value of \( |V_{cd}| \) for LO and NLO separately. Averaging the measurements at the leading order by the CDHS, CHARM II and CCFR experiments [9], one would get

\[
\overline{B}_\mu \times |V_{cd}|^2 = (0.474 \pm 0.027) \times 10^{-2}.
\]

Selecting events from our sample with visible energy greater than 30 GeV yields a value of

\[
\overline{B}_\mu = [8.5 \pm 0.9 \text{ (stat)} \pm 0.6 \text{ (syst)}] \times 10^{-2}.
\]

Adding the statistical and systematic errors in quadrature, and combining with the value above we find that

\[
|V_{cd}|_{\text{LO}} = 0.236 \pm 0.016.
\]

Up to now, there is only one measurement at the next-to-leading order by the CCFR experiment [2]

\[
\overline{B}_\mu \times |V_{cd}|^2 = [0.534 \pm 0.046 \text{ (stat)} \pm 0.025 \pm 0.051 \text{ (syst)}] \times 10^{-2},
\]

where the last error is from the scale uncertainty. Substitution of our value for \( \overline{B}_\mu \) and symmetrization of the errors give

\[
|V_{cd}|_{\text{NLO}} = 0.251 \pm 0.021.
\]

Both values should be compared with 0.221 < \( |V_{cd}| < 0.227 \) at 90\% C.L. that is obtained when imposing CKM-matrix unitarity and only three generations [32]. Also they are compatible with our previous measurement [11] \( |V_{cd}| = 0.219 \pm 0.022 \).
Figure 3: Dimuon neutrino cross-section normalized to the charged-current cross-section as a function of visible energy. The solid crosses show CHORUS result and the dashed ones is the average over the other dimuon experiments [36].
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