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ABSTRACT

A class of audio-visual content is segmented into dia-
logue scenes using the state transitions of a novel hidden
Markov model (HMM). Each shot is classi�ed using both
audio track and visual content to determine the state/scene
transitions of the model. After simulations with circular
and left-to-right HMM topologies, it is observed that both
are performing very good with multi-modal inputs. More-
over, for circular topology, the comparisons between dif-
ferent training and observation sets show that audio and
face information together gives the most consistent results
among di�erent observation sets.

1. INTRODUCTION

Digital multimedia content has been grown enormously within
the last decade. Management of this huge content with lim-
ited computational power and networking capacity requires
sophisticated algorithms. These algorithms are required to
extract the descriptions of data for di�erent applications.

A typical application is of �nding conversations of peo-
ple in multimedia content. Among major multimedia con-
tent classes [1], �ction entertainment class includes mostly
post-edited content, such as movies, TV-series and sitcoms.
In this class, the stories are presented to the viewers after
they are edited by the experts in the content production
area. This paper presents a novel method which determines
the dialogue scenes from a content in �ction entertainment
class. Although, every multimedia data might contain hu-
man communications (i.e. dialogues) in its content, the
proposed model is more appropriate for motion pictures or
TV series, which are basically, post-edited after recording
for improving the presentation of the events (dialogues, ac-
tions) to the viewers.

Dialogue scene analysis is especially necessary for ab-
straction purposes. Rather than assigning key-frames for
each shot of a video clip, it is more meaningful and eÆcient
to represent the clip by a number of key-frames or short
trailers for each dialogue scene. Moreover, the quantitative
analysis between the durations of dialogue and non-dialogue
scenes might also give an idea about the genre of the movie,
as well.

2. SCENE ANALYSIS

While a shot is usually de�ned as a single continuous record-
ing of a camera, a scene consists of concatenation of shots
(combined during editing stage), possibly recorded at the
same location and presenting a meaningful part of the whole
story. Finding semantically meaningful parts of the story
(i.e. scene analysis) is a necessary (also a challenging) step
in multimedia indexing. Such an analysis is an important
step from low-level features, such as color, motion, voice
pitch, to the high-level semantic descriptions of the con-
tent.

2.1. Multi-modal Scene Analysis

Multi-modal analysis combines di�erent components be-
longing to the same information content. In other words, for
a movie, one might integrate video, audio, closed-caption or
textual overlay information together for di�erent applica-
tions. Although, it has obvious advantages over uni-modal
analysis, the fusion of data with di�erent nature is still a
diÆcult problem to solve.

Multi-modal approaches have been investigated for shot-
boundary detection [2], speaker-dependent temporal index-
ing [3], story unit identi�cation [4] and violent scene de-
tection [5]. The simulation results of all these techniques
point out an improvement over uni-modal counterparts, as
expected.

2.2. Dialogue Scene Analysis

Although it is very diÆcult to give a precise de�nition, a
dialogue scene can be de�ned as a set of consecutive shots
which contain conversations between a number of people.
There are two challenging goals for the dialogue scene anal-
ysis : determining a dialogue as a whole (neither totally
missing it nor erroneously dividing it into multiple sub-
dialogues) and �nding the boundaries of a dialogue (which
can be quite subjective in some cases) with a good accuracy.

It is also possible that some shots in a dialogue scene do
not contain a conversation or even a person, but it should
still be included in the dialogue due to semantic coherence.
For example, while two people are talking to each other, the
shots usually contain the faces and speech content of these
people. In order to emphasize another subject, the director
of the movie may insert shot(s) of another object or loca-
tion between these shots. Since the conversation continues



after this short interrupt, although visually irrelevant, but
semantically relevant shot(s) should also be included into
the dialogue scene, as well. However, such random events
make the analysis more diÆcult due to their indeterministic
nature.

The analysis of a dialogue scene is usually achieved by
using either a deterministic or a probabilistic approach.
While the deterministic methods usually cluster consecutive
shots by utilizing appropriate measures [1, 4], the proba-
bilistic methods use hidden Markov models (HMM) to rep-
resent their states (i.e. scenes) in the content [6]. Although,
both approaches are still quite immature and there is no
fair comparison yet, HMM-based formulation looks more
promising due to two factors [6]. The �rst reason lies within
the random behavior of any natural language which does
not permit to put a number of deterministic rules to model
this behavior. As the second reason, following the analogy
between spoken and visual languages (cinema), statistical
models are also expected to parse the shots of a movie (like
the phonemes of a word) better compared to non-statistical
approaches. Moreover, clustering is not exible enough to
parse video programs into useful syntactic structures [6].

3. HMM-BASED MULTI-MODAL DIALOGUE

SCENE ANALYSIS

Considering the performance of multi-modal video index-
ing and HMM-based dialogue modeling, we propose a novel
method that detects the dialogue scenes in a movie using a
multi-modal HMM-based approach.

3.1. The Elements of a Dialogue Scene

A dialogue scene requires three elements at the same time;
some people, their conversation and a location. The impor-
tance of these three components might di�er. Intuitively,
the conversation between characters is the most important
among the three elements. On the other hand, a common
location might not be necessary for a phone conversation
scene, hence it is the least de�ning factor.

The elements of a dialogue must be extracted from the
multimedia content. The simplest way to detect a conver-
sation is to use the audio track of an audio-visual content.
Since it is common to show the face of speakers during a
dialogue, face analysis is a good choice to determine the
presence of people within shots. Finally, the location infor-
mation usually requires some simple visual clues.

3.2. Dialogue Scene Analysis Hierarchy

Multi-modal dialogue scene analysis can be categorized into
a three-level hierarchy according to the (computational)
complexity of the resulting systems. This classi�cation is
shown in Table 1.

The applications, which require considerably lower com-
plexity, may simply use methods which have silence/no-
silence segmentation of the audio track data and a set of vi-
sual shot boundaries. An improvement is shown over shot-
boundary detection compared to using only visual data [2].
A method from high-level analysis class possibly requires
robust unsupervised speaker, face and location classi�ca-
tion algorithms, in order to segment speech signals into N

Level Audio Visual Resulting

Analysis Analysis system

Low silence/ shot shot

no-silence info detection

Mid silence/ shot info + dialogue

music/ face/noface + scene

speech old/new locat. detection

High silence/ shot info + dialogue

music/ face1...M scene

speaker1...N locat1...K description

Table 1: Classi�cation of multi-modal scene analysis ac-
cording to computational complexity levels of the algo-
rithms.

speakers in a soundtrack, to classify faces of M di�erent
people in a movie, and to detect K locations in which the
events take place, respectively. Considering the state-of-
the-art audio-visual analysis methods, all these three goals
are computationally quite complex. Moreover, they might
not be robust against generic scenes and soundtracks.

In this paper, we focus on medium-complexity tech-
niques. These methods require only a classi�cation between
silence, speech and music data for their audio analysis part.
This problem is relatively easier to solve [4]. For the visual
part, we only need to �nd whether a face exists at each shot
or not. Face detection is also a mature topic with robust
solutions [6, 3]. Finally, location analysis can be simpli�ed
into detection of signi�cant changes between shots using
simple histogram-based methods [7, 2, 5].

3.3. Hidden Markov Modeling of Dialogue Scenes

Hidden Markov Models (HMM) are powerful statistical tools
which have been successfully utilized in speech recognition
and speaker identi�cation �elds [8]. Recently, they have also
found applications in content-based video indexing area for
solving video scene segmentation [6] and shot-boundary de-
tection [7] problems.

HMM-based analysis usually requires answers to the
questions, below. While the �rst three questions depend
on a particular design, the last two problems have general
solutions in the literature [8].

� What are the hidden states?
� How are these states connected (i.e. topology) ?
� How do we observe the hidden states?
� How do we obtain the statistical parameters of HMM?
� How do we �nd a state sequence for an observation

data set?

Assigning the scenes of the content to the states of the
HMM is the most straightforward approach. According to
the scene classi�cations of content producers, the states of
the model can also be determined. Dialogue, action, estab-
lishing and transition are the mostly employed scenes by
producers.

The HMM states can be related with each other using
di�erent HMM topologies. One possibility is a left-to-right
HMM state diagram (Fig. 1.a) while another is a circular
HMM (Fig. 1.b). Left-to-right state diagram simply tells



that movies start with a state, called establishing scene,
which is followed by a dialogue scene. Once a dialogue
scene ends, we enter into a transitional (or establishing)
scene in which a conversation does not exist and this order
repeats itself. As an obvious drawback, left-to-right model
strictly requires knowing the number of scenes (states) in
the content, beforehand. On the other hand, without such
a constraint, circular topology can be constructed from only
two states, representing dialogue and non-dialogue scenes.
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Figure 1: (a) Left-to-right and (b) circular HMM state di-
agram for modeling dialogue scenes in movies.

At each HMM state, there are some observable output
symbols with some associated probabilities. The observable
symbols are important factors which determine the perfor-
mance of the model. For HMM-based dialogue scene anal-
ysis, the output symbols can be obtained by merging com-
binations of conversation, face and location descriptions.

Once the model topology and observation symbol set
are determined, the next step is of training the model by
some data and determining the initial, state-transition and
observation probabilities. Baum-Welch algorithm [8] is the
well-known solution for training HMMs. After the model
probabilities are obtained by using the training data, the
observations of a test data are fed into a dynamic program-
ming routine in order to obtain the best state-sequence, i.e.
the sequence of scenes in the video clip.

4. SIMULATIONS

Simulations are conducted to compare di�erent topologies,
di�erent observation symbol sets and the e�ects of di�erent
training data on HMM-based dialogue scene analysis. Since
the extraction process is not a factor for these comparisons,
it is assumed that all such low level descriptors are avail-
able. In other words, audio and video features are obtained
manually from training and test data sets.

4.1. Simulated system

The block-diagram of the simulated system is shown in
Fig. 2. As a �rst step, it is necessary to decode and de-
multiplex the compressed input bit-stream (consisting of
audio and video data) into its audio and video compo-
nents. While video signals are parsed into shots using one
of the shot-boundary detection algorithms, shot informa-
tion is also used in audio analysis to determine whether the

soundtrack of that shot contains speech, silence or music
content. This audio classi�cation can be obtained using en-
ergy thresholding and frequency analysis [4] and its output
will simply be either speech (T) or silence (S) or music (M)
for that shot.

Shot segmented video should be further examined to
detect faces within frames of each shot. Either a simple
skin color detection or a more sophisticated method can be
utilize to obtain face (F) or no-face (N) information for that
shot. For location analysis, the histograms of consecutive
shots can be compared to check whether there is a similarity
between the current and the last (also one previous shot be-
fore the last) shots using a threshold, probably higher than
the threshold used during shot boundary detection. The
result of this operation gives whether the observed scene
(location) is changed (C) or remained unchanged (U) for
consecutive shots.

face/no-face
detection

shot-boundary
detection

classification
music/speech/silence

location change
detection

Dynamic
Programming

Training
(Baum-Welch)

   &
Demux

Decode

Audio-Visual
Data

Token 
Generator

state sequence

Training data

initial HMM

HMM

M/S/T

F/N

Description SchemeDescriptors

A
U

D
IO

V
ID

E
O

C/U

Figure 2: The block diagram of the proposed system

The Token Generator (Fig. 2) simply combines the out-
put of three analysis kernels to obtain one token for each
shot. For example, a shot of a movie without a human face
and some music in the background will be represented with
the token MNC (i.e. Changed location, with No-face and
Music at the background). Hence, the token generator will
represent each shot with a token consisting of three letters,
which are obtained from all possible combinations of sets
(S,T,M), (F,N) and (C,U). Finally, the model parameters
(state change and state output probabilities) are used to
obtain the best state sequence corresponding to the input
token sequence by using dynamic programming (i.e. Viterbi
algorithm).

4.2. Simulation Results

During our simulations, audio-visual content from MPEG-7
Test Data Set (CD-20 [Spanish TV Movie], 21 [Spanish TV
Sitcom], 22 [Portuguese TV Sitcom]) is used for training
and test purposes. The ground-truth data is obtained by
assigning every shot to a \true" state/scene, subjectively.

The left-to-right and circular topologies are compared
according to a criterion which measures the di�erence be-
tween ground truth and computed state sequence output.
Shot accuracy, R1, simply �nds the ratio of correct assign-
ments to the total number of shots. The results are tabu-
lated in Table 2. It should be noted that for circular topol-
ogy, the input data (tokens) is pre-segmented such that they
contain one establishing scene, one dialogue scene and one



transitional scene. Both left-to-right and circular topolo-
gies are trained by all the available data. The observation
symbols are selected as combinations of audio, face and lo-
cations information. A typical result for circular HMM is
presented at Figure 3 with some randomly selected key-
frames for each scene.

Table 2: Shot accuracy, R1, for di�erent test data sets

R1 CD-20 CD-21 CD-22

Left-to-right 0.92 0.98 0.99

Circular 0.71 0.82 0.94
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Figure 3: Dialogue scene analysis for MPEG-7 Test Data
Set (CD-21) using a circular HMM (Ground truth is shown
as a pulse diagram while dialogues are solid lines).

While both topologies are quite successful for assigning
shots to correct scenes, the simulation results reveal that
left-to-right topology performs better compared to its cir-
cular counterpart. However, left-to-right topology requires
a-priori knowledge about every scene, hence usually it is
diÆcult to use in practice. The next stage of simulations
are conducted on circular topology to test its performance
on di�erent observation symbol and training data sets.

At this stage, the performance between the ground truth
and computed values is compared using not only R1 , but
also scene accuracy, R2 parameter, which is de�ned as the
ratio of correct scene assignments to the total number of
scenes, either dialogue or non-dialogue. For this parame-
ter, the transition point between scenes does not need to be
exact but a disjoint scene is strictly necessary for consider-
ing a correct scene detection.

Three di�erent set of observation symbols are tested,
as audio-only, audio+face and audio+face+location. These
di�erent set of data are also tested for di�erent training
data, as self-training by the test data, training by all data
including and excluding test data, respectively. The results
of this experiments are shown in Fig. 4, after combining
the individual results for the available three test data sets,
CD-20, 21 and 22.
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Figure 4: R1 (left) and R2 (right) for di�erent observation
sets and training data

According to the simulation results, the performance
improvement due to utilization location information is not
signi�cant. Audio-only observation set still provides good
results but its performance depends on training data.

5. CONCLUSIONS

A novel dialogue scene detection scheme is proposed with
multi-modal inputs and probabilistic modeling. For both
circular and left-to-right HMM topologies, the scene tran-
sitions are determined with a good accuracy. For the more
practical circular topology, among three observation sym-
bol sets, the set with audio and face information gives the
best performance for di�erent training data.
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