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ABSTRACT

A BAYESIAN BELIEF NETW ORK BASED DELAY RISK ASSESSMENT
TOOL FOR TUNNEL PROJECTST BBN TUNNEL

K¥SEOJLU BALTSA M ¢AJI L

Doctor of PhilosophyCivil Engineering

SupervisorProf. DrM. Tal at Birg°°ng¢gl
Co-SupervisorProf. DrKr em Di letmmen Tok

May 2019 264 pages

Tunnel constructions are characterized by high degrees of uncertainty, due to two
major factors;-geologic conditions, which can seldom be exactly known -and
uncertainties in construction process itself as it highly depemdse performance of

the equipment and workmanship. Therefore, due to the specific properties of tunnel
construction projects, there is an increasing urgency to assess and manage the risks
systematically. Initially, an extensive literature review wasiedmwut to identify risks

and proposed methods for risk identification in tunneling projects. Then, to gain
insight into the practice of risk assessment of tunneling projects within the industry,
current practices in a construction company are investigatddesearch needs are
determined. In the light of these findings, major aims of the thesis are identified as;
construction of a risk taxonomy that links risk with delay, development of a
methodology for risk assessment and a tool that can be usedtityidsk mitigation
strategies to minimize delay. In collaboration with a construction company, first,
major risk events, vulnerability and risk factors were determined, and a taxonomy was
developed. Then, a dependency based probabilistic risk analygisdrigased on
Bayesian Belief Networks (BBNs) was proposed. BBN model was developed and

validated by utilizing several expert knowledge elicitation techniques. Finally, a



decision support tool, BBN Tunnel, that can predict delay and estimate thHere®st
impact of utilizing different strategies was developed. BBN Tunnel was tested,
validated and its utilization in a real project was demonstrated by a case study. Results
demonstrate that the methodology and tool may be used to integrate several risk
factors draw a comprehensive risk map, predict delay and help decsars to

formulate risk management strategies to mitigate delay.

Keywords:Risk Assessment, Bayesian Belief Network, Tunnel Projects
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T¢e¢nel air@gk d a&tmle | ol arak iki ana nedenden d
bunl ar tam ve kesin olarak belirlenemeyer
ve i K-i1lik performanséna b¢yeé¢k °1 -¢de ba
kaynaklanan belirgil i k1| er ol arak tanémlanmaktadeér.
dojrusal ve kendine °zg¢ °zellikleri ned:ée
ol ar ak dejerlendirilip y°netil mesi be¢yé
projelerindeki risklerinb | i r | enme s ve risk belirl eme
bir |l iterat¢r araxktérmasé yapeéel mékteéer. C
dejerl endirme y°ntemler:i hakkénda bil gi
firmaséndaki uy ovlel aamaalkatré rinrmac egleernenkiski ni ml e
kapsamda, tezin temel ama-1| ar ée; geci kme
ol ukturul mase, bir risk dejerlendirme me
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dojrul anméxkter. Son ol ar ak, geciskgmee s¢resir

etkilerimni tahmin edebileh, boruktuaul hest ek.
Tunnel, test edil mik, dojrul anmék ve °rnek |
uygul anméxkt éer . Bu -al eékmal ar neticesinde, g

fakt°rlerini entegre et maéckmekitalpnsnsetmeke bir r i s

ve karar vericilerin gecikme riskini azal't
ol uktur mal aréna yardémcée ol mak ama-1|1aréyl a Kk
Anahtar KelimelerRi sk Dejer |l endi r me, Bayes Knan- Aj é,
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CHAPTER 1

INTRODUCTION

This chapter of the tlsé&s introduces the research background on project risk
assessment literatui@ayesian Belief Networks in risk assessment reseproblem
statement for tunnel projects, aims and objectives of the research, proposed
contributions and the structure of tissertation.

1.1.BACKGROUND OF THE STUDY

Risk is generally described as an uncertain event/condition which has a positive or
negative result on project objectives (PMI, 2013). Risks bring about rewards or threats
to the project success and management okthisks (i.e. risk management) aim to

increase the effects of positive events and reduce impacts of negative events.

According to PMI (2013), risk management is one of the ten functions of project
management. It consists of planning, identifying, analysgponding, monitoring and
controlling project risks. An effective risk management process not only allows
examining alternatives and controlling/reducing threats that leads to delays, costs and
disputes, but also ensures being prepared for treatmergkef improving project
performances and increasing the chances of success through directing the decision
makers towards predetermined objectives. According to Guofeng et al. (2011), the
process becomes more demanding for construction projects duatodbat of time,

high construction costs and the complex network of parties involved in such projects.

ISO (2009) refers to risk assessment as the combination of; identification, analysis and
evaluation steps in the overall risk management procedureaklivdl{1995) argues

that the assessment stage is crucial in order to accomplish project success and



decisionmaking and Skorupka (2008) supports the idea that without successful
application of risk identification and assessment processes, the other staigks of
management cannot be effective. Therefore, for construction projects as well, risk
assessment should constitute the first and the most important stage of the risk

management procedure.

The first methods utilized for risk assessment included prasibimethods and

Monte Carl o si mul at iingpact matrices we!@ 8sedfer rigkr obabi | i
analysis. Ashley and Bonner (1987) utilized influence diagrams to determine the

effects of political risks on project cost and earnings for internationatrmtion

projects. At the end of the same decade, fuzzy theory was introduced to the
construction risk assessment field (Taroun,
process (AHP) and again influence diagramming were used in the construction

indugry which were later utilized for developing decision support systems in risk
assessment processes (Taroun, 2014). However, these risk assessment methods that

have been conducted so far were lack of analyzing the dependencies between
governing risk facta. In order to overcome this obstacle, Bayesian belief network

(BBN) was one of the first methods that have been proposed in the literature to model

the relations between risks in the construction industry (Taroun, 2014).

The BBNs most basically use cotohal probabilities to define the causal relations
between the variables in a problem domain. The most distinct property of BBNs in
risk assessment is that they provide the advantage of combining probabilistic
information and interrelations between vates. The attractiveness of using BBNs in

the analysis of uncertainties has increased around 1995 (Fan and Yu, 2004). According
to Weber et al. (2012), use of BBNs in risk analysis perspective increased especially
since 2001. One of the first contributiomere made by Hudson et al. (2002) and Qien

(as cited in Weber et al., 2012) integrating multiple aspects of the problem that is being
analyzed. The major strengths of BBNSs in risk analysis has been reported by Weber
et al. (2012) as;



- Ability to representomplicated systems with multiple interdependencies,

- Ability to quantify relations between low probability and high probability events
contributing to the overall outcome,

- Providing combination of real case data and expert knowledge,

- Ability to perform prdlem diagnosis and feedback analysis for risk assessment

and mitigation purposes.

In the construction industry, utilization of the BBN method focused initially on
determining operational efficiencies, system diagnosis, productivity estimation, cost

estimaion and probabilistic risk analysis (Luu et al., 2009).

In this research, the objective is identified as determining schedule risks in tunnel
projects and to develop a BBN based decision support tool for predicting project
delays. The reason behind fomgson tunnel constructions, utilizing the BBN method

and the process behind development of the tool is provided in the following sections

of this thesis.

1.2.PROBLEM STATEMENT

Tunnel construction has been increasingly accelerating throughout the world. They
constitute one of the many aspects of transportation infrastructure projects, that make
041. 6% of the worlddés GDP (OECD, 2019).
involved in tunnel projects like highway tunnels or railway tunnels, these projects

pos®ss an important part in the infrastructure investments.

Underground infrastructure works (i.e. tunneling) is characterized by high degrees of
uncertainty, due to two major factors; geologic conditions, which are seldom known
for certain, uncertainties wolved in the construction process itself as it highly
depends on the performance of equipment and workmanship. To specify, these

projects include high risks on all parties due to the inherent uncertainties, varying



ground conditions along the tunnel lemgimportance of design details for critical
damage/collapse of the tunnel, high investment costs, combination of many factors for
tunnel safety and complex mechanical operations that are utilized during the tunnel
boring process. As a result, there hae®rb many incidents in various tunneling
projects, that have resulted with delays, cost overruns, or injuries and loss of life.
According to Artopoulos (2015), in the period between 12925 twentysix tunnel
projects faced collapse or losses due to floofire, based on design or workmanship
errors. The total amount of costs associated with these failures reach 621 million USD.
As these projects use large amounts of resources and have been widely publicized,

society pressure is usually high when facimgse problems.

Tunnel projects involve many different sources of risks in terms of both estimated
costs and project durations. Various researches have been conducted for risk analysis
of tunnel constructions however, majority of existing risk analysitesys deal only

with the effects of certain geological, construction uncertainties and tunnel safety
issues. On the other hand, there are other sources of risks which have not been
considered in, that can have substantial consequences on the tunnel processe

In addition to the limitations in scope of identification of risks, there are certain
drawbacks in applying risk assessment met hod
it is noted that the majority of the risk assessment methods involve eitbienohéstic

approaches or intuitive analysis of specific problems. However, according to Eskesen

et al. (2004), effective risk management processes can be accomplished by clear

definition of objectives, risk mitigation actions and involvement of variougegro

participants. Therefore, there is an increasing urgency to comprehensively assess and

manage the risks associated with tunnel construction projects.

For the largescale projects such as tunnel constructions the project success is usually
measured bychedule performance. According to Han et al. (2009), time overrun is
the major dominating concern of project performance which also highly effects cost

overruns and disputes. Therefore, controlling delay risks in tunnel constructions also



provides means tainimize cost risks. Konstantis et al. (2016) examined various
tunnel projects and found out that the time overruns in tunnel constructions range from
1 month up to 4 years with an average of approximately 18 months. Siang et al. (2017)
and Konstantis edl. (2016) also suggested that time overruns typically impact cost
increases. Thus, schedule risk analysis in tunnel projects provide the key measure for

a feasible risk assessment.

As a result, based on the limitations of current risk assessment mbtieitysgiven

here and due to reliance on schedules for success in tunnel projects; this thesis is
focused on developing a methodology that is able to incorporate accumulated past
data, consider relations between various risk sources, determine feaslkble ri
mitigation strategies and provide a decision support mechanism for tunnel projects to
maintain an efficient delay risk assessment process. While BBNs have been chosen to
create the probabilistic delay risk assessment model, to accomplish the decision

support perspective a tool is created.

1.3.AIMS AND OBJECTIVES OF THE RESEARCH

The main objective of this research is to provide a novel project risk assessment
methodology for tunnel projects based on an empirically validated computational
model. The model iexpected to reflect the characteristics of TBM type of tunnel
projects and provide a comprehensive framework that can handle external and internal
project risks involved for contractors, that can be used in different project stages until
the constructions completedDue to the advantage of combining expert data and
probabilistic analysis, BBNs have been chosen as the basis to carry out the delay risk
assessment methodologho automate the risk analysis calculations and provide a
decision support mecham, a risk assessment tool is created based on case study
research and company specific data. Combined together, delay risks in tunnel projects
will be assessed and risk mitigation strategies will be evaluated by TBM tunnel

professionals.



In light of thesethe objectives of this thesis are identified as;

- To conduct case study research in national and international tunnel construction
projects, understand the problems faced in real tunnel projects and identify the risk
involved.

- To develop a generic risktanomy for tunnel projects that links with delay. This
risk taxonomy will contain information regarding categories, sources, potential
causes, consequences of schedule risks. The taxonomy will be made available to
contractors and experts in the tunnelingld and aims to provide the most
comprehensive tunneling risk data available.

- To develop a Bayesian network of Helated factors that impact delay which will
lead to a better understanding of the main causes, consequences and relations
between the riskactors.

- To develop a risk assessment methodology specific for TBM tunnel constructions
using BBN, that includes various project parties contributing to delays in tunnel
projects.

- To demonstrate how strategies can be formulated to decrease/elimingtntesul
delay risks in tunnel projects.

- To create a decision support tool for tunnel projects practitioners for delay risk

assessment and risk handling purposes.

1.4.CONTRIBUTION

This research will provide a comprehensive risk assessment method with a decision
support tool to predict delays and formulate strategies to minimize delay for tunnel
projects. The developed methodology will systematically analyze the risks, their
dependencies, their contribution to time overrun (delay) and impacts on project budget
if different strategies are used to mitigate them. In order to do this, a risk taxonomy

is developed, a delay prediction model is created by utilizing BBN method and finally,



a tool is built that will aid evaluating alternative risk mitigation strategiegtoeése

project delay in tunnel projects.

The explained method is developed through experience and real case projects of a
construction company and is tested through actual project data. This experience is
aimed to provide an insight for other companieshie field, as it will improve the

current intuitive processes. The methodology will enable the tunnel contractors to
identify the relevant risks involved in each project, estimate their impacts on project
delays, formulate and examine different strategegether with their cost outcomes.

As stated by Eskesen et al. (2004) the risk management approaches in tunnel projects
can be effective i f have the whols ksk maaagemgre me n t
process in their minds when carrying out their wirk

1.5.DISPOSITION

This research is composed of six consecutive sections to develop the delay risk
assessment decision support tool; 1) research design, 2) developingdalaisk
taxonomy, 3) developing the computational delay assessment model, 4) developing
the decision support tool, 5) validation of the tool, 6) implementation of the

methodology on a real tunnel project.

In Chapter 2, research background is summarized on tunnel constructions and project
risk assessment methods. After briefly introducing thenieahbackground of tunnel
works, the risk assessment literature on tunnel projects are provided and research on
delay risks is concisely summarized. Next, literature on project risk assessment and
management is given. Special emphasis is given on regemsk management
concepts, brief description of Bayesian theory and use of BBNs in the section on

project risk assessment.

Chapter 3 constitutes the foundation of this research, which aims to explain the

research objectives and the methodology adoptedhis thesis. The research



development process in this thesis has been carried out in collaboration with a
construction company. Therefore, this chapter starts with the brief introduction to the
company and the case study research methods. Then, casepsijetys of the
company are summarized and discussions on limitations in current tunnel risk
assessment methods are depicted. Research objectives are defined to overcome the
identified limitations. Based on these and the works of Luu et al. (2009) adein@ar

et al. (2014), a research design is developed. In the final section of this chapter, the
methodology of the research is described based on the research objectives identified

and the methods that are used throughout the thesis.

In Chapter 4, the riskaxonomy that is created to provide a comprehensive database
for risks involved in tunnel projects is introduced. Findings from the literature,

empirical research, and experts are given.

Chapter 5 presents the development of the BBN based delay risknasseswodel.

In this phase of the research, experts are consulted most intermittently. Therefore,
theoretical background on expert knowledge elicitation is given in the beginning of
this chapter. Following the theoretical background, the expert elicitagsgsions
carried out during this phase are summarized. The model development process is
explained through mapping of the BBN model and numerical probability assignments
of tunnel construction risks through these elicitation sessions. In the final sdution,

created model is subjected to sensitivity and assumptions testing procedures.

After these tests are finalized, the decision support tool is developed as explained in
Chapter 6. In order to do that, strategies are defined for risk mitigating purpbess.

using the results of sensitivity analysis and identified risk mitigation strategies, the
decision support tool with a unique user interface is developed to automate the risk
assessment method. This tool contained the risk assessment and stras=gyesdse
aspects and named as BBN Tunnel. In order to accomplish these steps, numerous

expert elicitation sessions have been conducted.



After the BBN Tunnel tool is presented, validation of the developed methodology is
explained in Chapter 7. The chaptertstédy providing a brief theoretical background

on validation methods emphasizing the BBNs. Then a suitable validation
methodology is developed and explained in order to meet the requirements of this
research. It consists of validating the BBN model a$ agthe decision support tool.

The final section of the chapter summarizes the findings of these numerous validation

tests.

In Chapter 8 the final phase of the research is described. It involves implementation
of BBN Tunnel tool to a completed real cagedy tunnel project. Similar to the
previous research phases, expert elicitation methods have been used and discussions
on implementation results that are carried out with two different experts taking part in
the same case study project have been prekente

In the final chapter, Chapter 9, the research findings are summarized with emphasis
on the most important outputs pinpointing the novelty of the methodology that is
developed in this thesis. Major findings of the research, its contributions to thg theor

expected benefits for practice and recommendations for further studies are stated.






CHAPTER 2

RESEARCH BACKGROUND

2.1.INTRODUCTION

The process of construction projects in general is complicated and involves many
parties. In case of tunnel constructions, thereleg@f uncertainty increases more as
these projects also involve additional ambiguities due to geological conditions,
performance of technical equipment and specialized workmanships. This chapter
overviews the theoretical backgroundtohnel projects angroject risk assessment

and risk management subject® do this, first a brief history of tunnel constructions

is given, emphasizing railway tunnels. Then technical summargon$truction
methods applied in tunnel constructing is introduced by stresgihg@ BMs and
previous studies on tunnel risk assessment are briefly reviedfest. that, risk
assessment and risk management concepts are described in this chapter. Then, the
Bayesian theory is introduced to provide background for the forthcoming research
with also announcing the widely used Bayesian Belief Network (BBN) method
developed by Pearl (1982). In the final section, applications of BBN for project risk

assessment are reviewed.

2.2. TUNNEL PROJECTS
2.2.1.History and Evolution of Tunnel Constructions

Tunnelconstruction was originated from the need of passing over natural barriers such
as mountains or sources of water. In modern times, the main uses of tunnels are mainly
for railway, road or pedestrian transportation, navigation, and conveyance for water

suppy, sewerage, hydroelectric power plants and routing power cables (Garry, 2012).
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According to Garry (2012), the earliest underwater tunnel was built by the

Babyl onians at 2180 B.C. with the Acut and
for diversion ofits bed. Even though it is detailed in Section 2.2.3;atugkcover

generally is referred as a tunneling method which starts by excavation of a trench,

followed by constructing the tunnel structure and finalized by covering the tunnel roof
(orleftopenacor ding to purpose) (Pamuk-u, 2015) .

The ancient Greeks and the Romans built several tunnels for carrying water and
mining. The tunnel of Samos on the Greek Island of Samos excavated in 6th century
B.C., is regarded as one of the greatest engineeringvachents of early times. The

1036 m long tunnel was excavated through solid limestone using picks, hammers and

chisels for water conveying purposes (Apostol, 2004).

Meeting poin
Northern tunne .y

Tunnel Trench

’ Galleries under the main tu
Water conveying clay pipe

(@) (b)

Figure 2.1. The Tunnel of Samos (a) Cross Section of the tunnel (Apostol, 2004); (b) A sketch of
meeting points of the tunnel boring sections (Angistalis and Kouroumli, 2014)

After the use of gunpowder, conventional methods in tunneling such as shovels and
picks have been replaced by blasting. At a more recent history in Europe, the first of
several major canal tunnels was built in France. Canal du Midi, also known as Canal
Royal de Languedoc, was part of the first canal linking the Atlantic Ocean and the
Mediterranean Sea, built in 1663 with a length of 157 meters and a cross section

of 6.7 by 8.2 meters (Chapman et al., 2010). In United Kingdom, development of the
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canal systems during the industrial revolution in the 18th century gave examples of
one of he first tunnels with considerable lengths; the Grand Trunk Canal (1777),
Standedge Tunnel (1811) and Harecastle Tunnel (1827) (Stack, 1982). In the 18th and
early 19th centuries many other canal tunnels were built in Europe and United States
(Kolymbas, 208).

Tunneling shield method was one of the breakthroughs in the field, which was
introduced by Sir Marc Isambard Brunel to excavate a tunnel beneath the River
Thames in London in 1825 (Garry, 2012). The method involves construction of a cast
ronshield al so known as Brunel 6s Shield, to

miners.

The workers still did the excavation work, threw the spoil on a moving platform and
erect the brickwork lining the tunnel. The section of the tunnel was rectangular, and
the lining was constructed with bricks (Figure 2.2). Unfortunately, the tunnel
construction had to be stopped due to various disrupting incidents caused by soil

conditions and was finally finished in 1842 (Chapman et al., 2010).

Figure 2.2 Longitudinal Section of the Thames Tunnel (Thames Tunnel Corporation, 1836; Credit:
New York Public Library)
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2.2.2.Evolution of Railway Tunnels

The growth of the mining activities since the 19th century had also an accelerating
effect on tunnel engineering which triggered new developments. Conventional
tunneling worldwide was dominated by timber until this period, then it was gradually
replaced by steel and combination of timber and steel as support systems. Starting
from 1830 wih the introduction of railway constructions, tunneling increased in the
UK immensely (Chapman et al., 2010). During the period of 1BHD it further
advanced with the creation of TBMs that will be summarized in Section 2.2.3.4.
During this period, tundeonstructions in UK reached 50 with railway transportation

projects.

In the second half of the 20th century and early 21st century, due to increased urban
populations, there was a higher demand for distribution of underground railway
tunnels in the urbratransportation network. Longo (2006) claims that the main reasons

for the increase of underground transportation can be listed as;

- public pressure for a better quality of life in the cities,
- technological advances,
- increasing cost of surface area in tges and the impact of construction at the

surface.

These lead to the construction of various novel tunnel construction projects for railway
transportation, from L°tschberg Base Tunnel,
and Marmaray Tunnel in Turkey tChannel Tunnel between France and United

Kingdom.

2.2.3.Tunnel Construction Methods

There have been many developments in type of tunnel constructions to improve the
practices and respond to specific needs of different constructions. Type of these

methods varie due to ground properties, safety requirements, above ground
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conditions, construction time and costs. The common types include Cut and Cover,
New Austrian Tunneling Method (NATM), Shield Tunneling, Tunnel Boring
Machine (TBM), and Drilling and Blasting.tler types include Pipe Jacking, Jacked
Box Tunneling and Immersed Tube Tunneling methods.

In this section, three main groups; Cut and Cover, NATM and Shield Tunneling
methods will be detailed further however, Garry (2012) can be examined for

description dother mentioned methods.
2.2.3.1.Cut and Cover Tunnels

The cutandcover method provides an alternative tunnel construction technique
which involves; construction of the tunnel structure in a trench or with braced
excavation (named as cut) and then it is bdekif(named as cover). For constructions
close to ground surface or in locations with no important constraints, this method
provides a more practical and economical option for shallow tunneling with depths
between 1015 meters (Chapman et al., 2010).

There are two forms in this construction type; the botigmnmethod and tegown
method. For less congested sites, the betipmmethod is preferred where the
excavation can be done from the ground surface with the sides supported. The
construction is carriedut within this excavation and when finished is backfilled and
the surface is reinstated. Alternatively, in the-tlqevn method, the support walls and

cap beams are constructed first from the ground surface by using diaphragm walls or
piled walls. Then théunnel roof is constructed with access openings. The area left
from these access openings are reinstated and the construction below the roof
continues from these openings. After the construction eéiedtover sections, the
portions of tunnel excavaticere usually carried out by using various other methods
like NATM or TBM methods.

In metro constructions, it is common for stations to be constructed by one of the above
described cuaindcover methods. However, especially in urban areas due to space

limitations for access shafts, surface traffic and infrastructure diversions, costs can
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rapidly increase. Therefore, selection between tunnel boring andndabver
methods is made after a careful assessment. The tunnel boring construction methods
provides &ss disruption to traffic and surrounding environment as all the work takes

place below ground surface.
2.2.3.2.The New Austrian Tunneling Method (NATM)

The New Austrian Tunneling Method (NATM); was claimed to be originally
devel oped 19500s si rvwohu Rterbicae wb yx zL adielpad
Pacher. Its name was first introduced by Rabcewicz in 1962 (Garry, 2012). The
method works on an observational procedure where it principally allows the ground

to deform between two linings to stabilize the tuntsalf. Geotechnical instruments

are installed to measure the deformations and stress distributions within the rock mass.

Some of the main principles of the method

listed below:

1. The tunnel is constructed by sequali excavating and supporting the tunnel.

The process depends on the response of the ground therefore, every deformation
of the excavation is measured. It is essential to monitor the performance of the
excavation, the deformations of the ground and ofrifteal support, as well as

to verify the initial support design and change it if necessary.

2. Typically, the tunnel cross section is divided into a number of smaller faces;
usually two or three sections (crovmeading, bench and invert). This number can
beincreased depending on the cross sections or poor ground conditions.

3. The ground is the main support to the excavated tunnel. The rock mass determines
the support measures that need to be adopted. The constructed support system
usually consists of shotdee reinforced with fiber or steel mesh in combination
with rock bolts or fore poling. The shotcrete thickness is optimized based on the

monitored deformations.
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4. The strength of the rock mass is aimed to be preserved. The support should have
suitable stresdeformation properties and its installation should be adequately
timed.

5. The support should not be too stiff or too flexible and the loading should not be
applied too early. If the support is too stiff, it will carry more load and the ground
won't be ak# to deform until the equilibrium is reached.

6. As for the timing, when same support is loaded after deformation occurs, it will
reach the equilibrium with a lower load. Therefore, the support should not be
loaded too early; in order to take the advantagth® reduction in load in the
support, nor too late in order not to increase the deformations drastically.

7. The invert should be closed as soon as possible to create laelaaig ring.

This observational methodology of the NATM technique, enables inatea@visions
in construction details and makes the method more flexible and a more economical
solution compared to the methods having to install the worst case situation support

systems throughout the tunnel.
2.2.3.3.Shield Tunneling

As previously mentioned, S#d Tunneling was first developed by Brunel in 1825
however, it was after 1953 that the method found a wider use in the construction
industry (Chapman et al.,, 2010). The mechanized shield method is a tunneling
technique in which a steel shield driven ie tiround is used to support the face and
ground from collapsing while the excavation and lining works are performed (Figure

2.3). It is used for softer soils and weak rocks that require radial support.

17



Leading edge

; Jacks Shield tail Void filled
f shigl
a s \ / /with grout
I

[ Fasshe— | |

Direction _:

< Motor |

/ I _ ]

. | Bree— — = ]

Cutterhead T ]
Shield Shield tail seal Segmental

tunnel lining

Figure 2.3. Typical Longitudinal Section of Tunnel Shield (Chapman et al., 2010)

Generally, shielding starts from a starting shaft and the tunnel is constructed by the
cyclic works comprising; excavation with the rotating cutterhead, installing jacks in

the shield to push the shield away from the lining of concrete segments, placing the
segments assembled in arc shape. In order to create the necessary force to move the
tunnel shield forward, the hydraulic jacks are pushed out against the last erected tunnel

segment and the shield against the tunnel face in the direction of tunnel excavation.

The shield methods that are used in practice nowadays are; open, partially closed and
closed type shields which differ according to the excavation method and the opening
of the cutterhead. The two mostly wused TBM
Pressure Balanced (EPB) TBM6és are mechani zed

more detailed information on TBM&és are given
2.2.3.4.Tunnel Boring Machines (TBMs)

TBM is a machine used to excavate tunnels with a circular cross section through
variety of soil and rock classes. TBM typically consists of a rotating cutter head, a
main bearing, a thrust system and trailing support mechanism (Figure 2.4).
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Figure 2.4. EPB TBM Machine Mechanism (Burger and Herrenknecht AG, 2016)

The devel opment of TBMOs went together wi
the first half of the 19th century (Section 2.2.2). Betweems/&8461930, many hard

ground tunneling machines were designed but unfortunately, much of those could not

be actually built. The Frejus Tunnel by Henry Maus is one of the first attempts for
building a rocktunneling machine for railway tunnel construaso(Garry, 2012). It

was built in 1846 for construction of the
crossing through the Alps however it was broken down and was never actually used
again to finish the project. The tunnel was later constructed wotie konventional

construction methods and completed at 1871 (Pelizza, 1999a).

During the same period, in 1853 another pioneering tunnel boring machine was built
in United States for the construction of the Hoosac Tunnel (Garry, 2012). In 1875 the
Beaumonmmachine and in 1880 the Beaumont/English machine were patented which
were actually used for soft rock tunnel boring, but the construction stopped due to
military oppositions (Kirkland, 1986). In 1988 the first mechanical rotary
excavator was designeahch manufactured with 7.8 m. diameter by an American
Company, James S. Robbins and Associates (Stack, 1982). It was then developed into
the modern rock TBMs with technological advancements.
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The main advantages of TBM type tunnels in urban areas lie dheitovery little
disruption to ground surface. For railway lines it becomes especially important as
these projects usually involve time consuming and expensive utility diversions and
demolition of existing infrastructures. However, as the tunnel aligrenpess deeper
under the surface, ground settlements and waterways require much more careful
examination both before and during tunnel construction. Therefore, advanced ground
investigations become obligatory and crucial to prevent and mitigate impacishof s
conditions. The modern methods contain different types of techniques for mechanical

support, from open type TBMs and Earth Pressure Balance TBMs to shielded TBMs.

Hard Rock TBMs: These machines excavate rock material with the cutting disks
mounted in e cutterhead. Basically, the compressive stress applied by these disk
cutters on tunnel face separate the particles from the main rock. The excavated
material (muck) is transported on conveyor systems outside the tunnel. TBM moves
forwards with the help foa gripper system by pushing itself against the side of the
tunnel. Open type hard rock TBMs include ground support systems such as rock bolts,
shotcrete and wire mesh for bracing. On the other hand, shielded hard rock TBMs
installs concrete segments hathithe machine and uses these to support the tunnel

walls.

Soft Soil TBMs: These type of TBMs moves forward by pushing itself against the
erected concrete segments. As in hard rock TBMs, the soil is excavated by disk cutters
from the tunnel face. The exated muck in soft soil TBMs is transferred through
openings in the cutter head to a belt conveyor and removed from the tunnel. Soft soil
machines have mainly two widely used types namely Earth Pressure Balance (EPB)
and Slurry Shield.

- Inan EPB TBM, the mek is held in a sealed chamber behind the cutterhead. The
stability of the cut face during tunneling is maintained by balancing the earth
pressure in the chamber, rate of removal

advance rate. Due to this mechanism, EBBnainly used for flowable soil
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conditions and finer grained sands and silts for the ability to move the excavated
muck from cutter chamber to the conveyors such as soft silt and soft clay.
However, for unflowable soils or hard and abrasive ground conditiadditives

or hard face plates are used (Babendererde et al., 2005).

- The slurry shield TBMs are similar to the EPM machines however, in slurry
machines a bentonite slurry is filled into the cutter chamber. Slurry is supplied
from treatment plant to étunnel face with slurry pipe then used to fill the
cutterhead chamber. The pressure of the slurry mix stabilizes and supports the
tunnel face. The excavated material particles are moved to the slurry chamber
therefore slurry also acts as a transport omadior the muck removal. The slurry
mixed muck is pumped out of the cutterhead to a slurry separation plant, usually
outside of the tunnel, through a discharge pipe so that the separated slurry can be
re-used in the tunnel. Due to this process, thesedyp8Ms are generally better
for more coars@rained sand, gravely soils and not suitable for soils with particle
sizes small er than slurrybés bentonite
preferred in soils with high water pressure and large amougtooind water.
Moreover, generally there are additional area requirements in slurry shield TBMs
for bentonite recycling surface treatment plants and a caisson system at the

cutterhead for inspection and maintenance of tunnel boring.

2.2.4.Risk Assessment in Tunel Construction Projects

Tunnel constructions are usually large, complex, and expensive infrastructure projects
that involve various risks due to uncertain nature of the underground conditions and
highly technical operations. Therefore, a careful risklymma together with a
systematic risk assessment is of high importance to prevent potential losses, analyzing,

controlling and mitigating risks in tunneling projects.

The International Tunneling Association (ITA) identified different phases for

implementabn of risk management in tunnel projects and guidelines on how to utilize
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the risk management methods in each of these phases from early design to construction
stages (Eskesen, 2004). In the study of Sturk et al. (1996), the authors adopted four
steps inrisk management; hazard identification, assessment of probabilities,
assessment of consequences and finally calculation of risks for alternative risk
treatment measures to choose among. They have utilized the Analytical Hierarchy
Process (AHP) for rankingjternative tunnel ground support methods in terms of cost,
feasibility and environmental concerns. The final decision among the alternatives was
decided after calculation of the highest expected outcome using fault tree analysis

method with case study ainnel construction projects.

Reilly (2000) identified the main problems of public underground projects as; limited
time and resources available to adequately determine underground conditions and
bidders to assess construction methodologies during theurproent phase. A
management plan of complex underground projects was advised for a more strategic
approach in planning, site investigation, designing and construction phases, together
with a more integrated project team, and a better, more sophisticated
identification, analysis and mitigation process. The author suggested that,
qualifications of construction bidders should be evaluated more carefully for
executing underground tunneling projects compared to thebidwapproaches

applied.

In Eskeseret al . 6s study (2004) ; alternative
that adopts a four step qualitative approach. Their suggested process follows the

project stages.

- In early design stage; qualitative risk assessment shall be carried out by risk
idertification according to different parties, risk analysis, determining risk
acceptance criteria and the risk measures for risk elimination and acceptance. A
fault tree analysis of causes of the hazards, and an event tree analysis of the
consequences is reomended. In terms of risk mitigation, cdmnefit ratio is

proposed for deciding between alternative mitigation measures.
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- In tendering and contract negotiation stage; the qualitative risk assessment is
advised to be repeated in light of the final tendsrutnents. This stage becomes
important for tendering or appending and modifying risk clauses in the contract.

- In construction phase; the retained risks are planned to be managed continuously
by the contractor.

Reilly (2005) starts his paper by criticaladuation of the risk assessment methods and
development of a better cost estimating methodology for large tunnel construction

projects. It has been found that;

- There is a general failure to adequately recognize the uncertainties in estimating
future cosor schedules.

- The uncertainty must be included in the cost estimating process.

- Costs must be validated by experienced, qualified professionals who understand
the actual bidding and construction procedures.

Large projects often experience large scopesghédule variations, which affect the
final cost. Thus, including this in the cost estimates and project management is noted
to be important for project success. The author defined a Cost Estimate Validation
Process that carries out a probabilistic riskalgsis procedure for determining

projectds Arange of probable cost and scl

Yoo et al. (2006) developed a Glased thireparty geotechnical risk assessment
system named FTURISK, using artificial neural network method for examining
change of grouh conditions in tunneling works. The model retrieves input from four
different risk sources; site information, ground movement, utility assessment and

groundwater assessment.

Since the underground constructions are accepted to be governed by the ground

conditions, similar to Yoo et al. (2006) most of the risk assessment literature has
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focused on geotechnical risks or safety risks in tunnel projects. Kim (2008), Hong et
al. (2009), Zzheng and Ma (2014), Deng (2018), Deng et al. (2018), Guo (2018), Liu
et al.(2018), Xia et al. (2018) and Koopialipoor et al. (2019) have used different risk
assessment methods from event trees, analytical neural networks to fuzzy methods to

evaluate these risks for different tunnel projects.

Fouladgara et al. (2012) employelar z zy based ATechnique for Or
Similarity to Il deal Solutiono (TOPSIS) met h
environmental risk factors in tunneling, considering complex effects and stated that

various risk factors can be expressedaby ist abi |l ity and environmer
numerical and statistical analysis. Their research is based on the basic concept of

TOPSIS, developed by Hwang and Yoon (1981) which can be summarized as; the

chosen alternative should have the shortest distaonethe positivadeal solution

and the farthest distance from the negaiileal solution. They identified collapse as

the highest risk factor in tunnel projects.

More specifically, TBM, as a kind of common tunnel construction equipment provides
advancedechnigues and equipment to aid underground engineering, however, at the
same time would cause grave consequences if the construction risks are not properly
assessed. Therefore, Sousa and Einstein (2012), used BBN method to assess the
geological risks ang@rovide a prediction model for TBM tunnel projects. They used
ground condition data along the tunnel excavation alignment to analyze the risk of
tunnel face collapse and provide decision makers a choice among open or closed
modes for an EPB TBM. Howevehis$ study only considered a single risk event and

a rather limited variety of alternatives.

When literature on tunnel projects are examined the common risks for TBM
constructions have been listed as; tunnel collapse, gripper or support failure,
workforcesafety failure, large amount of backfill, cutterhead getting stuck, segment
damage, geological structure, experience of workmanship, flooding or explosive gas

leakage. Among these risk sources, the geological risks, equipment risks, and
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workmanship risks anstituted 40%, 30% and 30% of the construction risks

respectively (Kui and Huanhuan, 2013).

Cardenas et al. (2014) focused mainly on the construction stage of tunnel projects in
terms of Adeformation/ damage ofstracboncr et e
phase were identified according to the literature survey and expert views and a BBN
was created accordingly. It was seen that
nomi nal stiffness of lining, 0 andorsidamag
The research showed that, in spite of the complex and ambiguous nature of
construction risks, the risk assessment models that can induce the risk related

knowledge can be used to obtain valuable project guidance.

Nezarat et al. (2015) implementedrazzy Analytical Hierarchy Process (FAHP)
process to determine the geological risks of tunneling projects. The method had been
used by other researchers for; decision making, assessing tunnel fire risk of subway

lines by combining the fuzzy consistent maand AHP.

In the study, although AHP method was chosen as basis due to its ability to provide
breakdown of the problem in a hierarchical form and comparison of the considered
options; referring to the criticisms on its use of unbalanced scale of jutgmen
inability to adequately handle the inherent uncertainty and imprecision in the pair
wise comparison, a FAHP method was proposed for determining the main risk factors
in tunneling projects. According to the analysis on a case study tunnel projest, it ha
been found that squeezing and face tunnel instability have the highest geological risks.
These are followed by groundwater inflows and the instability of wall. Whereas;
clogging of clay, swelling of rocks, mixed ground conditions and gas emissions had

the lowest level of risk.

Naghadehi et al. (2016) first addressed the need for an efficient risk analysis method
for tunneling projects due to high levels of uncertainty in geological conditions that is
especially a determinant factor in these types of ptejelhe authors introduced

ADecision Aids for Tunneling (DAT)o0 tool
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They have developed a series of probabilistic geotechnical profiles corresponding to
different ground classes. As a result of the method develagsedh simulation
evaluates conventional and mechanical excavation methods and gives an output in

terms of project time and cost.

Mao and Zhang (2017) and Siang et al. (2017) gathered the important risks that are

involved in tunnel projects.

Later on, a mre comprehensive research on risk assessment of tunnel projects was
conducted by Forcael et al. (2018). They have identified a comprehensive inventory
of risk factors governing the tunnel projects (Table 2.1). Although they have focused
solely on the finacial aspect of risks, their most notable finding was that; imprecise
cost estimations, unexpected geological conditions, incorrect schedule estimations,
mechanical/equipment failures, approval processes in government authorities and

design changes are angpthe most critical risk factors.

Table2.1. Risk Factors for Tunnel Projects (adapted from Forcael et al., 2018)

Risk Category ‘ Risk Factor

Poor contract management

Inaccurate cost estimatiom kack of detail in budget preparation

Inaccurate deadline estimation or insufficient breakdown of the proje
schedule

Contractor Financial difficulties of the constructor

Inadequate project scheduling

Errors during construction

Operating costs higher thastimated

Hazardous working conditions (danger of accidents)

Variations in the original design (required by project designers)

) _ Inspections and/or testing delays by project designers
Project Designer

Lack of experience by project designers

Delaysin approval of permits and tests
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Difficulties for paying monthly progresses

Variations (change orders) in the original design (introduced by own

Owner
Type of construction contract
Methodology of contract award and method for setting fines andd
Lack of labor
Lack of qualified professionals and technicians
Labor Nationality of labor

Low labor productivity

Lack of skilled labor

Variability of material prices

Dependence on imported materials/lack of localemal availability

Materials and Frequent malfunction of construction equipment

Equipment Suppliers unable to deliver products or services on time
Low productivity and efficiency of the equipment used
Materials do not meet technical specifications
Occurrence of dputes between stakeholders
Project Lack of communication and coordination among project participants

Environmental restrictions

Tunnel depth

Lack of information or inaccurate information regarding the construc
site

Unpredictable weter conditions

External Factors - - —
Excessive delays in approval processes by government entities

Unexpected soil conditions and water table

Unexpected geological conditions

Many researchers point out that infrastructure projects and in particular tunnel projects
facecost and time overruns. According to Isakkson and Stille (2005), tunnel projects
are more susceptible to risks compared to above ground constructions. Thus, they

proposed a probabilitgonsequence risk analysis method for time and cost deviations
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betweendifferent tunneling methods. They have found out that in varying soll
conditions, mix shield TBMs show lower time overruns when compared to EPB TBMs

due to their adaptability to varying soil conditions.

Han et al. (2009) examined the schedule delays ge larfrastructure projects and
suggested that the project success is dependent on time control. According to the
authors, the schedule delays are the governing factors in achieving desired project

performances and are correlated to the cost overruns las wel

Konstantis et al. (2016), identified the risk factors effective on tunnel projects in terms
of cost and time aspects and from the insurance field perspective. They have
highlighted the risk sources as; geotechnical conditions, tunnel constructiards)eth
design approach, construction execution and workmanship. They also identified the
most important failure types in tunnel projects. With respect to the project delays,
according to the authors the delay durations in tunnel projects ranged betd@&en 1
months. In addition, they compared the relation of delays with insurance costs and
found out that the linear relation between shows that, when delay durations increase

in tunnel projects the insurance costs also increase.

Sherry et al. (2017), also evalaedtthe time and cost overruns in tunnel projects.
According to them, the primary project success criteria is based on meeting cost and
time objectives of projects. In line with this, they have used a risk rating system that
has dimensions in terms of bgbhoject cost and schedule impacts. They examined
two tunnel alignment alternatives using the risk registers that contain
multidimensional scales for geotechnical, financial, legal, environmental conditions,
schedule, health and safety conditions. The nieibaused to decide on the most

advantageous alignment alternative based on the most favorable ground conditions.

Another important contribution for schedule risk assessment in tunnel projects was
carried out by Yu et al. (2017). They developed a proistibilmodel for diversion
tunnels that follow the sequence of TBM excavation operations; TBM relocation,

boring, muck removal, advancing, shifting, installation works, etc. Using the
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construction schedules, they estimated the probability of occurrenciskef in
Bayesian networks and then used these probability distributions in Monte Carlo
simulations, to calculate the probability of completion of TBM excavations within
planned durations. They have found out that although geotechnical conditions
dominate e probability of occurrence of risk events, design and management

performances influence achieving the planned project schedules.

In light of these studies, it can be concluded that in tunnel projects, delays could reach
extreme values and cause criticalst and time overruns, due to the scale and the
amount of resources required in these projects. However, even though many
researches have been conducted for implementation of risk assessment methods in
tunnel projects, they have been concentrated ona@fispespect among the various

risk sources. Many methods have been utilized but BBNs have proven to be the most
advantageous for incorporating different risk events, their interrelations and overall

impact on project performance.

2.3.PROJECT RISK ASSESSMENTAND MANAGEMENT

Risk management is one of the ten project management knowledge areas described in
Project Management Body of Knowledge (PMBoK) and described as the process of
planning, identifying, analyzing, response planning and controlling projec{AbKs

2013). The risk assessment section includes identification and analysis stages (ISO,
2009). According to PMI (2013), as this assessment step is based on the collected risk
data, it becomes necessary to carefully analyze and manage the informéigoimgat

process.

The main objective of this research is to develop a systematic methodology for delay
risk assessment of tunnel projects through an extensive risk taxonomy and a
mathematical analysis method. In order to start the procedure with a cledingta

point, a unified glossary of risk management terms is seen as an important step for
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commencement. Therefore, this section will start with the definitions of the mostly

used risk assessment and management concepts for the construction industry.
2.3.1.Risk Assessment and Risk Management Concepts

Uncertainty is the source of risk in all engineering enterprises, and refers to the event

with an unknown parameter such as occurrence, impact, possible outcome etc.

(Rahman and Kumaraswamy, 2002). According to Rafi@994), the word
Auncertaintyo is wused where it iI's i mpossi bl

probability of occurrence of an event.

The term of risk has origins from the Frenc
English language in 17th century. & primary meaning of the word came from the

Spanish sailing term for difficulty in avoiding danger/rock in the sea (Jannadi and

Almishari, 2003) and later has found its first use in 18th century for insurance

operations (Zachmann, 2014). It is defined Ire tliterature from two different

perspectives; either with only a negative impact or with an impact that can be negative

or positive on project objectives. Leaning towards the first perspective; Chapman

(2001) defines the t erandtlkedegfed of kmpactiolaood of o
negative event adversely affecting an acti vi

Afa potential failure eventao.

For a broader definition; risk is the probability that an adverse event occurs during a

stated period of tim (Royal Society, 1992). Conforming with the latter perspective;

risk has been referred as a combination of the probability, severity and exposure of all

hazards of an activity (Jannadi and Almishari, 2003). Rausand (2011) defines the term

as Nthef cbameehiong happening that wi || have
whereas Fouladgara et al. (2012) defined risk as a function dependent on the

parameters; likelihood, consequence, and reaction against an event (Fouladgara et al.,

2012). Combination of thesertes; PMI (2013) defines risk as an uncertain event or

condition that, if occurs, has a positive or negative effect on a project objective. In
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practice it is widely known as the product of impact of an event and its probability of

occurrence (Reilly, 2000).

The term fAvulnerabilityod is sometimes <co
Compared with the definition of risk in the literature, vulnerability represents the
capacity of a system to cope with a risk event (Zhang, 2007). Like risk, vulnerability

was defined by various researchers in the literature. Blaikie et al. (1994) describes the
term as fia characteristic of a person or
cope with, resist, and recover afaretain t he
(2012), claimed vulnerability as any weakness that can convert a potential hazard into

an active hazard. Whereas, Zhang (2007) claimed that vulnerability of a system

represents the extent or the capacity to respond or cope with a risk event.

Risk sources are factors that can have negative impacts on a project. In a wider
perspective it is an Aitem or activity ha
In Standards Australia and Standards New Zealand (2004), it is a source of risk that

can potentially harm the subject.

Risk events/hazards on the other hand, are occurrence of a negative happening; which
leads risk factors to risk consequencesBahar and Crandall, 1990; Zhang, 2007).

Ri sk event iI's al so descrce &f @agartibular sét 8O ( 2 0
circumstanceso. According to Standards AL

it provides connection between the risk sources and the anticipated impacts.

Risk impact/consequence is the outcome of an event (Fouladgar26t.ad). Reilly

(2000) defines the term as the effect, on a project or its objectives that is measured in
terms of safety, cost, schedule delay, quality of construction, or other similar technical
aspects. P MI (2013) e x p annpmject abjectivesdfehe i ni t i
ri sk event occurso. It could be an incre:
entire network. In order to evaluate this, consequence analysis is usually carried out

to identify all potential consequences of risk egeahd also their probability of

occurrences.
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Ri sk Management has been accepted to be or
financial insurance risks. The first known publishes were by Mehr and Hedges (cited

in Dionne, 2013), Williams and Hems intheeat®® 6 06 s (ci ted i n Dionn:
From 197006s the financi al ri sk management st
systems and assessing contingencies (Dickins
analysis was emphasized in the risk management argsineem probability

distributions and their use in risk modeling were introduced. The process plant and

energy systems construction projects were among the first projects to use software

based risk management applications based on probabilistic and sgnaitiadysis

met hods (Artto, 1997) . Hayes et al . 6s (198:¢
organized risk management studies in construction industry. Various researchers

investigated the use of project risk management processes (del Cano and de la Cruz,

2002). They have recommended considering project scale, complexity and

organi zationdés risk maturity | evel for risk

According to Flanagan and Norman (1993), Ri
living with the possibility that futureee nt s may cause adverse effec
in Eskesen et al.b6s paper (2004) as the over
risk assessment, risk analysis, risk elimination, risk mitigation and control. Dikmen

et al. (2004) describe the mess as; definition of objectives in terms of certain

functions that represent project outcomes, calculating the probability of achieving

these aims by assessing different scenarios and finally formulating risk response

strategies. Therefore, it is suggesto provide a continuous system to identify risks,

estimate consequences scenarios and developing risk response strategies (Dikmen et.

al., 2008).

Various studies have proposed the process of project risk management (PRM) for
project success, as shown Table 2.2 (Lee et al., 2009; Boehm, 1991; Chapman,
1997; Cooper et al., 2005; NASA, 1995; Patterson and Neailey, 2002; Tummala and
Leung, 1996; Zhi, 1995). Though some studies used a detailed process for specific
applications (Kwak and Stoddard, 2004)aanodified process for evaluating the risk
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ranking of various projects (Baccarini and Archer, 2001), the general project risk
management process consists of five phases: risk identification, analysis, evaluation,

risk treatment and risk monitoring (Figu2.5).
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=
@]
e - _ ____________________
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a I | @
e | | y o
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& ! 1 ! S

| 0o
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= |9 y I EO
| : ; I
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Figure 2.5. Risk Management Process (ISO, 2009)
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As it would be seen in Figure 2.5, identification is the beigig and basis of the
engineering project risk management process; where potential risks, risk sources, and
their consequences are recognized and examined (Mo Nui Ng, 2006; Zou et al., 2007;
Akinci and Fischer, 1998). It is a process of systematically @watinuously
identifying, categorizing, and assessing the significance of risks associated with a
project. Thus, it consists of analyzing the uncertainty of risk factors, risk sources, risk
characteristics, risk events. The most commonly used techniquesde
brainstorming, document review, Delphi technique, interviews, risk register analysis,

and assumptions analysis.

In order to carry out this stage of risk management, Chapman (2001) proposed
studying risk relationships by classifying them as, depentdsks that are depicted
graphically in series, independent risks that are depicted graphically in parallel. The
author suggested utilizing precedence, influence diagrams, knowledge maps or flow
charts to represent these relationships. The study ofn@ma2001) is among the
important contributions in examining causkect relations among risks using risk

paths generated to represent the relationships.

Risk path, as defined by Han et al. (2008), is the combination of risk variables and
theircauseande f f ect scenari os, which made wup @t
et al. (2008) analyzed the causality between risk variables, sorted them as risk sources
and events with respect to their hierarchical order and constructed series of risk paths
from its source to event, to corporate a risk checklist. They can be defined as figurative
representations of the correlation between risk causes and effects through a risk
network (Dikmen et. al., 2008). The network connects these risk causes to risk
consequeres to show the overall impact of risks on the project outcomes. Kim et al.
(2009) also proposed a path diagram for demonstration of relationships and
interactions among 64 performance influencing risk variables and 14 major variables

directly affecting prgect performance.
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Many other researchers evaluated the necessity of modeling risk sources,
consequences and factors that affect magnitu
Di kmen et al ., 2004). Tah and Carr (2001) wus
instance, to model the relationships between risk sources and influencing factors.

Han and Diekmann (2001) noted; the difficulties in using intuibased analytical

methods for complex problems, high amount of data required in statistical approaches,

complicated calculations involved in decision trees, sensitivity of neural networks to

data sets, and high amount of detail required in representation of relationships in
influence diagraming met hods. Therefore, t he
metlod to help decisioimaking processes in projects. However, in the following

years Weimetdehle (2006) criticized this cregapact method, due to its demand for

complex expert elicitation in conditional probability assignments.

According to Figure 2.5, thsecond stage in risk management is the risk analysis,
which can be described as a structured process that identifies both the likelihood and
consequences of risk events (Zhang, 2007; Summers, 2000). As also given in PMI
(2013), the risk analysis phasendae divided into qualitative and quantitative risk
analysis for evaluation of risk impacts and their probability of occurrence (Mo Nui
Ng, 2006).

Qualitative Risk Analysis Methods: According to PMI (2013), these methods assess
and evaluate the project kisand prioritize these risks according to certain criteria.
The qualitative risk analysis includes evaluating important information about risks
such as probability of occurrences, severity and ownership of risks. It is usually
assessed through a probalgiand impact matrix using a paefined qualitative rating
scale. The matrix form is constructed by defining the probability of occurrence of an
event versus the impact that are defined commonly in a linguistic scale from low to
high. Some other common gjitative risk analysis techniques include risk registers,

checklists, what if analysis, failure mode and effect analysis and hazard and
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operability analysis. Eventually these techniques lead to quantitative analysis

processes (Alverbro et al., 2010).

Quartitative Risk Analysis Methods: In a quantitative risk analysis, the possible
outcomes of project risks are calculated and as a result, the probability of achieving
specific project objectives is assessed. It involves a detailed analysis of the highest
priority risks, through numerical rating or probabilistic analysis methods. One of the
most common quantitative methods is the utilization of Monte Carlo simulation
(Eskesen et al., 2004). In this method usually, the duration or costs of a project are
represated by probability distributions. By conducting numerous iterations, a
probability distribution of possible outcome is obtained for a target project objective.
In the sensitivity analysis section, the sensitivity of the project to different risks are
evaluated by calculation of their effect, usually in terms of duration or cost of the
project. Other widely known analytical and quantitative methods involve decision tree
analysis (DTA), influence diagraming, event tree analysis (ETA), fault tree analysis
(FTA), Bayesian belief networks (BBN), fuzzy theory (Kuchta, 2001), markov
methods and petri nets (Rausand, 2011).

In DTA, the project is graphically modeled identifying possible risk factors, their
probability of occurrences and impacts on the project outcfEskesen et al., 2004).

As a result, the most probable and the most beneficial outcome can be examined.
Influence diagrams are also graphical representations of project risks, which help
formulating problems in decisiemaking. However, these diagramsutd get quite
complex and require computational efficiency (APM, 2004). Similarly, ETA provides
representation of logical order of events arising from one or more causes and leading
to consequences. In an ETA the network starts from an initiating fiestt @nd
develop from there until all possible states are fulfilled. Probability assessments of
each event provide a quantitative analysis (Molak, 1997; NASA, 1995). FTA on the
other hand, is used to analyze the causes of a single undesirable eventltitreefa

(FT) different node shapes are used to illustrate different roles. The undesired event

such as an economic loss or accident is placed at the top of the tree structure. The rest
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of the network is constructed downwards from primary events in alcstuseture

with binary states. In the analysis part, the probability of the top event is calculated
from the probability of occurrence of intermediate and primary events. Thus, large
and complex FTs need computer aided analysis methods such as Monte Carlo
simulation or binary decision diagramming or fuzzy set theory. The main drawbacks
of FTAs are the inability to use mukiate variables and more than one output event.

In this context, the Bayesian Belief Networks (BBNs) provided a more suitable

alternaive in quantitative risk analysis (Bouissou and Pourret, 2003).

Bayesian Belief Networks are directed acyclic graphs consisting of nodes, arcs and
conditional probability tables that are assigned to the nodes that represent the degrees
of influences of eeh node on one another. They have been mostly utilized in systems
reliability, risk assessment and safety analysis literature. To broadly define BBNs, the
root nodes represent conditionally independent variables whereas the remaining nodes
are conditionall dependent on their direct parents (Jensen and Nielsen, 2007). More
detail on its theoretical background and calculation principles are provided in Section
2.3.4. However, here it should be noted that translation of fault trees to Bayesian
networks possasan important part in the literature. Castillo et al. (1997), Portinale
and Bobbio (1999), Bobbio et al. (2001), Mahadevan et al. (2001), Qian et al. (2005),
Xiao et al. (2008) and Franke et al. (2009); contributed in translation of FTs to BBNs.
The initial work on this area is presented by Toffededano and Sucar (1998) who
explained the translation from one representation to the other. The mapping algorithm
proposed by Khakzad et al. (2011) is given in Figure 3.2. As seen in the figure primary
events,ntermediate events, and the top event of the FT are illustrated as root nodes,
intermediate nodes, and the leaf node in the BBN, respectively. The connection
between nodes are preserved in the BBN.
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Figure 2.6. Mapping form FT to BN Model (Khakzad et al, 2011)

According to Figure 2.5, Risk Assessment is the combination of identification,
analysis and evaluation steps. It involves systematic use of available tools to identify
risk events and to estimateetbffects of risks on individuals, properties, environment,
project success and comparison of the consequences of risk analysis with certain
acceptance criteria, other available decision parameters (Zhang, 2007). Therefore, the
next step in risk managemenvolves the risk evaluation phase. In this stage, the risk
analysis results are compared with certain predetermined criteria, to determine if the
calculated risk level is acceptable or not. This process usually combines the strategic
objectives of compaes, time and budget constraints and employer demands. To
integrate this procedure into project or company the strategies, and assessment of risks
that are more significant for the projects, strategic risk assessment is defined as
evaluation of the most itical risks in a systematical and continuous process (Frigo
and Anderson, 2009). This process is aimed to identify the strategic risks and required

action plans to handle these risks. The process involves the following steps; identify
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the strategies, gath data on strategic risks, determine the strategic risk profile,

develop an action plan, communicate and implement the developed action plan.

In the following step, the risks identified as unacceptable are examined for risk
treatment. Risk treatment isefihed as identifying options, selecting and
implementing measures to modify the project risks. It is utilized for avoiding,
transferring, retention or controlling risks, their impacts, severity and probability of
occurrence (Reilly, 2000; Mo Nui Ng, 2006Among these treatment options, risk
avoidance involves changing part of the project to make sure the threats cannot happen
or do not affect the project anymore. In risk transfer, the impact is reduced through
measures like insurances or adding contrantitions like penalties. Risk retention

on the other hand, is the conscious decision for acceptance of low impact, low
probable risks due to the fact that taking preventive actions may be costlier than the
cost of any potential loss. Finally, in risk retion the probability of impact of the

risk is aimed to be decreased.

As the main purpose of this thesis is to develop a BBN based risk assessment
methodology, the next section of this chapter will give a summary of the theory on

BBNSs and its applicationis the risk assessment literature.

2.3.2.Bayesian Belief Networks for Risk Assessment
2.3.3.Bayesian Probability
2.3.3.1.Basic Summary on Probability Theory

Statistics in brief deal with uncertainty due to variability in data. According to Jensen

and Nielsen (2007) the bagoobability theories can be given as follows;

- For the sure or certain event S; P(S) =1
- For every event A; 0 O P (A) O 1
- If Aand B are any two events, then; P'(B) =P (A) + P (B)i P (AZ B)
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- If Aand B are mutually exclusive events, then; P (B) =P (A) + P (B)

There are two main approaches in statistics namely; frequentist (djaapigeoach

and Bayesian approach. In frequentist approach, probabilities are related to all possible
random samples (Bolstad, 2007). They represent the physical world. In this approach,
parameters are considered to be a fixed but unknown constant. Bbpezhability

of events, P (Ak) = 1/n (where k =1, 2, ... n) (Jensen and Nielsen, 2007).

On the other hand, in Bayesian approach,
o f beliefo, therefore it represiathé s t he
Bayesian approach, probability distributions are subjective. This approach is based on

the principles that are explained in the forthcoming section.

23.32Bayesd6 Theorem

The Bayesian Theorem was developed by Rev. Thomas Bayes, an 18th century
Englishmabh e mat i ci an and statistician. The pul
a Problem in the Doctrine of Chanceso i
conditional probability distributions given a set of interacting variables (Bernardo and

Smith, 2000). ltibased on the fABayesd Ruleodo that r
P(A\B) for updating beliefs about an event (A) given information about another event

(B) (Jensen and Nielsen, 2007). In conditional probability rule, any probability of an

event is basedn the statements that are already known.

P(ANB)

P(A\B) = —5 5

(Equation 2.1)
Probability of occurrence of an event named as P(B) depends on the probability of
occurrence of another event A and their occurrences together. When the events A and
B are independent; A\B) = P (A), then the fundament .
B)=P(AB) L P (B) = P (A) L P (B). That i s,

events will occur by multiplying the probabilities for the individual events. As
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indicated in the prgous section, in Bayesian statistics, probability statements about

parameters are represented as fidegrees of be

P(B\A) » P(A)
P(B)

P(A\B) =
(Equation 2.2)

P(A) is called the prior probability of A; which is the initial degree of belief.\BJA

is called the postenigprobability of A given B or the degree of belief in A having
considered for B. Similarly, the probability R is called the likelihood of A given

B. The Bayesdé6 theorem is a further combinat.
updating beliefabout an event A, given that there is information about another event
B. It can be updated, in the light of new and relevant data and provides a solution to
learning from data. In other words, the Bayes' theorem links the degree of belief before
and after accounting for evidence, by defining the relationship between the
probabilities of events (p(A) and p(B)), and the conditional probabilities\|&)(@nd
p(B\A)) (Lee, 2012). The main advantages of this approach are listed below (Bolstad,
2007);

- The parameirs can be random variables. The probabilities for parameters can be
calculated from observations as well as sample statistics.

- Bayesian statistics can combine prior information with data. The probability rules
are used to revise the inference based erattiual occurring data. Thus, it is a
predictive method unlike conventional frequentist statistics. It provides
interpretable answers to a wide range of models for finding the conditional
probability distributions of a given the sample data.

- Estimations an be calculated directly without reliance on a large sample size.

- Nuisance parameters can be handled. These parameters are parameters that are
used for the sake of the analysis that are not considered as primarily meaningful
data about the main problefirhey are generally not desired to be used for making

inference but also not desired to be ignored that would alter the problem
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definition. Frequentist statistics does not have a general procedure for dealing

with them.
2.3.4.Bayesian Belief Networks

Bayesian Beéf Network (BBN)s, also known as Bayesian Network (BN)s have a
long history in statistics and can be traced back to the work of Minsky (1963). He used
Bayes nets to create a problswiving mechanism in programming field. The
connection between causatiand conditional independence was studied by Spohn
(1980). In the first half of the 1980s they were introduced in the field of expert systems
through work by Pearl (1982) and Spiegelhalter and Kitles (1984). Some of the

first reatworld applications oBayesian networks were for disease diagnosis in Munin
(Andreassen et al.,, 1989, 1992) and Pathfinder (Heckerman et al., 1992). Weber
(2012) defines Bayesian Belief Network (BBN) as a directed acylic graph (DAG)
which captur es t helmBdelFgaré?2.7tal Ih ethei wordsain gr a p |
a Bayesian network, the network does not contain cycles. According to Nasir et al.
(2003), it is a graphical representation of conditional dependences among a group of

variables.

() (b)

Figure 2.7. Bayesian Belief Networks (Jensen and Nielsen, 2007); (a) Directed Acyclic Graph
Example, (b) A sample Bayesian Belief Network
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A BBN consists of both qualitate and quantitative sections (Gurp and Bosch, 2000).
The gualitative section, al so named as
representation of dependencies between variables in the BN. It consists of a set of
nodes representing variables and a setdioécted arcs illustrating the causal
relationships and provides representation of joint probability distributions (Jensen and
Nielsen, 2007). The joint probability distributions are represented between parent and
children nodes. In larger networks thare root nodes; any node without parents and

leaf nodes; any node without children (Figure 2.7.b). The quantitative section on the
ot her hand, called fAparameter | earningo
among variables. The BBN uses a probstid approach to determine the likelihood

of occurrence of a certain variable i.e. nodes. Each node has quantitative probabilistic
information associated with it. This probabilistic information consists of two features;

i) set of states that contains tegents that are probable for that node and ii) a
conditional probability table (CPT) that represents the relationship between the node
and its parents. When creating Bayesian Belief Networks, the recommended steps are

summarized as follows in the literatufHeckerman, 1997):

Identifying the purpose of the model and defining the problem,

Determining information relevant to the problem,

Determining sets of these information for the model,

Organizing subsets with mutually exclusive and collectively exheausgariables,
Assessing local probability distributions for each variable.

Assessing the local probability distributions determines how one node influences the
other. Definition of this causal relationships in a Bayesian Network is regarded as the
most mportant step for model success in expert systems (Heckerman et al., 1995a).
These data that are defined through the CPTs that are obtained from either
empirical/historic data or expert judgments (Leu and Chang, 2013). Reliance on past

experience, i.e., @r information forms the basis of the Bayesian Theorem. When
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CPTs are determined, the probability for any node can be calculated using the chain
rule. According to this, the joint probability distribution, named as P(U), of a network

U = { Al, étke produét of all conditional probabilities that are related to
it:

P) = | [PeaiTpan)
: (Equation 2.3)

where p(Ai) is the parent set of Ai. This calculation effort is rather simple for small
problems such as in the case of l[thapve B:
variables are assumed to be independent (FigBe Therefore, CPTs become

relatively easy to calculate (Jensen and Nielsen, 2007). Naive Bayes was used earlier

by de Dombal et al. (1972) and can be traced back to Minsky (1963). If the conditional
independence assumption does not affect the probability values of states, then use of

these Naive Bayes models are said not to affect the performance of the system.

Sods

Figure 2.8. A sample Naive Bayes Model

An example is provided in Appendik to demonstrate a sample BBN calculation
procedure. Further exercises for building and calculation of Bayesian networks can be
found in Jensen (1996).

When a variable has several parents, the amount of knowledgedguaed, number
of relations to be model and the computational efforts during calculation of the

probabilities increase (Leu and Chang, 2013). For larger networks as depicted in
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Figure 2.8.b, the relations become more complex and the calculations becoene mo

difficult. In these cases, the root nodes have the simplest CPTs whereas the leaf nodes

have the most complicated CPTs, depending on the number of parents involved. To

handle this kind of task, Leu and Chang (2013) proposed constructing network
hierarches in FT and then converting them into BBNs. As it is mentioned in Section

2.3.1, several authors contributed in developing such transformation processes.
Andreassen et al. (1989) on the other hand,
p a r e n this methodi tine nétwork configuration is partitioned into the sets (Figure

2.9).

Figure 2.9. Sample network showing divorcing of parents (Jensen and Nielsen, 2007)

2.3.4.1.Advantages of Bayesian Belief Networks

As mentioned before, in classical approach the probability represents the physical
property of the world, such as the toss of a coin; whereas in Bayesian approach the
probability defines the viewpoint of the person who assigns the probability, such as
his/her degree of belief that the coin will land heads. BBNs are representation of this
approach, that is based on the opinions of the experts who assign the probability. It is
a graphical model that conceals the joint probability distributions of large set of
variables. Bayesian networks are essentially mathematical models that model
problems with probabilistic data, through graph concepts, to make the problems easier
to analyze, implement, and understand (Uusitalo, 2007). Many authors indicated the
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advantagesf BBNs (Cheng et al., 2002; Fan and Yuu, 2004; Heckerman, 1997; Luu

et al., 2009; Uusitalo, 2007). Summary of these advantages can be listed below;

- Although more data is better, BBN can handle incomplete data sets and work with
the amount of data that available to achieve accurate results. Thus, the method
is also suitable for small and incomplete data sets.

- BBNs combine the strength of causal relationships with probabilities and use
empirical knowledge and expert data.

- Its network structure enablesderstanding relationships between variables.

- Once a model is compiled, resultant probabilities can be obtained quickly through
already established CPTs. Thus, computational effort is rather low to get results
in a BBN.

- BBNs allow a variable to be enteras evidence and calculate the output from the
model . When new fnevidenceo is obtained,
graphs by updating the nodes. Therefore, it becomes possible to update prior
knowledge with new information and combining datenf different sources.

After each entry, the models learn and refine to give better results. Thus, they
allow learning from causal relationships that is especially useful in understanding
the problem domain, studying macro systems and making predictiates un
changing circumstances. It is therefore, applied to decision support systems with
uncertainty. Authors refer BBN as a powerful tool for knowledge representation,
reasoning under conditions of uncertainty.

- It also allows adding or removing variablesnfrthe model without significantly

affecting the network structure.

2.3.5.Bayesian Belief Networks for Risk Assessment

The original BBN method utilized by Pearl (1982) is one of the most influential
methods in knowledge representation and decision making d$péoracomplex

probl ems. BBNsO®O underlying theory Bayesi
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time; however, its implementation and use in software tools are available in more
recent decades (Jensen, 1996). Since then the method has been widelyraygaled
world problems such as; computational problem diagnosis, troubleshooting and
decision support (Burnell and Horvitz, 1995; Fenton and Neil, 1999; Heckerman et
al., 1995a; Heckerman et al., 1995b; Jensen, 1996; Ziv and Richardson, 1997), disease
diaghosis (Andreassen et al., 1989; Andreassen et al., 1991; Franklin, et al., 1989;
Heckerman et al., 1992; Lauritzen et al., 1994; Xiang et al. 1993), handling computer
data (Binford et al., 1989; Jensen, Christensen and Nielsen, 1992; Levitt et al.; 1993;
MunckFairwood, 1992), information processing (Bruza and van der Gaag, 1993;
Horvitz and Barry, 1995), agricultural prediction systems (Rasmussen, 1995; Jensen,
1995), weather forecasting (Abramson et al., 1996).

The method has been extended to managenagct engineering fields; in
transportation (Ulegine et al., 2007), ecosystem and environmental management
(StewartKoster et al., 2010; Uusitalo, 2007), software risk management (Fan and
Yuu, 2004), system reliability (Doguc and Ramitdarquez, 2009; Marage et al.,

2010), safety risk assessment (Leu and Chang, 2013). BBNs have also been used in
accident scenario analysis, additional to other methods preferred such as fault tree
(FT) analysis, event tree (ET) analysis, Petri nets, Markov chains and retwaitks

(Ni volianitou et al ., 2004 ; Weber et al. 20
major advantages of BBNs over fault trees are claimed to be due to its modeling and
analysis capabilities. In the specialized literature about BBN, Weber et0aR)(2
examined 200 articles on application of BBN and noted increase in interest and
number of references. 61% of the researches was on dependability analysis, followed

by risk analysis with 26% and maintenance with 13%.

As mentioned in previous chapterigk assessment is used to aid decisraking
(Modarres et al., 1999). Due to the advantages listed in Section 2.3.4.1, BBNs have
been suggested in the literature to improve decisiaking processes, which is also
important in the risk assessment praedicThe main application areas of BBNs in

project risk assessment has been identified as; creating a cause and consequence
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diagram among the risks, obtaining risk probabilities, analyzing how much a specific
node is influenced by other nodes by calculatiregCPTs among risks and conducting
sensitivity analysis to identify major risks which affect project performance
(Heckerman, 1997; Lee et al., 2009). The first contributions of BBN in risk analysis
were made by Hudson et al. (2002) to assess militéky.riehen Nasir et al. (2003)
created a model for assessing schedule risks in terms of activity durations interpreted
as percentages of most likely durations. Fan and Yuu (2004) proposed a BBN based
software project risk assessment process to supportatenisiking. Their procedure
utilized BBNs to analyze risks and generate information to the manager; while the
manager may input evidence or decisions to the BBNs for further estimation and
prediction. For continuous risk management, they proposed a-lBME risk
management procedure which consisted of; 1) initialization, 2) maintaining project
risk profile, 3) performing risk analysis and monitoring, 4) risk treatment stages. Later
on, BBN was wused in Lee et al . (rigk009) 6s
management. It was chosen over influence diagram and cross impact methods, due to
its ability to represent detailed relationships and calculate conditional probabilities of

risk items.
2.3.5.1.Bayesian Belief Network for Assessing Construction Project Risks

In the literature, only a few researchers attempted to use the Bayesian Belief Network
method to investigate the construction risks. Among these; Nasir et al. (2003)
proposed the first novel approach to assess delay risks in construction projects. They
deel oped a BBN model named fASEhedule Wadeli ng R
(ERICS) 6 for schedule risk analysis to de
duration limits based on project characteristics. The model information was provided
mostly from expertstogether with project reports and literature surveys. The risk
variables were classified into ten categories as; environmental, geotechnical, labor,
owner, design, area condition, political, contractor, contractoflatmor resources,

material. After themodel was created it was tested with various cases and the results

of the BBN model was then entered to the schedule to be used for Monte Carlo
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simulation. Luu et al. (2009) also used BBNs for predicting probability of schedule
delays in Vietham construoh industry. After they developed a BBN through expert
sessions, they identified the least and most important factors causing delays. More
recently, BBNs have found its use in safety analysis of Nuclear Power Plants in Kim
et al . (2017)06s research.

As al® mentioned in Section 2.2.4, utilization of BBN for tunnel risk assessment was

introduced in the works of Sousa and Einstein (2012) and Cardenas et al. (2014). In
Zhang (2014)6s paper; the aim was to merge
Fuzzy Bayesia Network (FBN) to provide an alternative construction failure analysis

method for tunnel constructions. Tunnel leakage was specifically identified as the risk

output. This work is found especially important for this thesis, due to its content

related to winnel projects. Apart from the creation of a BBN model, the novelty came

from involving Fuzzy Probability Assessments for determining the conditional

probabilities.

Additional l vy, l i ke Nasir et al. (2003) 6s st
Monte Carlo simulation together for assessing schedule risks, but this time for
estimating the probability of completing the TBM excavation within a specified
duration. Then, Chung et al. (2019) suggested a BBN based cost overrun risk
assessment method for VBtunnel projects. They have identified the risk events for
shielded TBM excavation operations. The risk sources were categorized as geological
related, design related and construction management related sources. According to
Chung et al. (2019), the commaethods for risk assessment in TBM tunnel projects
that utilize risk registers fail to provide a systematic cause and effect analysis or
guantitative analysis of risk factors. Therefore, they have created a BBN for estimating
the direct costs of mitigath methods to overcome the risk events. An indirect cost
aspect is added consider the stoppage costs accumulated during the interruption of
TBM advancement.
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In summary, among the many risk assessment methods utilized for tunnel projects,
BBN has been prad to be one of the most efficient tools to model complex relations
between project parameters and risk factors, thus it has been applied in various tunnel
projects. The superiority of the method lies in its ability to express a network of
interrelated pameters and risks for probabilistic analysis, to conduct quantitative
analysis of dependencies between variables and deal with uncertainties in data. Thus,
BBN is selected as the basis of the risk assessment method that is developed in this

research.
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CHAPTER 3

RESEARCH METHODOLOGY

This chapter will explain the research methodology developed in this thesis. The
research process is conducted in collaboration with a real construction company. The
research gaps and objectives have been identified accordingfiodings from the

risk assessment practices in real tunnel constructions and literature studies. Therefore,

a brief description of the case company is firstly introduced in this chapter

3.1. CASE COMPANY

This research has been carried out with the collalooraf an international Turkish
construction company. The Company is among the largest engineering firms in the
country, selected as the top service exporter in technical consultancy field by Turkish
Exporters Assembly and is consistently ranked amonpthéesign companies in the
Engineering News Record (ENE25).

As given in the company website, the Company is specialized in design, construction
supervision and project management services, operating in 16 countries throughout
the world. The type of pregts that the Company has been experienced in varies from,
transportation; motorways, highways, railways, urban rail transportation, airports,
marine structures, bridges, viaducts, environment and infrastructures; transmission
lines, pipelines, treatmenlgmts, masterplans to buildings; smart buildings, industrial,

education and health facilities, combining all aspects of design and engineering fields.

Case study research has been defined by
investigates a circumstae within its realife context, when the boundaries between

this circumstance and context are not clearly evident; and in which multiple sources
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of evidence are usedo. It is a theory bui
and predict complegroblems (Woodside and Wilson, 2003) through already known
evidences. In this research, a case study was conducted in which the role of the

Company can be summarized in four major efforts:

- ldentification of research gaps: The risk assessment reportsHeoase study
projects of the Company are analyzed by the researcher. These reports correspond
to four actually constructed railway system tunnel projects located in Turkey,
Qatar and Europe. The case study projects are further summarized in Section 3.1.
The main findings obtained from the analysis were; the risk assessment practices
in tunnel projects (Section 3.1.2), the improvement areas in these practices
(Section 3.1.3), and risk registers for tunnel projects (Appe@iliX he identified
research gapsiave been shared with the Company professionals and their
perspectives have been considered while determining the context of this research.

- Development of the computational model: The risk assessment model developed
in this thesis has been established dayduicting series of sessions with company
experts. Total of 9 sessions were carried out to create the model with the
participation of 7 experts (Section 5.2.2) through questionnaires, concept sorting
and interviews.

- Conducting validation tests: A testipgocedure is carried out for the model and
the tool in order to validate the model and test the behavior of the developed tool.
The procedure included participation of experts from the tunnel consultancy field
due to the necessity to compare the resultaionéd by utilizing the proposed
method with actual tunnel constructions.

- Case study implementation: The developed risk assessment tool is implemented
on a real case tunnel project with two experts participated in various stages of the
same tunnel constction. This process is carried out to test the applicability of
the tool and observe how it enhances the decision support mechanism in delay

risk assessment of tunnel projects.
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Within this context, the Company has provided risk assessment reports of four
different projects that have been implemented in the tunnel construction field. These
four projects were conducted in Turkey, Qatar and Europe that has been either
designed or consulted by the Company. The risk assessment studies have been carried
out by dfferent teams that have participated in each of these relevant projects. In scope
of this research, each of these risk assessment reports have been examined by the

researcher.

The next sections of this chapter will give brief summary of these four aade st

projects and the limitations identified in the current practices.
3.1.1.Information on Projects

As mentioned previously, the project risk assessment reports of four tunnel projects
have been analyzed by the researcher. Brief summary of these projecisraszizad

as given below.

Case Study 1:The first project is an underground motorway tunnel project of 14.6
km length that is constructed in Istanbul. Both TBM and NATM were used for
constructing the tunnel. Bentonite slurry TBM machines were selected4fdm3

length underground tunnel section, NATMs were used for tunnel connection sections.
Cut and cover tunnel sections were also constructed for rather short distance of 1 km
length. The planned motorway tunnel line was planned to carry 100.000 vehigcles/da
Anticipated construction duration at time of tender was provided as 55 months. This
target schedule assumed a critical path duration of 49 months for the design and

construction.

Case Study 2:The second project is the first section of an extensivengnound
railway tunnel construction project constructed in Istanbul of 13.3 km length. The 9.8
km section is bored with 5 tunnel boring machines and remaining part consists of cut

cover sections. The railway line is planned to carry 75.000 passengeftsibaand

i's connected to busy wurban railway 1|ine

network.
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Case Study 3:The third case study is located in Europe. The metro line consists of
approximately 7 km length double railway tunnel construction with 3 EBfasTand
7 cut and cover metro stations. The scope includes the connection structures with the

cityds existing metro | ine.

Case Study 4:The fourth study is located in Qatar. It is also an underground metro
line with a length of 10,5 km with a TBM tunnedction of 9,4 km. The remaining

part is composed of NATM tunnels and cut and cover metro stations.
3.1.2.Project Risk Assessment in the Case Studies

As mentioned before, the risk assessment reports of four case study projects
summarized in the previous sectibave been obtained from the Company. These
reports include the risk assessment procedures carried out in four major tunneling
projects and thus are accepted to provide adequate representation of the risk
assessment practices that are carried out in thé. fie order to examine the
application of risk assessment in tunnel projects, four reports have been examined by
the researcher and their deficiencies has been evaluated. The identified key aspects of
these works and their limitations have also been dggml with a senior project
manager in the Company through an unstructured interview. The risk assessment

procedures carried out in the examined project reports are summarized below.

Case Study 1in the risk assessment work of this project, the aim wadetuify the

main cost and schedule risk drivers, to assess the potential risks and their
consequences, to evaluate the schedule risk for both earth pressure balance tunnel
boring machine (EPBM) and New Austrian Tunnel Method (NATM). The risk of
finishing the project within the estimated budget was not considered in the risk
assessment. However, the cost impacts of each risk were included in the prebability
impact matrices in the analysis section. The process started by forming a workshop
group. The partipants in the risk workshop identified major cost and schedule drivers
from a qualitative perspective. Risks identified during the workshop sessions were

recorded on a risk register. Risks were assessed qualitatively as; likelihood of
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occurrence of risk, gtential cost impacts, potential schedule delay. Then a-three
dimensional probability impact matrix was formed and rated by the workshop
participants. Prioritization of risks in the risk register was based upon the sum of cost
and schedule risks. Followintis, the project team performed a quantitative risk
analysis of the schedule uncertainty surrounding the construction durations for critical
and near critical activities with Monte Carlo simulation. The analysis was based upon
credible optimistic, mostikely and pessimistic tunneling advance rates and other
critical path activities. This procedure provided two results; i) identification of the
most critical risk factors in terms of cost and schedule risks for TBM and NATM
tunnels; ii) identification of He most critical activities in terms of construction

schedule risk for TBM tunnels.

Case Study 2:The risk analysis in this case was similar to the first example where;

the risk assessment procedure was carried out through an Integrated Risk Management
Tean (IRM Team). The risks were identified in terms of cost, schedule, safety and
quality. This was planned to be achieved by identifying all reasonable risks (referred
as hazards) that may occur as a result of a trigger event, minimizing the probability of
occurrence of these risk to an acceptable level, mitigating the severity of their
consequences should they occur and introducing control measures to assure that these
risks are effectively managed. The IRM Team was made up of different task groups
specificfor each discipline. These task groups determined their ownsutegisters

that are then incorporated by the IRM Team into the overall Risk Register.

- The TBM tunnels: for risks associated with; performance, production, handling
and installation of limg segments, TBM design, procurement, delivery,
commissioning and operation, tunnel lining stability and serviceability issues,
TBM interfaces with other works.

- NATM works: for risks associated with the design, planning and construction of
mined tunnel wiks.

- Cut and Cover works: for risks associated with spatial arrangements and general

design and construction of particular stations or other major works, particular
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planning and coordination risks for design development and approvals, particular
construdon risks, station commissioning and operational risks, particular
procurement issues for plant and equipment, stability of deep excavations,
impacts on existing structures and infrastructures, impacts to community
environments, risks associated with dasagd construction interfaces of adjacent
works.

- Railway and Electromechanical works: for risks associated with the provision and
installation of railway related equipment, trackwork, trackside and other system
wide services, also railway operational asluch as headway design and control,
provision of tunnel niches, sidings, cross passages, crossovers and other track and

operational related equipment and facilities.

Risks were ranked in three levels, i.e. low, medium and high similar to the analysis
conducted in the first case project. However, differently, each risk factor had to be
ranked in four categories; safety, time, quality and cost. The report also included the

risk owners, acceptance criteria and actions that are proposed to mitigate the risks

Case Study 3:.The main aim of the risk assessment conducted in this project was to
assess the cost overrun risk. Risks of finishing the project within the estimated budget
was the principle factor evaluated in the risk assessment. This was planned to be
achieved by identifying all reasonable risks that may occur during project execution,
predicting the impact of these risks, determining measures for minimizing the impacts
or probability of occurrence of these risk to an acceptable level. Similar tcetheys

cases, the project was divided into sub disciplines while determining the risk factors.
These sub disciplines were; TBM works, utilities and traffic, excavation works,
concrete works and finishing works, systems and electromechanical works and
financial issues. Risks were assessed quantitatively based on the developed risk
registers. Each risk factor was assigned with a cost risk unit, quantity, a unit price,

effect/change percentage, probability of occurrence percentage that finally lead to
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Arickt ac of each risk factor. As a resul
determined in the risk register added to obtain the nebpglortunity amount. The
team members compared this total risk amount to the initial contract value and

evaluatedts acceptability.

Case Study 41.ike in first two studies, in this case study, a qualitative risk assessment
procedure has been adopted to assess the risks in tunnel excavations. A risk register

has been developed that are grouped under the followiagarés;

- mechanical or electrical problems on the machine

- human errors during operation of the machine

- geological conditions

- excessive volume losses due to unexpected ground conditions

- risky maneuvers such as cutterhead interventions and crossing of Me TB
through excavated stations

- interaction of the tunnel with existing underground structures

- fabrication and installation of the segmental lining

- reduced space between the tunnels (such as at crossovers) or low overburden

- excavation of large crossection averns with unfavorable geometry by

conventional methods.

The risk factors identified under these categories were listed in a risk register and
ranked with a probabilitympact matrix system. This matrix used a single scoring
system for multidimensionaimpact conditions as depicted in Table 3.1. Therefore,
the ranking required more diligence. The summary of the evaluation was ultimately
given in the Project Risk Register. This Project Risk Register defined the risk that can
affect the successful deliveof the project and certain decisions and actions that can
be captured to track and monitor the project risk. These also included certain
mitigation measures. Thus, for each risk factor, the risk assessment provided an initial

risk assessment and a residisk assessment result
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Table3.1. Risk Evaluation Table

Description
Score Category : :
Health and safety = Project delay Economic loss
Minor
1 Insianificant inconvenience, Delays of p to | Total loss up to
9 worker can continue 8 calendardayst 1 0. 000
work
Minor injuries Delays of more l’o)talcloessslr; o
2 | Considerablg requiring firstaid than 8 but up to
only 30 calendar day t,)Ut less than
0$100. 000
Minor injuries Delays of more | Total loss in
3 Serious requiring medical |than 30 but up |excess of
treatment (down to90calendar ([U100. 000
time) days than 01
S Total loss in
Major injuries, Delay of more |excess® G 1
multiple minor than 3 month | million but less
4 Severe |. . . .
injuries requiring but less than 6 |than but less than
medical treatment | months _
a10 mil |l
. Fatalities, multiple |Delay of more Total loss in
5 Disastrous L excess o0
major injuries than 6 months million

3.1.3.Limitations in Current Practices

Main limitations of the risk assessment procedureptedl in practice are identified

by the researcher. This has been achieved by reviewing the risk assessment reports of
four real case projects of the Company. The reports obtained from the Company has
been summarized in the previous section. Accordingaahalyses of these reports,

the researcher identified the following aspects and drawbacks of the risk assessment
methods applied on tunnel projects. Then, these findings are discussed with a project

manager in the Company through an unstructured ietervi
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Table3.2. The Summary of Current Practices on Risk Assessment in Tunnel Projects

Case Risk Assessment  Interrelations Mitigation Results of the
Project Method between Risks Strategies Procedure
1: K b f Qualitative Neglected None Critical risk
motorway | probability-impact factors for cost
tunnel matrix for cost ang and time
schedule risks overruns,
Quantitative Monte Critical schedulg
Carlo  simulation activities for
for schedule risks TBM tunnels

2 . tankud| Qualitative Neglected Identified to | Critical risk

railway probability-impact reduce | factors for cost

tunnel matrix for cost, impact time overruns
schedule, safet safety and
and quality risks quality

3: EuropefQuant it at Neglected None Net risk

railway cost 0O mea opportunity cost

tunnel formula that use of project,
probability of Evaluating
occurrence and co acceptability of
impact of identified each risk factor
risks

4. Qatar| Qualitative Neglected Identified to | Critical risk

railway probability-impact reduce | factors cost, time

tunnel matrix for cost, impact overrun and
schedule and safetf safety, Critical
risks risk factors after

mitigation
measures

During the interview, the findings given in Table 3.1 and Table 3.2 are shaded
th the

assessment methods that are carried out in practice, the given summary table and the

di scussed wi Company expert. | n

evaluations of the researcher, the following limitations has been finally determined.
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These findings also indicated the research areas that should be improved, which are

further elaborated by the researcher in the next section of this chapter.

First, it is observed that each of these studies used inconsistent terminologies which
indicated cafusion among the practitioners in terms of risk assessment concepts.
Additionally, it was seen that project success criteria have been perceived differently
in different projects. Each of these procedures identified different risk categories and
eliminated some of the risk factors that resulted with different risk registers in different
projects. These limited any benchmarking efforts and sharing best practices for project

risk assessment in tunnel constructions.

Commonly in all these practices, risk fast@re identified in separate risk clusters
ignoring the interdependencies between risk factors. According to Dikmen et al.
(2008), these standard methods provide captured knowledge from past projects in
terms of single facts; however, they do not provitfermation on the causes, risk
factors and their relations contributing to failure events. This is mainly due to the
simplicity of calculation steps in which any complexity involved in considering
interdependencies could not be handled by human commahgéforts. Secondly,

since project risk assessment team members are separated to specific sections and as
their experiences and knowledge vary, interpretations of causal relationships
possessed limitations.

When it comes to the analysis methods, thebglodity impact matrices were the
common method utilized in all the processes. However, the method only allows
subjective judgements recorded by an assigned task group, also criticized by Elmontsri
(2014) and manual calculations of the group members threingple equations. It

only helps in obtaining assessment results rather than supporting the process itself.

In terms of the results obtained from the risk assessment methods, as also
acknowledged by the Company expert, the findings of these processesodse
incorporated into the project lifecycle. As there is no mechanism controlling the

implication of these studies to the operations of the projects, there is the risk of
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omitting to define effective risk mitigation strategies or even if defined the
implementation of these strategies in real life. It was general application that the
decisions of the top management shape the strategies of risk assessment procedures in
each project. However, as indicated by Cz¢
that comprehensively integrate risddated knowledge can prevent failure scenarios

not being taken into account. o0 Thus, t he
method to enhance decisions made in case of facing a critical project conditions
througlout the life of any tunnel project. There is no tool to evaluate different

strategies and their possible implications for the project outcomes.

3.2.KNOWLEDGE GAPS

In this research, a literature review has been carried out by the researcher as
summarized in Cépter 2. This literature research also provided examining the studies

conducted for assessing risks in tunnel projects and pointing out the knowledge gaps.
Additionally, the risk assessment methods applied in current tunnel projects are

reviewed with a Comany expert as given in Section 3.1.

When the observations obtained from these two sources are combined, the limitations
of the methods that have been carried out in practice and in literature are identified for
delay risk assessment in tunneling projettsese limitations have been classified in
three groups as given in Table 3.3 and further summarized in the following sections;

definition difficulties, quantification difficulties and implementation difficulties.
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CLASSIFICATION

. Difficulties due

to improper
definition of
risk -related

terms

Lack of a unified risk vocabulary in tunnel ri

Table3.3. Knowledge Gaps

KNOWLEDGE GAP

assessment implementations
Lack of a comprehensive list or network of risk fast
including risk sources such as geology, safety, fina

construction

. Difficulties due

Ineffectiveness in defining and assessing causa

to poor between several risk sources in tunnel projects
guantitative Lack of quantitative models ftvandling dependencie
modelling and aggregating different risk factors

. Difficulties in Lack of a comprehensive delay risk assessr

implementing
risk assessment

methods

methodology and tool for tunnel projects
Negligence of impact of adopting risk mitigati
strategies on overall risk.

3.2.1.Difficulties due to Definition

When the reports were examined by the researcher, it was seen that although the
analysis in these works have the common purpose of measuring the cost and/or
schedule risks, it has been seen thantleéhodologies had certain deficiencies. The

following criticisms were raised to improve these methods;

- "risk factor" and "risk source" definitions were missing in the risk analysis
documents,

- terms "risk description”, "consequent risk" and "risk item"evesed in the risk
registers for identifying the project problems,

- the terminology was mixed, confused and used differently in each project, in some

cases, same terms were used together without definite separations,
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- thereis alack of categorization relte risk sources, such as cost overrun, delay,

etc. risks.

In addition, when the literature on tunnel projects were reviewed it was observed that,
most of the risk assessment methods in tunnel projects have focused on the
measurement of project risksatertain limited level based on a theoretical model
(Kui and Huanhuan, 2013). The problem definition and risk identification were carried
out for only a specific source of risk. Due to the nature of tunnel works which are
dominated by ground conditions,ost of the studies and implications focused on
geological factors or safety risks (Sousa and Einstein, 2012; Fouladgara et al., 2012).
However, effects of different project participants, design processes, mechanical aspect
of tunnels have not been unitadane single risk assessment work. This has limited
diagnosing the problems in tunnel constructions in terms of delay risks. According to
Spackova (2013), these models analyze specific failure mechanisms and do not
quantify the overall project risk undexteeme conditions.

3.2.2.Difficulties due to Quantification

For decision making, researchers previously recommended clarifying the causal
relations between parameters (Tah and Carr, 2000). BBNs have been proven to be
invaluable for this, with the ability to hdle expert data. However, due to its limited
application in the field, the complexity involved during the process, eliciting expert
knowledge in numerous sessions and involvement of different partiesXXaawet

al, 2007), this method has not been utiizin any of these case studies. Company
experts also noted that participants in these risk assessment works are more
accustomed to conventional risk rating structures. Thus, the interrelations between
different risk factors, their causal structures angregating these factors have been

neglected in practice.
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3.2.3.Difficulties during Implementation

The literature has introduced various models for assessment of construction project
risks. However, when it comes to tunnel projects as also mentioned in 303t19fm

the risk assessment literature has focused on geotechnical risks or safety risks. Thus,
to implement a risk assessment methodology in real case problems, historic data from
various sources should be combined and a comprehensive model as welbls a to

should be created for assessing delay risks significant for tunnel projects.

During the analysis of previous risk reports it was further observed that, different
methods have been used in practice to evaluate project risks in tunnels. These methods
varied from expert interviews and risk impact matrices to Monte Carlo simulations for
risk analysis. Although BBN methods are useful in project risk assessment, more
simple methods i.e. the probabilitppact matrices were preferred in current
practices, BBNshas found its place only in theoretical investigations. The risk
assessment methods in case studies are rather simple and poor in implementation due
to the need for collecting large amounts of data, combining dependencies among risk
factors, assessing the risks with comparatively low computational effort,
determining how to use the information. in decision making (Sousa and Einstein,
2012; Spackova, 2013). The risk mitigation strategies have also been identified in
some of these works however, their irofgaon project outcomes have been usually

neglected.

There is a lack of common risk rating system, as well as a common quantitative risk
assessment process that should be specific for tunneling projects. Additionally, the
methods presented so far providedly a qualitative/quantitative risk analysis

mechanism and only some included presenting mitigation measures. However, none
of these methods helped in assessing risk mitigation strategies and quantitatively

evaluating their impact on project outcomes.
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3.3.RESEARCH OBJECTIVES

The main aim of this thesis is to develop a methodology to assess delay risks in tunnel
projects and create a novel decisgupport tool to be used in delay risk assessment

of tunnel constructions. This research aim has been iadhtifi overcome some of

the limitations in current applications of project risk assessment in tunnel projects
given in Section 3.2. In line with this, the following research objectives are defined to
provide solutions for the research gaps. These objeciivdisate a stepwise
description of how they are planned to be achieved,;

13. First, a project risk management terminology will be developed. The clarification
of terminologies is perceived as the most elemental step before starting to develop
a new methodologyThus, examining the literature on project risk assessment and
risk management and case studies conducted in tunnel construction industry, a
comprehensive review of project risk management concepts is aimed to be
provided for practitioners.

14.Next, it is amed to develop a comprehensive delay risk taxonomy that includes all
risk categories effecting project delay risk in tunnel constructions such as risks
caused by subontractors, employers, local authorities, ground conditions and
properties of the constction area.

15.Third, a computational delay risk assessment model will be created that
incorporates various risk categories and different parties involved in the tunneling
industry. The current models provide risk assessment of a single risk consequence,
however the model developed in this research is aimed to develop a novel BBN
based delay risk assessment model whi ch
ri skso, Asafety riskso and Asl owdown of
different levels, the BBN rneork will show the hierarchical risk breakdown
structure stemming from several risk sources (the root nodes) down to the risk
consequences (the leaf nodes) that contribute to project delay risk.

16. Additionally, by defining CPTs and by incorporating the sauelations among

risk factors, the developed risk assessment methodology is aimed to consider
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interdependencies among the risk factors involved tunnel construction projects,
calculates the effect of risk factors on each other and automatically aggregate
diverse risk factors to the final project risk.

17.Finally, a decision support tool that can quantify delay and propose effective
management strategies will be developed for strategic risk assessment and to
support decisiomaking of experts. It is aimedidt a tool will be developed to
conduct the developed risk assessment methodology and carry out the risk

assessment calculations automatically.

3.4.RESEARCH DESIGN

As explained previously, the current methods have limitations on aggregating and
handling depedencies among different risk sources, providing a quantitative risk
assessment method and a decision support mechanism. The methods used in current
tunneling projects are usually based on a risk scoring system that ignores information
about causalities beeen risk factors (Elmontsri, 2014). The BBN models are
regarded as probabilistic, acyclic graphical networks that visually present
relationships between variables serving as powerful tools for knowledge
representation and reasoning under uncertaintiesk@iman, 1997; Cheng et al.,
2002). Therefore, combining BBN and strategic assessment is needed to enable

decision makers evaluate the project uncertainties.

The aim of this thesis is to develop a project risk assessment methodology and a
decision suppartool for tunnel projects by integrating BBNs and strategy assessment
to enhance risk assessment practices in tunnel construction projects. This will be
accomplished by adopting the project risk assessment framework described by ISO
(2009) and strategigsk assessment as described by Frigo and Anderson (2009). BBN
developed by Pearl (1982) is taken as the basis for risk analysis. In order to proceed
with the research method, a research design is constructed in this section to determine

how the previouslydentified research problems are planned to be handled.
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As it is illustrated in Figure 3.1, a sequential method will be implemented including
successive data collection and analysis stages. In order to gain insight to the problems
of risk assessment prams implemented in these projects, tunnel risk assessment
methods have been reviewed from real case projects as well as from literature. First a
detailed literature review is conducted to understand the problems in current risk
assessment methods in tuhpjects. Then these are combined with the case studies
carried out in identified empirical projects. This stage is considered as the preparation
stage of the research design. The definition of the problems is previously given in
Section 3.2. The resedwrcdevelopment process is conducted in collaboration with a
real construction company. Throughout the research case study and expert knowledge

elicitation methods are utilized in various stages.

Tunnel Risk
Taxonomy

BBN based Delay
Risk Assessment
Model

Delay Risk Assessment Tool
"BBN Tunnel"

<«—— Case study researct———»

<«—Expert Knowledge Elicitation —»

Figure 3.1. The Research Design

The research will be carried out as defined in the following stages.
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2. Tunnel Risk Taxonomy: In this stage, two steps will be carried out; i) defining

reliable risk assessment concepts, ii) clustering of tunnel projects risk factors

leading to delay. First, a comprehensive risk management terminology will be

assembled for the development of the overall research methodology. As it is given

in Section 3.2.1, definition difficulties are aimed to be overcome through this

section. To do thistheoretical and empirical research will be combined. Then,
ARCategorizationo wil|l be carried out wusing
with the experts. Here, vulnerability factors and risk factors will be identified by

the researcher, then thes#l Wwe grouped under risk categories based on the risk

sources with the experts. Risk clusters will be used to visualize the risk
categorization structure, investigate the common triggers, risk events and
consequences and determine the risk groups andranglerisk factors.

Furthermore, these risk clusters will be the base of capturing complex interactions

between risks ranging across different domains in a tunnel project. The results are

expected to provide an extensive risk taxonomy for tunnel projects.

. Computational Model: In this stage, three successive steps will be carried out to
create the BBN based delay risk assessment
mappingo in which the risk clusters are cor
software enwvonment. This learning stage of BBN model construction will be

carried out via the software tool MSBNx of Microsoft. The software tools used in

the research will be described in the following chapters. Further comparison on

software developed for BBN apphtions can be seen in research of Mahjoub and

Kalti (2011). After this, the BBN risk assessment model will be constructed in the

second step. Expert Knowledge Elicitation (EKE) sessions will be carried out to

verify the factors, extend the data and datee the relations between them. Here,

all technical aspects of risks constituting the model will be defined and the CPTs

between the variables will be determined. This model forms the basis of this

research. It will allow the probabilistic calculation pfoject delay risks and

evaluating the effect of different risk factors to the overall project risk. In the third

step, the model will undergo several verification and validation tests.
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4. The third stage of the research will be carried out for developindelas risk
assessment tool that is aimed according to the research objectives identified in
Section 4.4. In order to accomplish this, the outcomes of the previous stage will
be used. The results of the tests in stage two, will be evaluated to detereine th
parameters that will be used in the tool. To introduce the decision support aspect,
strategic risk assessment through scenario creation will be carried out. The
scenarios created with the experts will be used to make projections about the
changes in daly risks. In light of the projections, risk treatment plans and the cost
of implicating these plans will be evaluated to find out cost effective risk
mitigation strategies. Microsoft Visual Studio will be used to create the interface
between the risk asseaent model and data input to conduct the analysis. The tool
is named as BBN Tunnel, and will be referred as so from this section on. Like the
risk assessment model, the developed tool also will be subjected to series of

validation and verification stages.

3.5. THE RESEARCH METHODOLOGY

To achieve the objectives of this research, various research methods have been
adopted, from expert interviews to case study research. The most important aspect in
the methodology is development of this research in collaboratitn a highly

experienced real construction company. The majority of the data and the expert

opinions that are obtained from the research processes are conducted in this Company.

This section of this thesis will give brief information about the stepsntakd the
findings of the data gathering sessions. In order to accomplish the objectives, the
research is conducted in six phases; 1) Research design, 2) Risk taxonomy, 3)
Computational model, 4) Decision support tool, 5) Validation of the model and the

BBN Tunnel tool, 6) Implementation of real case tunnel projects.
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This research proposes a novel delay assessment method to implement the project
risk assessment in a structured approach specific for tunnel projects. As given in Table
3.4, Phase 1 involves developing the research. This phase is conducted to plan the
research process and is utilized to bome the research gaps with the research
methodology introduced in this section. Thus, it involves carrying out a literature
survey (Chapter 2), determining research objectives and research design (Chapter 3),
and creating the research methodology (Chagjtefhe research gaps are identified
according to the limitations and problems observed in current practices adopted in
tunnel projects as well as the researches on the subject. The next phases of the
methodology present the solutions to overcome thearelsegaps identified in risk
assessment methods in tunnel projects. In Phase 2, two steps are carried out for
creating the comprehensive risk taxonomy. To overcome the definition difficulties,
first terminologies are cleared from an extensive literatwewe(Chapter 2.3). Then,

based on empirical research and review of theoretical background, risk factors are
identified, and risk clusters are created for different risk categories. This step is named
as MAcategorizationo. A fwitke expertshthe rabdtana v al i dat
vulnerability factors, risk factors and risk events provided the aimed comprehensive
delay risk taxonomy for tunnel projects (Chapter 4).

In the third phase, the computational risk assessment model is aimed to be developed.

Initially, risk clusters are converted into a BBN structure. This stage is named as
Amappingo. After that the model for risk ane
guantitative methods have been used together in many research approaches to employ

risk asessment in tunnel projects (Yoo et al., 2006; Eskesen et al., 2004; Sturk et al.,

1996; Nasir et al., 2003; Luu et al., 2009). At this point the risk assessment model is

created in light of the studies of Luu et al. (2009) and Cardenas et al. (2014swho a

used BBN as basis. Expert Knowledge Elicitation was the mostly assisted method in

this stage. The experts both finalized the BBN model and assigned the conditional

probabilities of the various risk relations between the variables. The experts

participded in this stage were one of the most experienced specialists in the tunnel
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practice. This provided gathering valuable expert knowledge in terms of determining
relations between risk factors that have been observed through various projects and
during TBM operations. The result of this phase presented the BBN based risk
assessment model. An assumption testing procedure is also carried out with the experts
through the created risk assessment model to observe and test its behavior.
Furthermore, sensitivity atysis has been conducted to determine the most influential

risk factors and their effects on the project delay risk.

In Phase 4, in light of the results of the previous phase a BBN based risk assessment
tool is developed. This starts by developing a askessment process model. Then,

the risk factors, risk mitigation strategies and the cost of adopting these strategies are
determined with the experts. This information is used to develop the tool. The tool is
created so that project information can benauistered to the model, the risk
assessment can be conducted automatically, and decision support outputs can be
reviewed and evaluated by any tunnel practitioner with ease. The procedure is
described in detail in Chapter 6. In the fifth phase, a validgirocedure is created

for the research methodology. This procedure is developed so that the data, behavior
and accuracy of the risk assessment model and tool would be tested. These tests are

further detailed in Chapter 7.

In the final phase, the computatal model and the tool are used to implement a
completed real case tunnel project. Here, the project is modeled through the BBN
Tunnel (Chapter 8). Then the model has undergone series of testing processes to
compare the results with the actual proje¢adAs a result of this research, it is aimed

to provide an efficient risk assessment tool with decision support mechanism based on

the developed BBN based risk assessment model.

To obtain the data and proceed with the successive stages of this resegaldf,
thirteen EKE sessions are undertaken separately with director/manager level
professionals to finalize the risk taxonomy, create the BBN model, determine the

CPTs, carry out the sensitivity analysis, scenario creation and testing stages.
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CHAPTER 4

TUNNEL RISK TAXONOMY

The first section of the research demonstrates creation of the risk taxonomy for tunnel
projects. In order to do that, first the risk terminology is summarized as provided in
Chapter2. This has been critical in order to proceed with #mminology that will be

used throughout the research beyond this point forward. After that, this chapter will
provide the risk and vulnerability parameters and the hierarchical relations among
these parameters. In order to accomplish this, the chapteneglilde creating risk
clusters for tunnel projects. Then, the combination of terms, risk parameters and
categories will form the risk taxonomy of this research, serve for the risk identification

stage of the risk assessment method that is developed.

4.1.RISK CATEGORIZATION

As indicated previously, differences in risk vocabulary in the current risk assessment
practices are identified i8ection3.2.and is clarified by providing a comprehensive
risk management terminology iBection 2.3 The next stage is comgped of
categorization of the risks involved in tunnel projects and finally creating the risk
taxonomy. According to Buntine (1996) undirected graphs can be used for problem
diagnosis to represent relations between cause and effects. This type of madellin

be achieved by risk clusters.

In this step of the research methodology, the risk clusters are developed to categorize
the risks involved in tunnel project. The risk clusters will both provide means to
develop these risk categories and to graphiogibup the related risk factors. For

developing the risk clusters, literature survey was the first method utilized. The risk
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factors that has been identified in current tunnel risk assessment researches has been
identified and summarized (Appenei).

Then case study research is carried out by the researcher. Preliminary risk and
vulnerability events are gathered for schedule risks by reviewing data in real case
tunnel projects. The risk categories, the risk sources and risk factors are identified
from the case study risk assessment reports (Appediixhen, to determine the

precedence of risk factors from vulnerability factors, these findings are combined with

the literature on risk assessment of tunnel construction works.

Separate relations betweerinerability factors and risk events are evaluated for each
risk category. Network diagrams of vulnerability factors, risk events and resultant risk
factors are determined, their relations leading to deviations from project outcomes are
developed. These daaire examined by the researcher, to create the risk clusters. The
created risk clusters are given in Figures4l3. These risk clusters are aimed to help
creating the comprehensive risk taxonomy and carry out the risk mapping stage
explained in the fodwing chapters. The expert elicitation session given in the
following section are conducted to verify and combine these diverse vulnerability

factors, train the experts and evaluate the risk classes.
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